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【手続補正書】
【提出日】平成26年1月6日(2014.1.6)
【手続補正１】
【補正対象書類名】特許請求の範囲
【補正対象項目名】全文
【補正方法】変更
【補正の内容】
【特許請求の範囲】
【請求項１】
　モーション・キャプチャー・システムであって、
　視野を有する深度カメラ・システムと、
　ディスプレイと、
　前記深度カメラ・システムおよび前記ディスプレイと通信する少なくとも１つのプロセ
ッサーであって、前記モーション・キャプチャー・システムにおいてアプリケーションを
実施し、画像を表示するための信号を前記ディスプレイに供給するように、命令を実行す
るプロセッサーと、
　を備え、
　前記深度カメラ・システムおよび前記少なくとも１つのプロセッサーは、前記視野にお
いて第１の人と第２の人を追跡するために、前記視野において前記第１の人の身体と前記
第２の人の身体を区別し、前記第２の人は、前記ディスプレイ上の仮想空間におけるアバ
ターに結び付けられて前記アバターを制御するために前記第２の人の身体を制御すること
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によって前記アプリケーションに関与しており、一方前記第１の人は、前記アプリケーシ
ョンに関与する意図を有しないものと認識され、
　前記追跡に基づいて、前記少なくとも１つのプロセッサーは、前記第１の人が前記アプ
リケーションに関与する意図を有していることを前記視野における前記第２の人の身体の
位置に対する前記第１の人の身体の位置に基づいて前記少なくとも１つのプロセッサーが
判断した場合に、前記第１の人が前記アプリケーションに関与することを可能にする、
　モーション・キャプチャー・システム。
【請求項２】
　前記アプリケーションから離脱するという前記第２の人による意図を判断する前記追跡
に基づいて、前記少なくとも１つのプロセッサーは、前記第１の人が前記第２の人に代わ
って前記アプリケーションに関与することを可能にし、前記関与は、前記第１の人を前記
第２の人に代わって前記アバターに結び付けて、前記第１の人が前記第１の人の身体を動
かすことによって前記ディスプレイ上の前記仮想空間において前記アバターを制御するこ
とを可能にすることを含む、請求項１に記載のモーション・キャプチャー・システム。
【請求項３】
　前記アプリケーションに関与したままでいるという前記第２の人による意図を判断する
前記追跡に基づいて、前記少なくとも１つのプロセッサーは、前記第１の人が前記ディス
プレイ上の前記仮想空間において別個のアバターを制御できるように当該別個のアバター
を自動的に生成し当該別個のアバターに前記第１の人を結び付けることによって、前記第
１の人が前記アプリケーションに関与することを可能にし、一方前記第２の人は、前記デ
ィスプレイ上の前記仮想空間において自分のアバターに結び付けられ当該自分のアバター
を制御する、請求項１に記載のモーション・キャプチャー・システム。
【請求項４】
　前記第１の人が前記アプリケーションに関与することを可能にするために、前記少なく
とも１つのプロセッサーは、前記ディスプレイを少なくとも第１領域と第２領域に分割し
、前記第１領域は、前記第１の人のアバターを提供し前記第１の人が第１の視点から前記
仮想空間を見ることを可能にし、前記第２領域は、前記第２の人のアバターを提供し前記
第２の人が異なる第２の視点から前記仮想空間を見ることを可能にする、請求項１に記載
のモーション・キャプチャー・システム。
【請求項５】
　前記少なくとも１つのプロセッサーは、前記第１の人と前記第２の人が前記視野におい
て位置を交換したことを前記追跡が判断した場合に、前記第２の人のアバターを前記第１
領域へ、前記第１の人のアバターを前記第２領域へ交換し、その結果、前記第１領域が、
前記第２の人のアバターを提供し前記第２の人が前記第２の視点から前記仮想空間を見る
ことを可能にし、前記第２領域が、前記第１の人のアバターを提供し前記第１の人が前記
第１の視点から前記仮想空間を見ることを可能にする、請求項４に記載のモーション・キ
ャプチャー・システム。
【請求項６】
　前記少なくとも１つのプロセッサーは、前記追跡に基づく前記視野における前記第１の
人と前記第２の人との相対的な位置に基づいて、前記ディスプレイ上で前記第１領域と前
記第２領域の相対的な位置を設定する、請求項４に記載のモーション・キャプチャー・シ
ステム。
【請求項７】
　モーション・キャプチャー・システムにおいて方法を実行するように少なくとも１つの
プロセッサーをプログラミングするためのコンピューター読み取り可能ソフトウェアを実
装した有形コンピューター読み取り可能ストレージであって、前記方法は、
　第１の人の身体を含んでいる前記モーション・キャプチャー・システムの視野内の場面
に関連する画像を受け取るステップと、
　前記画像に基づいて：前記視野において前記第１の人の身体を区別するステップであっ
て、前記第１の人は、ディスプレイ上の仮想空間においてアバターを制御するために、前
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記第１の人の身体の動きによってアプリケーションと対話する、ステップと、前記場面に
おける前記第１の人の身体の前記動きを特定し、前記ディスプレイ上の前記仮想空間にお
いてアバターを制御していない少なくとも１人の追加の人を前記視野において区別するス
テップと、
　前記少なくとも１人の追加の人の行動に関する既定の規準が満たされた場合に、前記ア
プリケーションの視覚出力と可聴出力のうちの少なくとも１つを変更するステップと、
　を含む、有形コンピューター読み取り可能ストレージ。
【請求項８】
　前記既定の規準は、前記少なくとも１人の追加の人が前記アプリケーションに対する関
心レベルが高くなったことを示すように動くことを含む、請求項７に記載の有形コンピュ
ーター読み取り可能ストレージ。
【請求項９】
　前記既定の規準は、前記少なくとも１人の追加の人が前記アプリケーションに対する関
心が高くなったことを示す音響を発することを含む、請求項７に記載の有形コンピュータ
ー読み取り可能ストレージ。
【請求項１０】
　モーション・キャプチャー・システムにおけるプロセッサー実装方法であって、
　第１の人の身体を含んでいる前記モーション・キャプチャー・システムの視野内の場面
に関連する画像を受け取るステップと、
　前記画像に基づいて：前記視野において前記第１の人の身体を区別するステップであっ
て、前記第１の人は、ディスプレイ上の仮想空間においてアバターを制御するために、前
記第１の人の身体の動きによってアプリケーションと対話する、ステップと、前記場面に
おける前記第１の人の身体の前記動きを特定し、前記ディスプレイ上の前記仮想空間にお
いてアバターを制御していない少なくとも１人の追加の人を前記視野において区別するス
テップと、
　前記少なくとも１人の追加の人の行動に関する既定の規準が満たされた場合に、前記ア
プリケーションの視覚出力と可聴出力のうちの少なくとも１つを変更するステップと、
　を含む、プロセッサー実装方法。
【請求項１１】
　前記既定の規準は、前記少なくとも１人の追加の人が前記アプリケーションに対する関
心レベルが高くなったことを示すように動くことを含む、請求項１０に記載のプロセッサ
ー実装方法。
【請求項１２】
　前記既定の規準は、前記少なくとも１人の追加の人が前記アプリケーションに対する関
心が高くなったことを示す音響を発することを含む、請求項１０に記載のプロセッサー実
装方法。
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