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Description

BACKGROUND

Field

[0001] This disclosure relates generally to the field of
wireless communications and more specifically to the
system and methods for cloud-based management of
self- organizing wireless networks comprising multiple
macro, femto and WiFi nodes.

Background

[0002] Wireless communication systems are widely
deployed to provide various types of communication con-
tent (e.g., voice, data, video, etc.) to mobile user devices.
Typically, wireless communication systems are multiple-
access systems capable of supporting communication
with multiple mobile devices by sharing available radio
resources (e.g., bandwidth, transmit power, etc.). Multi-
ple-access wireless communication systems are gener-
ally divided into three categories: Radio Access Networks
(RANs), such as Universal Mobile Telecommunication
System (UMTS), Global System for Mobile Communica-
tions (GSM), third generation partnership project (3 GPP)
long-term evolution (LTE) systems, and other.; Wireless
Local Area Networks (WLANs), such as IEEE 802.11
(Wi-Fi), IEEE 802.16 (WiMAX), and other; and Wireless
Personal Area Networks (WPANs), such as Bluetooth,
and other.
[0003] A RAN coverage area is typically divided into
multiple cells, which are commonly referred as macro-
cells, each cell having a radio base station, which is com-
monly referred as a macro node. These macrocells have
large geographic coverage and provide wireless access
to the RAN to mobile devices. To supplement conven-
tional base stations, additional low power base stations,
which are commonly referred as femtocells or femto
nodes, can be ad hoc deployed to provide more robust
wireless coverage and capacity in indoor environments,
such as airports and shopping malls, without considera-
tion for the general RAN infrastructure. In addition, 3G/4G
wireless and personal LANs can be deployed by end us-
ers in their homes and offices to provide fast and cheap
wireless network access.
[0004] The current generation of wireless communica-
tion systems supports distributed self-organizing network
(SON) functions, which automate planning, configura-
tion, management, and optimization of wireless net-
works. For example, self-configuration functions allow
new macro and femto nodes (commonly referred as radio
nodes) to automatically self-configure and integrate into
the RAN. Distributed self-optimization functions allow ra-
dio nodes to more dynamically adjust various access,
mobility and handover parameters based on real time
observation of neighboring cells and proximate mobile
devices. Self-healing functions helps to reduce the im-

pacts of failure of one or more radio nodes by, for exam-
ple, adjusting parameters and algorithms of neighboring
cells, so that these cells can support the mobile devices’
of the failing node.
[0005] However, most of the current distributed SON
functions are preformed by processing data from sensing
at the base station level (e.g., macro nodes or femto
nodes) and are local in their self organizing impact on
the wireless network. The centralized SON functions are
limited to policy management of existing radio nodes and
impact aggregate parameters across users on radio
nodes in the network. Therefore, improvements in the
management of self-organizing wireless networks are
desired.
[0006] US2012/0039175A1 describes a method of au-
tomatically adjusting and locally enforcing policies for
network load balancing in a wireless extended self-or-
ganizing network.
[0007] JOHN M GRAYBEAL ET AL: "The evolution of
SON to extended SON", BELL LABS TECHNICAL
JOURNAL, WILEY, CA, US, vol. 15, no. 3, 1 December
2010 (2010-12-01), pages 5-18, discloses methods for
extended SON implementation and self optimization us-
ing measurements collected from multiple sources.
[0008] "White Paper for mobile operators", http://air-
hopcomm-web.com/eson-white-paper-mobile-opera-
tors/, 1 February 2013 (2013-02-01), discloses methods
for AirHop eSON implementation with automation of
small cell deployment, adding/removal of cells, traffic bal-
ancing and smart off-loading between LTE and WiFi.

SUMMARY

[0009] The invention relates to a method for managing
a wireless network by a server, a server and a computer-
readable medium as set forth in the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] The disclosed aspects will hereinafter be de-
scribed in conjunction with the appended drawings, pro-
vided to illustrate and not to limit the disclosed aspects,
wherein like designations denote like elements.

Fig. 1 is a block diagram of an example wireless com-
munication system comprising a plurality of self-or-
ganizing wireless networks and a cloud server for
management of the self-organizing wireless net-
works according to one aspect.
Fig. 2 is a block diagram of an example cloud server
system for management of self-organizing wireless
networks according to one aspect.
Fig. 3 is a flow diagram of an example methodology
for server-based management of self-organizing
wireless networks according to one aspect.
Fig. 4 is a block diagram of an example cloud server
system for management of self-organizing wireless
networks according to one aspect.
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Fig. 5 is a block diagram of an example wireless com-
munication system that can be employed in conjunc-
tion with the various systems and methods described
herein.

DETAILED DESCRIPTION

[0011] In various aspects, systems and methods for
cloud-based management in combination with distribut-
ed of self-organizing wireless networks are disclosed
herein. Various aspects will be described with reference
to the drawings. In the following description, for purposes
of explanation, numerous specific details are set forth in
order to provide a thorough understanding of one or more
aspects. It may be evident, however, that such aspect(s)
may be practiced without these specific details. Further-
more, various aspects or features will be presented in
terms of systems that may include a number of devices,
components, modules, and the like. It is to be understood
and appreciated that the various systems may include
additional devices, components, modules, etc. and/or
may not include all of the devices, components, modules
etc. discussed in connection with the figures. A combi-
nation of these approaches may also be used.
[0012] Fig. 1 illustrates one aspect of a wireless com-
munication system 100 that includes a plurality of self-
organizing wireless networks (also referred as wireless
SONs), such as one or more different Radio Access Net-
works (RANs) represented by macro node(s) 110 and
femto node(s) 120, as well as one or more Wireless Local
Area Networks (WLANs) and Wireless Personal Arean
Networks (WPANs) commonly represented by WiFi
node(s) 130. Hereinafter macro node(s) 110, femto
node(s) 120 and WiFi node(s) 130 will be commonly re-
ferred as radio nodes. In one aspect, these RANs,
WLANs and WPANs are connected to a mobile operator
core network 140 (also referred as backhaul) that pro-
vides telecommunication services (e.g., voice, data, vid-
eo, etc.) to mobile device(s) 105 connected to the one of
the radio nodes 110, 120 and 130. Mobile device 105
may include, but not limited to a cellular telephone, a
cordless telephone, a session initiation protocol (SIP)
phone, a personal digital assistant (PDA), a handheld
device having wireless connection capability, a laptop
computer, or other portable processing device having a
cellular or wireless modem. Mobile device 105 may also
be referred to as a subscriber unit, subscriber station,
mobile station, mobile, remote station, remote terminal,
access terminal, user terminal, terminal, wireless com-
munication device, user agent, user device, mobile de-
vice or the like.
[0013] In various aspect, RANs represented by macro
node(s) 110 and femto node(s) 120 can be implemented
using various radio access technologies (RATs) and
communication standards, such as code division multiple
access (CDMA), time division multiple access (TDMA),
frequency division multiple access (FDMA), orthogonal
OFDMA, carrier sense multiple access (CSMA) and other

technologies. The terms "system" and "network" are of-
ten used interchangeably. A CDMA system may imple-
ment a radio technology such as Universal Terrestrial
Radio Access (UTRA), cdma2000, etc. UTRA includes
Wideband-CDMA (W-CDMA) and other variants of CD-
MA. Further, cdma2000 covers IS-2000, IS-95 and IS-
856 standards. A TDMA system may implement a radio
technology such as Global System for Mobile Commu-
nications (GSM). An OFDMA system may implement a
radio technology such as Evolved UTRA (E-UTRA), Ultra
Mobile Broadband (UMB), IEEE 802.11 (Wi-Fi), IEEE
802.16 (WiMAX), IEEE 802.20, Flash-OFDM®, etc.
UTRA and E-UTRA are part of Universal Mobile Tele-
communication System (UMTS). 3GPP Long Term Ev-
olution (LTE) is a release of UMTS that uses E-UTRA,
which employs OFDMA on the downlink and SC-FDMA
on the uplink. UTRA, E-UTRA, UMTS, LTE and GSM are
described in documents from an organization named "3rd
Generation Partnership Project" (3GPP). Additionally,
cdma2000 and UMB are described in documents from
an organization named "3rd Generation Partnership
Project 2" (3GPP2).
[0014] In one aspect, a RAN may include a plurality of
radio nodes 110 amd 120 utilized for communicating with
mobile device(s) 105. These radio nodes may include a
high-power macro node(s) 110 and a low-power femto
node(s) 120. The femto node 120 may also be referred
to as a femtocell, an access point, a femto base station
(BS), a pico node, a micro node, a Node B, an evolved
Node B (eNB), a home Node B (HNB) or home evolved
Node B (HeNB), collectively referred to as H(e)NB, or
some other terminology. These femto node(s) 120 gen-
erally transmit at a relatively low power as compared to
a macro node(s) 110. As such, the coverage area of the
low power femto node 120 (e.g., femtocell) can be sub-
stantially smaller than the coverage area of a macro node
110 (e.g., macrocell). In another aspect, WLAN and
WPAN may include a plurality of radio nodes 130, such
as WiFi access points or Bluetooth access points. Clus-
ters of ad hoc femto or WiFi nodes may provide coverage
over a larger area thereby creating a separate service
layer.
[0015] In various aspects, radio nodes 110, 120 and
130 of the wireless communication system 100 are con-
figured to support one or more distributed SON functions,
such as those disclosed in 3GPP TS 32.500. For exam-
ple, the SON’s self-configuration functionality allows new
radio nodes to automatically self-configure and self-inte-
grate into the wireless system 100. The SON’s distributed
self-optimization mechanisms allow radio nodes to more
dynamically adjust various access, power, mobility and
handover parameters based on real time observation of
neighboring cells and proximate mobile devices. The
SON’s self-healing functionality helps to reduce the im-
pacts of failure of one or more radio nodes by, for exam-
ple, adjusting parameters and algorithms of neighboring
cells, so that other cells can support the mobile devices’
of the failing node.
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[0016] More specifically, in one aspect, radio nodes
110, 120 and 130 may support self-configuration func-
tions and algorithms, which allow radio nodes to auto-
matically self-configure and integrate into the wireless
communication system 100. For example, a radio node
may self-configure its Physical Cell Identity (PCI), trans-
mission frequency and power. The radio node can self-
configure S1 and X2 interfaces with neighboring cells
and the core network 140 and obtain IP addresses from
network 140. Moreover, the radio node may use Auto-
matic Neighbor Relations (ANR) function to identify and
collect information about neighboring cells and set up
Neighbor Relation Table (NRT), which facilitate faster
cell handovers by mobile device(s) 105. In addition, the
radio node can request measurement reports from prox-
imate mobile device(s) 105, which allow the radio node
to obtain cell IDs of neighboring cells, their transmission
frequencies and power. From the collected information,
the radio nodes 110, 120 and 130 can execute various
self-configuration algorithms that integrate these radio
nodes into the wireless system 100 without interference
with the neighboring cells.
[0017] In another aspect, radio nodes 110, 120 and
130 may support self-optimization functions and algo-
rithms, which allow radio nodes to dynamically adjust var-
ious access, mobility and handover parameters based
on real time observation of neighboring cells and proxi-
mate mobile device(s) 105. For example, Mobility Load
Balancing (MLB) function allows macro and femto cells
suffering congestion to dynamically transfer load to other
nearby cells, which have spare resources. MLB includes
load reporting functionality between radio nodes to ex-
change information about load level and available capac-
ity, such as average cell capacity used and available cell
capacity, number of mobile devices served by the cell,
number of established connections, number of dropped
calls, and other related information by wireless node and
across deployment layers. In another example, Mobility
Robustness Optimization (MRO) function allows auto-
matic detection and correction of errors in the mobility
configuration of radio nodes, such as errors causing Ra-
dio Link Failure (RLF) due to too late or early handover
or handover to an incorrect cell by mobile device(s) 105.
[0018] In yet another aspect, radio nodes 110, 120 and
130 may support self-healing functions and algorithms,
which reduce the impacts of failure of the radio nodes.
For example, some self-healing functions monitor and
analyse relevant data like fault management, alarms, no-
tifications, self-test results, etc. and automatically trig-
gers or performs corrective actions on the affected radio
nodes when necessary. Other self-healing functions pro-
vide automatic detection and localization of various soft-
ware and hardware failures of a radio node and apply
self-healing mechanisms to solve several failure classes,
such as reducing the output power in case of temperature
failure or automatic fallback to previous software version.
In case of radio node failures, other self-healing functions
can automatically adjust parameters and algorithms of

neighboring cells, so that these cells can support the mo-
bile devices’ of the failing node.
[0019] To supplement the distributed real-time SON
functions of the individual radio nodes 110, 120 and 130,
the wireless SON 100 may include, in one aspect, a cloud
server 150 that provides centralized, non-real manage-
ment and optimization of the entire wireless communica-
tion system 100, including management of the various
RAN macro nodes 110 and femto nodes 120, manage-
ment of the WLAN and WPAN nodes 130, as well as
management of the mobile device(s) 105 connected to
the RAN, WLAN and WPAN networks. The cloud server
150 may include one or more computer servers, such as
blade servers, and databases, such as SQL databases,
which are located in the mobile operator core network
140 or on an external network. In one aspect, the cloud
server 150 may be operated by the operator of the wire-
less system 100. An example implementation of the cloud
server 150 is shown in Fig. 2. As depicted, cloud server
150 may include a network information collection com-
ponent 210, a mobile information collection component
220, an information analysis component 230, a network
optimization component 240, a communication compo-
nent 250, and a database 260. The functions of each of
these components will be described in a greater detail
below.
[0020] In one aspect, the network information collec-
tion component 210 can collect and store in the database
260 various statistical and predictive accessibility and
performance information from radio nodes 110, 120 and
130 of the system 100. This information may be based
on periodic Network Listen (NL) measurements on the
radio nodes 110, 120 and 130 or measurements of data
transmission on the core network 140. The data collected
from the radio nodes 110, 120 and 130 and network 140
may include, but not limited to cell IDs, IP packet routes,
average cell capacity used and available cell capacity,
number of users served by each cell, number of connec-
tions established on each cell, time of day or instantane-
ous traffic pattern at backhaul or traffic pattern of mobile
devices, number of cell reselections and handovers for
each cell, types of handovers (e.g., intra-frequency, inter-
frequency, inter-RAT, handovers to/from macrocell,
handovers to/from femtocells, etc.), number of dropped
calls, average downlink/uplink interference, and other
performance and accessibility parameters.
[0021] In another aspect, the mobile information col-
lection component 220 can collect and store in the data-
base 260 various statistical and predictive data from mo-
bile device(s) 105 connected to the radio nodes 110, 120
and 130. The mobile device(s) 105 can send compressed
or raw measurement data over the air (OTT) to the cloud
server 150. The data collected from mobile device(s) 105
may include, but not limited to various performance re-
ports (e.g., key performance indicators (KPIs)), device
location data (e.g., GPS data), statistics on mobile serv-
ices used (e.g., voice, data, streaming), received signal
strength indicators (RSSIs) from different radio nodes,
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service expectations (e.g., scheduled system updates,
large downloads or synchronizations, etc.), number of
cell reselections, number and type of handovers (e.g.,
intra-frequency, inter-frequency, inter-RAT, handovers
to/from macrocell, handovers to/from femtocells, etc.),
number of dropped calls, average downlink and uplink
interference, and other performance, mobility and serv-
ice information.
[0022] In another aspect, the information analysis
component 230 can analyze information collected by
components 210 and 220 to assess the performance,
loading and distribution of network resource among the
radio nodes 110, 120 and 130 in order to make more
global and comprehensive improvements and optimiza-
tions in performance, loading and distribution of network
resource among the radio nodes of the entire wireless
communication system 100 then the local performance
improvements that can be made by individual radio
nodes based on distributed SON functions and algo-
rithms of these nodes. For example, in one aspect, the
analysis component 230 can analyze the collected data
and make longer term (e.g., minutes, hours or days) de-
cisions about overall network loading, loading of individ-
ual cells and distribution of network resources among
collocated macro, femto and WiFi nodes, based on the
performance of individual cells, tracking of the position
of mobile devices, and services currently used and ex-
pected by the mobile devices. In one aspect, the analysis
component 230 can perform statistical analysis of the
received information from the radio nodes and the mobile
devices to classify the mobile devices as belonging to
one of a plurality of classes associated with the speed,
location, and service levels of the mobile device. The
classification of mobile devices may be performed col-
lectively by grouping said mobile devices based on
shared mobility patterns. The group of mobile devices
may be managed as devices enter or leave the group.
The sharing of mobility patterns may be due to the plu-
rality of mobile devices being on a common transporta-
tion platform (e.g., buses and trains). For example, the
analysis component 230 can identify platforms of fast
moving mobile devices in order to accordingly adjust var-
ious cell reselection and handover parameters for radio
nodes 110, 120 and 130 to reduce frequent cell reselec-
tions and handovers by mobile devices 105. In another
aspect, the analysis component 230 can perform statis-
tical analysis of the collected information to predict future
behavior of the speed, location and service levels of the
mobile device in order to plan future performance, load-
ing and distribution of resource in the network 100.
[0023] In another aspect, the network optimization
component 240 can determine, based on the analysis
performed by component 230, optimization guidelines for
performance, loading and distribution of network re-
sources among the radio nodes 110, 120 and 130. For
example, in one aspect, the optimization component 240
can provide optimization guidelines indicating whether
to activate/deactivate new/old radio nodes to accommo-

date current and foreseeable (predicted) changes in the
service patters or the number of mobile devices 105
based on various parameters (e.g., geography, time,
etc.). In another aspect, the optimization component 240
can also, in combination with the distributed SON func-
tions implemented by the individual radio nodes, dynam-
ically adjust coverage area of macro nodes 110, 120 and
130 to increase offloading to a femto and WiFi nodes or
back to macro nodes for high speed mobiles 105 to im-
prove overall network performance. In another aspect,
the optimization component 240 can optimize network or
cluster performance of cell reselection parameters, such
as as Qhyst, Qqualmin, Qoffset, Treselection, HCS, etc.
of individual radio nodes. In another aspect, the optimi-
zation component 240 can optimize various cell hando-
ver parameters, ABS (Almost Blank Sub frames) config-
uration, Hysteresis, Time-to-trigger (TTT), Cell individual
offset, event offset (Ea3-offset), filter coefficient, frequen-
cy offset, and other parameters of the individual radio
nodes. In yet another aspect, the optimization component
240 can combine the optimization guidelines with dispa-
rate sets of local SON optimization procedures, such as
self-configuration, self-optimization, and self-healing
functions, executed by each of the radio nodes 110, 120
and 130 to make resource optimization decisions specific
to the individual or groups of mobile devices and mobile
platforms 105. The optimization component 240 may also
generate other optimization guidelines for improving lo-
cal self-configuration, self-optimization, and self-healing
functionalities and algorithms of the individual SON radio
nodes 110, 120 and 130.
[0024] In yet another aspect, having generated optimi-
zation guidelines, the cloud server 150 can use commu-
nication component 150 to send via, for example, the
core network 140 the optimization guidelines to the ap-
propriate radio nodes 110, 120 and 130. The radio nodes
can use these optimization guidelines together with their
local SON functions to optimize performance, loading
and distribution of network resources and to make re-
source optimization decisions specific to the individual
mobile devices 105.
[0025] Fig. 3 shows an example methodology for
cloud-based management of self-organizing wireless
networks. The example methodology 300 may be defined
in instructions stored on cloud server, such as cloud serv-
er 150 of Figs. 1 and 2, or one or more components there-
of, and executed by a processor to perform the described
acts. While, for purposes of simplicity of explanation, the
methodologies are shown and described as a series of
acts, it is to be understood and appreciated that these
methodologies is not limited by the order of acts, as some
acts may, in accordance with one or more embodiments,
occur in different orders and/or concurrently with other
acts from that shown and described herein. For example,
it is to be appreciated that a methodology could alterna-
tively be represented as a series of interrelated states or
events, such as in a state diagram. Moreover, not all il-
lustrated acts may be required to implement a method-
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ology in accordance with one or more embodiments.
[0026] Turning to Fig. 3, at step 310, method 300 in-
cludes collecting from a plurality of radio nodes of the
wireless network statistical and predictive information
about accessibility and performance of these radio
nodes. For example, in an aspect, the cloud server 150
may include a network information collection component
210 configured to collect statistical and predictive infor-
mation about accessibility and performance of radio
nodes 110, 120 and 130. At step 320, method 300 in-
cludes collecting from a plurality of mobile devices con-
nected to the wireless network at least statistical and pre-
dictive information about performance, location, mobility
and services of said devices. For example, in an aspect,
the cloud server 150 may include a mobile information
collection component 220 configured to collect statistical
and predictive information about performance, location,
mobility and services of mobile devices 105 connected
to the wireless network 100. At step 330, the method 300
includes analyzing the collected information to assess
the performance, loading and distribution of network re-
source among the plurality of radio nodes. For example,
in one aspect, the cloud server 150 may include an in-
formation analysis component 230 configured to analyze
the collected information to assess the performance,
loading and distribution of network resource among the
radio nodes 110, 120 and 130. At step 340, the method
300 includes determining, based on the analysis at step
330, optimization guidelines for performance, loading
and distribution of network resources among the plurality
of radio nodes. For example, in one aspect, the cloud
server 150 may include a network optimization compo-
nent 240 configured to determine optimization guidelines
for performance, loading and distribution of network re-
sources among the radio nodes 110, 120 and 130. At
step 350, the method 300 includes sending the optimi-
zation guidelines to the plurality of radio nodes in order
to optimize performance, loading and distribution of net-
work resources at said radio nodes and to make resource
optimization decisions specific to the individual mobile
devices. For example, in one aspect, the cloud server
150 may include a communication component 250 con-
figured to send optimization guidelines to the radio nodes
110, 120 and 130 of the wireless network 100.
[0027] Fig. 4 illustrates one aspect of a server system
for management of self-organizing wireless networks.
For example, the system 500 can reside at least partially
within a cloud server, such as cloud server 150 of Figs.
1 and 2. It is to be appreciated that system 500 is repre-
sented as including functional blocks, which can be func-
tional blocks that represent functions implemented by a
processor, software, or combination thereof (e.g.,
firmware). System 500 includes a logical grouping 502
of electrical components that can act in conjunction. For
instance, in one aspect, logical grouping 502 can include
an electrical component 503 for collecting network infor-
mation from radio nodes 110, 120 and 130. In addition,
logical grouping 502 can include an electrical component

504 for collecting mobile information from mobile de-
vice(s) 105. Furthermore, logical grouping 502 can in-
clude an electrical component 505 for analyzing the col-
lected information to assess the performance, loading
and distribution of network resource among the radio
nodes 110, 120 and 130. Furthermore, logical grouping
502 can include an electrical component 506 for deter-
mining network optimization guidelines. Furthermore,
logical grouping 502 can include an electrical component
507 for communicating network optimization guidelines
to the radio nodes.
[0028] Additionally, system 500 can include a memory
510 that retains instructions for executing functions as-
sociated with the electrical components 503-507. While
shown as being external to memory 510, it is to be un-
derstood that one or more of the electrical components
503-507 can exist within memory 510. In one example,
electrical components 503-507 can comprise at least one
processor, or each electrical component 503-507 can be
a corresponding module of at least one processor. More-
over, in an additional or alternative example, electrical
components 503-507 can be a computer program prod-
uct comprising a computer readable medium, where
each electrical component 503-507 can be correspond-
ing code.
[0029] Fig. 5 shows an example wireless communica-
tion system 700 in which systems and methods for cloud-
based management of self-organizing wireless networks
can be implemented. The wireless communication sys-
tem 700 depicts one base station 710, which can include
a macro node 110, femto node 120, or WiFi node 130 of
Fig. 1, and one mobile device 750, such as mobile device
105 of Fig. 1. However, it is to be appreciated that system
700 can include more than one base station and/or more
than one mobile device, wherein additional base stations
and/or mobile devices can be substantially similar or dif-
ferent from example base station 710 and mobile device
750 described below. For example, distributed SON func-
tions of the base station, such as radio nodes 110, 120
and 130 described herein with respect to Fig. 1 can be
part of a memory 732 and/or 772 or processors 730
and/or 770 described below, and/or can be executed by
processors 730 and/or 770 to perform the disclosed func-
tions.
[0030] At base station 710, traffic data for a number of
data streams is provided from a data source 712 to a
transmit (TX) data processor 714. According to an ex-
ample, each data stream can be transmitted over a re-
spective antenna. TX data processor 714 formats, codes,
and interleaves the traffic data stream based on a par-
ticular coding scheme selected for that data stream to
provide coded data.
[0031] The coded data for each data stream can be
multiplexed with pilot data using orthogonal frequency
division multiplexing (OFDM) techniques. Additionally or
alternatively, the pilot symbols can be frequency division
multiplexed (FDM), time division multiplexed (TDM), or
code division multiplexed (CDM). The pilot data is typi-
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cally a known data pattern that is processed in a known
manner and can be used at mobile device 750 to estimate
channel response. The multiplexed pilot and coded data
for each data stream can be modulated (e.g., symbol
mapped) based on a particular modulation scheme (e.g.,
binary phase-shift keying (BPSK), quadrature phase-
shift keying (QPSK), M-phase-shift keying (M-PSK), M-
quadrature amplitude modulation (M-QAM), etc.) select-
ed for that data stream to provide modulation symbols.
The data rate, coding, and modulation for each data
stream can be determined by instructions performed or
provided by processor 730.
[0032] The modulation symbols for the data streams
can be provided to a TX MIMO processor 720, which can
further process the modulation symbols (e.g., for OFDM).
TX MIMO processor 720 then provides NT modulation
symbol streams to NT transmitters (TMTR) 722a through
722t. In various embodiments, TX MIMO processor 720
applies beamforming weights to the symbols of the data
streams and to the antenna from which the symbol is
being transmitted.
[0033] Each transmitter 722 receives and processes a
respective symbol stream to provide one or more analog
signals, and further conditions (e.g., amplifies, filters, and
upconverts) the analog signals to provide a modulated
signal suitable for transmission over the MIMO channel.
Further, NT modulated signals from transmitters 722a
through 722t are transmitted from NT antennas 724a
through 724t, respectively.
[0034] At mobile device 750, the transmitted modulat-
ed signals are received by NR antennas 752a through
752r and the received signal from each antenna 752 is
provided to a respective receiver (RCVR) 754a through
754r. Each receiver 754 conditions (e.g., filters, amplifies,
and downconverts) a respective signal, digitizes the con-
ditioned signal to provide samples, and further processes
the samples to provide a corresponding "received" sym-
bol stream.
[0035] An RX data processor 760 can receive and
process the NR received symbol streams from NR receiv-
ers 754 based on a particular receiver processing tech-
nique to provide NT "detected" symbol streams. RX data
processor 760 can demodulate, deinterleave, and de-
code each detected symbol stream to recover the traffic
data for the data stream. The processing by RX data
processor 760 is complementary to that performed by
TX MIMO processor 720 and TX data processor 714 at
base station 710.
[0036] The reverse link message can comprise various
types of information regarding the communication link
and/or the received data stream. The reverse link mes-
sage can be processed by a TX data processor 738,
which also receives traffic data for a number of data
streams from a data source 736, modulated by a modu-
lator 780, conditioned by transmitters 754a through 754r,
and transmitted back to base station 710.
[0037] At base station 710, the modulated signals from
mobile device 750 are received by antennas 724, condi-

tioned by receivers 722, demodulated by a demodulator
740, and processed by a RX data processor 742 to ex-
tract the reverse link message transmitted by mobile de-
vice 750. Further, processor 730 can process the extract-
ed message to determine which precoding matrix to use
for determining the beamforming weights.
[0038] Processors 730 and 770 can direct (e.g., con-
trol, coordinate, manage, etc.) operation at base station
710 and mobile device 750, respectively. Respective
processors 730 and 770 can be associated with memory
732 and 772 that store program codes and data. Proc-
essors 730 and 770 can also perform functionalities de-
scribed herein to support selecting a paging area identi-
fier for one or more femto nodes.
[0039] The various illustrative logics, logical blocks,
modules, components, and circuits described in connec-
tion with the embodiments disclosed herein may be im-
plemented or performed with a general purpose proces-
sor, a digital signal processor (DSP), an application spe-
cific integrated circuit (ASIC), a field programmable gate
array (FPGA) or other programmable logic device, dis-
crete gate or transistor logic, discrete hardware compo-
nents, or any combination thereof designed to perform
the functions described herein. A general-purpose proc-
essor may be a microprocessor, but, in the alternative,
the processor may be any conventional processor, con-
troller, microcontroller, or state machine. A processor
may also be implemented as a combination of computing
devices, e.g., a combination of a DSP and a microproc-
essor, a plurality of microprocessors, one or more micro-
processors in conjunction with a DSP core, or any other
such configuration. Additionally, at least one processor
may comprise one or more modules operable to perform
one or more of the steps and/or actions described above.
An exemplary storage medium may be coupled to the
processor, such that the processor can read information
from, and write information to, the storage medium. In
the alternative, the storage medium may be integral to
the processor. Further, in some aspects, the processor
and the storage medium may reside in an ASIC. Addi-
tionally, the ASIC may reside in a user terminal. In the
alternative, the processor and the storage medium may
reside as discrete components in a user terminal.
[0040] In one or more aspects, the functions, methods,
or algorithms described may be implemented in hard-
ware, software, firmware, or any combination thereof. If
implemented in software, the functions may be stored or
transmitted as one or more instructions or code on a com-
puter-readable medium, which may be incorporated into
a computer program product. Computer-readable media
includes both computer storage media and communica-
tion media including any medium that facilitates transfer
of a computer program from one place to another. A stor-
age medium may be any available media that can be
accessed by a computer. By way of example, and not
limitation, such computer-readable media can comprise
RAM, ROM, EEPROM, CD-ROM or other optical disk
storage, magnetic disk storage or other magnetic storage
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devices, or any other medium that can be used to carry
or store desired program code in the form of instructions
or data structures and that can be accessed by a com-
puter. Also, substantially any connection may be termed
a computer-readable medium. For example, if software
is transmitted from a website, server, or other remote
source using a coaxial cable, fiber optic cable, twisted
pair, digital subscriber line (DSL), or wireless technolo-
gies such as infrared, radio, and microwave, then the
coaxial cable, fiber optic cable, twisted pair, DSL, or wire-
less technologies such as infrared, radio, and microwave
are included in the definition of medium. Disk and disc,
as used herein, includes compact disc (CD), laser disc,
optical disc, digital versatile disc (DVD), floppy disk and
blu-ray disc where disks usually reproduce data magnet-
ically, while discs usually reproduce data optically with
lasers. Combinations of the above should also be includ-
ed within the scope of computer-readable media.
[0041] As used in this application, the terms "compo-
nent," "module," "system" and the like are intended to
include a computer-related entity, such as but not limited
to hardware, firmware, a combination of hardware and
software, software, or software in execution. For exam-
ple, a component may be, but is not limited to being, a
process running on a processor, a processor, an object,
an executable, a thread of execution, a program, and/or
a computer. By way of illustration, both an application
running on a computing device and the computing device
can be a component. One or more components can re-
side within a process and/or thread of execution and a
component may be localized on one computer and/or
distributed between two or more computers. In addition,
these components can execute from various computer
readable media having various data structures stored
thereon. The components may communicate by way of
local and/or remote processes such as in accordance
with a signal having one or more data packets, such as
data from one component interacting with another com-
ponent in a local system, distributed system, and/or
across a network such as the Internet with other systems
by way of the signal.
[0042] Moreover, the term "or" is intended to mean an
inclusive "or" rather than an exclusive "or." That is, unless
specified otherwise, or clear from the context, the phrase
"X employs A or B" is intended to mean any of the natural
inclusive permutations. That is, the phrase "X employs
A or B" is satisfied by any of the following instances: X
employs A; X employs B; or X employs both A and B. In
addition, the articles "a" and "an" as used in this applica-
tion and the appended claims should generally be con-
strued to mean "one or more" unless specified otherwise
or clear from the context to be directed to a singular form.
[0043] While the foregoing disclosure discusses illus-
trative aspects and/or embodiments, it should be noted
that various changes and modifications could be made
herein without departing from the scope of the described
aspects and/or embodiments as defined by the append-
ed claims. Furthermore, although elements of the de-

scribed aspects and/or embodiments may be described
or claimed in the singular, the plural is contemplated un-
less limitation to the singular is explicitly stated. Addition-
ally, all or a portion of any aspect and/or embodiment
may be utilized with all or a portion of any other aspect
and/or embodiment, unless stated otherwise.

Claims

1. A method (300) for managing a wireless network by
a server (150), the method being performed by the
server (150) and comprising:

collecting (310) from a plurality of radio nodes
(110, 120, 130) of the wireless network at least
information about load level and available ca-
pacity such as number of mobile devices served
by a cell, statistical and predictive information
about accessibility and performance of said ra-
dio nodes (110, 120, 130);
collecting (320)from a plurality of mobile devices
(105) connected to the nodes of the wireless net-
work at least statistical and predictive informa-
tion about performance, location, mobility, serv-
ices currently used and expected services of
said mobile devices (105), wherein the expected
services include at least one of scheduled sys-
tem updates, large downloads, or synchronisa-
tions;
analyzing (330)the collected information from
the radio nodes and the mobile devices to as-
sess the performance, loading and distribution
of network resource among the plurality of radio
nodes (110, 120, 130), to predict future behav-
iour of speed, location and service levels of the
mobile devices, and to identify a group of fast
moving mobile devices (105) ;
determining (340) based on the analysis, opti-
mization guidelines for performance, loading
and distribution of the network resources among
the plurality of radio nodes (110, 120, 130),
wherein determining the optimization guidelines
includes determining whether to activate one or
more new radio nodes on the wireless network
to accommodate current and predicted changes
in the services or in the number of mobile devic-
es connected to the wireless network;
sending (350) the optimization guidelines to the
plurality of radio nodes (110, 120, 130) in order
to optimize performance, loading and distribu-
tion of network resources at said radio nodes
(110, 120, 130) and to make resource optimiza-
tion decisions specific to the individual mobile
devices (105); and
adjust cell reselection and handover parameters
for the radio nodes (110, 120, 130) to reduce
frequent cell reselection and handover for the
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group of fast moving mobile devices.

2. The method (300) of claim 1, wherein determining
(340)optimization guidelines further includes com-
bining the optimization guidelines with disparate sets
of optimization procedures executed at said radio
nodes (110, 120, 130) to make resource optimization
decisions specific to the individual mobile devices
(105) or groups of mobile devices (105).

3. The method (300) of claim 1, wherein statistical and
predictive information about accessibility and per-
formance of radio nodes (110, 120, 130) includes
one or more of: cell IDs, average cell capacity used
and available cell capacity, number of mobile devic-
es served by the cell, number of connections estab-
lished, traffic pattern at backhaul or traffic pattern of
mobile devices served, number of cell reselections
and handovers, types of handovers, number of call
drops, and average downlink or uplink interference.

4. The method (300) of claim 1, wherein statistical and
predictive information about performance, location
and services of mobile devices (105) includes one
or more of: mobile performance reports, mobile lo-
cation data, mobile speed, statistics on network serv-
ices used, service expectations, number of cell re-
selections, number and type of handovers, number
of call drops, and average uplink or downlink inter-
ference.

5. The method of claim 1 further comprising: performing
statistical analysis of the collected information from
the radio nodes (110, 120, 130) and the mobile de-
vices (105) to classify the mobile devices (105)
based on the mobility, location, and services of the
mobile device (105).

6. The method (300) of claim 1 further comprising: per-
forming statistical analysis of the collected informa-
tion to predict future behavior of the mobility, location
and services of the mobile devices (105).

7. The method of claim 1, wherein the group of fast
moving mobile devices (105) is on a common trans-
portation platform.

8. The method (300) of claim 1, wherein the group of
fast moving mobile devices (105) is managed as mo-
bile devices (105) enter or leave the group.

9. The method (300) of claim 1, wherein each radio
node (110, 120, 130) is one of a femto node, macro
node and WiFi node.

10. The method (300) of claim 1, wherein the wireless
network is a self organizing network.

11. A server (150) for managing a wireless network,
comprising means for performing the method of any
one of claims 1 to 10.

12. A computer-readable medium storing executable
code, comprising code for, when executed on a serv-
er, causing the server (150) to perform the method
of any one of claims 1 to 10.

Patentansprüche

1. Ein Verfahren (300) zum Verwalten eines drahtlosen
Netzwerks durch einen Server (150), wobei das Ver-
fahren durch den Server (150) durchgeführt wird und
umfasst:

Sammeln (310), von einer Vielzahl von Funk-
knoten (110, 120, 130) des drahtlosen Netz-
werks, von zumindest Informationen über ein
Lastniveau und eine verfügbare Kapazität, wie
beispielsweise eine Anzahl von mobilen Vor-
richtungen, die von einer Zelle bedient werden,
sowie statistische und vorhersagende Informa-
tionen über Verfügbarkeit und Leistung der
Funkknoten (110, 120, 130);
Sammeln (320), von einer Vielzahl von mobilen
Vorrichtungen (105), die mit den Knoten des
drahtlosen Netzwerks verbunden sind, von zu-
mindest statistischen und vorhersagenden In-
formationen über Leistung, Standort, Mobilität,
aktuell genutzte Dienste und erwartete Dienste
der mobilen Vorrichtungen (105), wobei die er-
warteten Dienste zumindest eines von geplan-
ten System-Updates, großen Downloads oder
Synchronisationen beinhalten;
Analysieren (330) der gesammelten Informatio-
nen von den Funkknoten und den mobilen Vor-
richtungen, um die Leistung, Auslastung und
Verteilung von Netzwerkressourcen unter der
Vielzahl von Funkknoten (110, 120, 130) zu be-
werten, um ein zukünftiges Verhalten von Ge-
schwindigkeit, Standort und Dienstniveaus der
mobilen Vorrichtungen vorherzusagen, und um
eine Gruppe von schnell bewegten mobilen Vor-
richtungen (105) zu identifizieren;
Bestimmen (340), basierend auf der Analyse,
von Optimierungsrichtlinien für Leistung, Belas-
tung und Verteilung der Netzwerkressourcen
unter der Vielzahl von Funkknoten (110, 120,
130), wobei das Bestimmen der Optimierungs-
richtlinien ein Bestimmen beinhaltet, ob ein oder
mehrere neue Funkknoten in dem drahtlosen
Netzwerk aktiviert werden sollen, um aktuelle
und vorhergesagte Änderungen in den Diensten
oder in der Anzahl der mobilen Vorrichtungen,
die mit dem drahtlosen Netzwerk verbunden
sind, aufzunehmen;
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Senden (350) der Optimierungsrichtlinien an die
Vielzahl von Funkknoten (110, 120, 130), um
Leistung, Belastung und Verteilung von Netz-
werkressourcen an den Funkknoten (110, 120,
130) zu optimieren und um Entscheidungen zur
Ressourcenoptimierung zu treffen, die spezi-
fisch für die einzelnen mobilen Vorrichtungen
(105) sind; und
um Zellneuwahl- und Handover-Parameter für
die Funkknoten (110, 120, 130) anzupassen,
um eine häufige Zellneuwahl und einen häufi-
gen Handover für die Gruppe der schnell be-
wegten mobilen Geräte zu verringern.

2. Verfahren (300) nach Anspruch 1, wobei das Be-
stimmen (340) von Optimierungsrichtlinien ferner ein
Kombinieren der Optimierungsrichtlinien mit un-
gleichartigen Sätzen von Optimierungsverfahren
beinhaltet, die an den Funcknoten (110, 120, 130)
ausgeführt werden, um Entscheidungen zur Res-
sourcenoptimierung zu treffen, die spezifisch für die
einzelnen mobilen Vorrichtungen (105) oder Grup-
pen von mobilen Vorrichtungen (105) sind.

3. Verfahren (300) nach Anspruch 1, wobei statistische
und voraussagende Informationen über eine Verfüg-
barkeit und Leistung von Funkknoten (110, 120, 130)
eines oder mehrere von Folgendem beinhalten: Zell-
IDs, mittlere genutzte Zellkapazität und verfügbare
Zellkapazität, Anzahl von mobilen Vorrichtungen,
die von der Zelle bedient werden, Anzahl der herge-
stellten Verbindungen, Verkehrsmuster beim Back-
haul oder Verkehrsmuster von mobilen Vorrichtun-
gen, die bedient werden, Anzahl der Zellneuwahlen
und Handovers, Arten von Handovers, Anzahl der
Anrufverluste und mittlere Downlink oder Uplinkin-
terferenz.

4. Verfahren (300) nach Anspruch 1, wobei statistische
und voraussagende Informationen über Leistung,
Standort und Dienste von mobilen Vorrichtungen
(105) eines oder mehrere beinhalten von: Berichte
über die mobile Leistung, Daten über den mobilen
Standort, die mobile Geschwindigkeit, Statistiken
über die verwendeten Netzdienste, Erwartungen an
den Dienst, Anzahl der Zellneuwahlen, Anzahl und
Art der Handover, Anzahl der Anrufabbrüche und
mittlere Uplink- oder Downlinkinterferenz.

5. Verfahren nach Anspruch 1, wobei das Verfahren
ferner umfasst: Durchführen einer statistischen Ana-
lyse der gesammelten Informationen von den Funk-
knoten (110, 120, 130) und den mobilen Vorrichtun-
gen (105), um die mobilen Vorrichtungen (105) ba-
sierend auf der Mobilität, Standort und Diensten der
mobilen Vorrichtung (105) zu klassifizieren.

6. Verfahren (300) nach Anspruch 1, wobei das Ver-

fahren ferner umfasst: Durchführen einer statisti-
schen Analyse der gesammelten Informationen, um
das zukünftige Verhalten der Mobilität, des Stand-
orts und der Dienste der mobilen Vorrichtungen
(105) vorherzusagen.

7. Verfahren nach Anspruch 1, wobei sich die Gruppe
der schnell bewegten mobilen Vorrichtungen (105)
auf einer gemeinsamen Transportplattform befindet.

8. Verfahren (300) nach Anspruch 1, wobei die Gruppe
der schnell bewegten mobilen Vorrichtungen (105)
als mobile Vorrichtungen (105) verwaltet wird, die in
die Gruppe eintreten oder sie verlassen.

9. Verfahren (300) nach Anspruch 1, wobei jeder Funk-
knoten (110, 120, 130) eines von einem Femtokno-
ten, einem Makroknoten und einem WiFi-Knoten ist.

10. Verfahren (300) nach Anspruch 1, wobei das draht-
lose Netzwerk ein selbstorganisierendes Netzwerk
ist.

11. Ein Server (150) zum Verwalten eines drahtlosen
Netzwerks, umfassend Mittel zum Ausführen des
Verfahrens nach irgendeinem der Ansprüche 1 bis
10.

12. Ein Computerlesbares Medium, das ausführbaren
Code speichert, umfassend Code, um, wenn er auf
einem Server ausgeführt wird, den Server (150) da-
zu zu veranlassen, das Verfahren nach irgendeinem
der Ansprüche 1 bis 10 durchzuführen.

Revendications

1. Un procédé (300) de gestion d’un réseau sans fil par
un serveur (150), le procédé étant exécuté par le
serveur (150) et comprenant :

le recueil (310), à partir d’une pluralité de nœuds
radio (110, 120, 130) du réseau sans fil, d’au
moins des informations relatives à un niveau de
charge et à une capacité disponible telles qu’un
nombre de dispositifs mobiles desservis par une
cellule,
des informations prédictives et statistiques re-
latives à une accessibilité et des performances
desdits nœuds radio (110, 120, 130),
le recueil (320), à partir d’une pluralité de dispo-
sitifs mobiles (105) raccordés aux nœuds du ré-
seau sans fil, d’au moins des informations pré-
dictives et statistiques relatives à des perfor-
mances, un emplacement, une mobilité, des
services actuellement utilisés et des services at-
tendus desdits dispositifs mobiles (105), où les
services attendus comprennent au moins un
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élément parmi des actualisations système pla-
nifiées, des téléchargements de grande taille ou
des synchronisations,
l’analyse (330) des informations recueillies à
partir des nœuds radio et des dispositifs mobiles
de façon à évaluer les performances, le charge-
ment et la distribution de ressources de réseau
parmi la pluralité de nœuds radio (110, 120, 130)
de façon à prédire un comportement futur de
niveaux de service, d’emplacement et de vites-
se des dispositifs mobiles et à identifier un grou-
pe de dispositifs mobiles à déplacement rapide
(105),
la détermination (340), en fonction de l’analyse,
de directives d’optimisation destinées aux per-
formances, au chargement et à la distribution
des ressources de réseau parmi la pluralité de
nœuds radio (110, 120, 130), où la détermina-
tion des directives d’optimisation comprend la
détermination s’il convient d’activer un ou plu-
sieurs nouveaux nœuds radio sur le réseau sans
fil de façon à accueillir des modifications actuel-
les et prédites dans les services ou dans le nom-
bre de dispositifs mobiles raccordés au réseau
sans fil,
l’envoi (350) des directives d’optimisation à la
pluralité de nœuds radio (110, 120, 130) afin
d’optimiser les performances, le chargement et
la distribution de ressources de réseau au ni-
veau desdits nœuds radio (110, 120, 130) et de
prendre des décisions d’optimisation de res-
sources spécifiques aux dispositifs mobiles in-
dividuels (105), et
ajuster des paramètres de transfert et de resé-
lection de cellule pour les nœuds radio (110,
120, 130) de façon à réduire un transfert et une
resélection de cellule fréquents pour le groupe
de dispositifs mobiles à déplacement rapide.

2. Le procédé (300) selon la Revendication 1, où la
détermination (340) de directives d’optimisation
comprend en outre la combinaison des directives
d’optimisation avec des ensembles disparates de
procédures d’optimisation exécutées au niveau des-
dits nœuds radio (110, 120, 130) de façon à prendre
des décisions d’optimisation de ressources spécifi-
ques aux dispositifs mobiles individuels (105) ou à
des groupes de dispositifs mobiles (105).

3. Le procédé (300) selon la Revendication 1, où des
informations prédictives et statistiques relatives à
une accessibilité et des performances de nœuds ra-
dio (110, 120, 130) comprennent un ou plusieurs élé-
ments parmi : des identifiants de cellule, une capa-
cité de cellule moyenne utilisée et une capacité de
cellule disponible, un nombre de dispositifs mobiles
desservis par la cellule, un nombre de connexions
établies, un modèle de trafic au niveau d’une liaison

terrestre ou un modèle de trafic de dispositifs mobi-
les desservis, un nombre de transferts et de resé-
lections de cellule, des types de transferts, un nom-
bre d’abandons d’appel et un brouillage en liaison
descendante ou en liaison montante moyen.

4. Le procédé (300) selon la Revendication 1, où des
informations prédictives et statistiques relatives à
des performances, un emplacement et des services
de dispositifs mobiles (105) comprennent un ou plu-
sieurs éléments parmi : des rapport de performan-
ces mobiles, des données d’emplacements mobiles,
une vitesse mobile, des statistiques relatives à des
services de réseau utilisés, des attentes de service,
un nombre de resélections de cellule, un nombre et
un type de transferts, un nombre d’abandons d’appel
et un brouillage en liaison montante ou en liaison
descendante moyen.

5. Le procédé selon la Revendication 1 comprenant en
outre : l’exécution d’une analyse statistique des in-
formations recueillies à partir des nœuds radio (110,
120, 130) et des dispositifs mobiles (105) de façon
à classer les dispositifs mobiles (105) en fonction de
la mobilité, de l’emplacement et des services du dis-
positif mobile (105).

6. Le procédé (300) selon la Revendication 1 compre-
nant en outre : l’exécution d’une analyse statistique
des informations recueillies de façon à prédire un
comportement futur de la mobilité, de l’emplacement
et des services des dispositifs mobiles (105).

7. Le procédé selon la Revendication 1, où le groupe
de dispositifs mobiles à déplacement rapide (105)
est sur une plateforme de transport commune.

8. Le procédé (300) selon la Revendication 1, où le
groupe de dispositifs mobiles à déplacement rapide
(105) est géré à mesure que des dispositifs mobiles
(105) entrent dans ou quittent le groupe.

9. Le procédé (300) selon la Revendication 1, où cha-
que nœud radio (110, 120, 130) est un nœud parmi
un nœud femto, un nœud macro et un nœud WiFi.

10. Le procédé (300) selon la Revendication 1, où le
réseau sans fil est un réseau à auto-organisation.

11. Un serveur (150) destiné à la gestion d’un réseau
sans fil, comprenant un moyen d’exécution du pro-
cédé selon l’une quelconque des Revendications 1
à 10.

12. Un support lisible par ordinateur conservant en mé-
moire du code exécutable, comprenant du code des-
tiné à, lorsqu’il est exécuté sur un serveur, amener
le serveur (150) à exécuter le procédé selon l’une
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quelconque des Revendications 1 à 10.
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