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METHOD AND APPARATUS FOR VISUALIZING GEOSPATIAL FINGERPRINTS
ON WEB INFORMATION LANDSCAPES

Related Applications:
This application claims the benefit under 35 U.S.C. §119(e) of prior U.S. Provisional Patent
Application No. 61/599,648 filed February16, 2012, which is incorporated herein by

reference.

Government Support Clause:
This invention was made with government support under Grant Number 1028177 awarded by
National Science Foundation. The United States government has certain rights in the

invention.

Field of the Invention:
Various embodiments described herein relate to a Method and Apparatus for Visualizing

Geospatial Fingerprints on Web Information Landscapes.

Summary of the Invention:

A new method for visualizing and analyzing information landscapes of ideas and events
posted on public web pages through customized web search engines is disclosed. This
research integrates GIScience, computational linguistics, and web search engines to track and
analyze public web pages and associated web contents. Web pages searched by clusters of
keywords were mapped with real world coordinates (by geolocating their Internet Protocol
addresses). The resulting maps represent web information landscapes consisting of hundreds
of populated web pages searched by selected keywords with time stamps. By creating a
Spatial Web Automatic Reasoning and Mapping System (SWARMS) prototype, one can can
visualize the spread of concepts, ideas and news on the Web over time and space. The Web,
as the collective thought of human communication, can provide valuable insight into the
spread of diseases, controversial concepts, or radical movements. By analyzing multiple web
information landscapes with kernel density methods and map algebra tools, web information
landscapes can be created showing the density of web pages. These maps reveal important
"geospatial fingerprints" for selected keywords reflecting semantic constructs. The revealed
geospatial fingerprints and unique spatial patterns can illustrate hidden semantic or contextual

meanings associated with different keywords. This approach can provide a new research
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direction for geographers to study human thought and behavior, global web content, and
internet communication theories. The spatial-temporal analysis of web content can help
people understand the diversity of human concepts in a global scale and can be applied in
many applications, including business marketing, homeland security, public policy making,

and public health.

Brief Description of the Drawings
The embodiments will be readily understood by the following detailed description in
conjunction with the accompanying drawings, wherein like reference numerals designate like

structural elements, and in which:

Figure 1. The Spatial Web Automatic Reasoning and Mapping System (SWARMS)

framework.

Figure 2. The SWARMS prototype interface for the keyword search of “Jerry Sanders™ and
the output of the top 978 web pages from the Yahoo Search Engine.

Figure 3. An example of geocoded web information databases (top) and visualization maps

(using "Jerry Sanders" as the keyword search in Yahoo).

Figure 4. The web information landscape (a kernel density map based upon the modified
website ranks) for the top 978 “Jerry Sanders” search web pages (red dots) using a 3 map unit

threshold (radius) and 0.5 map unit output scale (one map unit equals one decimal degree).

Figure 5. 'The differential popularity between the San Diego mayor (red dots) and the Los
Angeles mayor (blue dots) using a 3 map unit threshold (radius) and 0.5 map unit output

scale.

Figure 6. The popular web pages of "Antonio Villaraigosa" located around Denver,

Colorado.

Figure 7. Comparing six different settings of radius distances (thresholds) and output grids in

the differential maps between "Jerry Sanders"(Red) and "Antonio Villaraigosa" (Blue).
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Figure 8. The kernel density of “burn Koran” keyword search results (top) and the U.S. city

population.

Figure 9. The differential information landscape of “burn Koran” versus U.S. city population
density, with the location of two event centers, Topeka, Kansas and Gainesville, Florida (web

search results on 30 January 2011).

Figure 10. Yahoo Background Maps (with 56,000 web pages).

Figure 11. The differential map between “burn Koran” on Jan 30 (1000 pages) and Yahoo

background web density map (baseline map).

Figure 12. The differential information landscape of “burn Koran” between 30 January 2011
and 3 April 2011. Red color indicates the increasing population of “burn Koran” web pages
in April 2011 compared to the popularity in January 2011. Blue color indicates the decreasing
population of “burn Koran” web pages in April 2011 compared to January 2011.

Figure 13. Categorizing web pages for different search engine comparisons.

Figure 14. The comparison of different search engines and different keywords.

Figure 15. The identical web pages between Yahoo and Bing using the keyword “Jerry
Sanders”.

Figure 16. Comparison of web information differential landscape: Yahoo API results (top),

Bing API results (bottom) (standardized by the Yahoo background map).

Figure 17. The temporal change comparison of Yahoo API search results for different dates

and with different keywords.

Figure 18. The global distribution patterns of the keyword search “Osama bin Laden” in

three different languages (English, Chinese (simplified), and Arabic).

Figure 19 is a schematic diagram of computer that includes several computer subsystems,

according to an example embodiment.
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Figure 20 shows a diagrammatic representation of a computing device for a machine in the

example electronic form of a computer system, according to an example embodiment.

Figure 21 is a flow chart of a method of gathering and displaying data from websites,

according to an example embodiment.

Figure 22 is a flow chart of a method of combining and reranking websites after conducting

key word searches using two search engines, according to an example embodiment.

Figure 23 is a flow chart of a method of gathering and displaying data from websites,

according to an example embodiment.

Additional FIGs describe further example embodiments of the SWARMS system.

Detailed Description

In the following description, numerous specific details are set forth to provide a thorough
understanding of the concepts underlying the described embodiments. It will be apparent,
however, to one skilled in the art that the described embodiments may be practiced without
some or all of these specific details. In other instances, well known process steps have not

been described in detail in order to avoid unnecessarily obscuring the underlying concepts.

Introducing Web Information Landscapes

The world today is constantly awash with a flood of ideas, and the diffusion of these ideas
now leaves measurable traces in cyberspace that can be mapped onto realspace and in near
real time. Introduced herein is a new research framework for web keyword searches and web
page content analysis, called Spatial Web Automatic Reasoning and Mapping System
(SWARMS), to track ideas, events, and trends disseminated in cyberspace (the web and
social media). In this article, we define “the web” as the connected Internet and its broader
network-based applications, include the World Wide Web, instant messengers, FTP servers,
social media, web services, etc. On the other hand, “the World Wide Web” refers to the
aggregations of web servers (websites) only, which are built upon the Hypertext Transfer

Protocol (HT'TP) with HTML documents (Berners-Lee, Hendler, and Lassila 2001).
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The new SWARMS prototype can helps visualize and analyze the space-time dimensions of
the spread of information, concepts, and ideas posted on the publically-accessible web pages.
Hundreds of web pages were geocoded with real world coordinates and represented in the
form of web information landscapes (web page density maps). These web information
landscapes can help us monitor the spatial and temporal distribution patterns of web pages
and reveal the nature of significant events, controversial concepts or epidemics.
Understanding the diffusion and acquisition patterns of web information landscapes in
response to disasters, terrorism, and epidemics has the potential to facilitate intervention and

response, and eventually, prevention.

The SWARMS prototype is designed to track spatial patterns of publically-accessible web
pages based upon searching clusters of keywords determined by domain experts. In one
embodiment, clusters of keywords are predefined. The Web pages and web content
associated with the same keywords are converted into visualization maps using GIS functions
(e.g., kernel density calculation and raster-based map algebra methods). The resulting maps
represent web information landscapes including of hundreds of website locations (latitudes
and longitudes) ranked by web search engines, such as Yahoo or Bing. Given the extent to
which the human population is “plugged into” the online world, the SWARM prototype can
also track the social impact of significant events over time as they are reflected in cyberspace.
The Web, linking millions of networks and billions of people, has become an important base
of computer-supported social networks (CSSNs). This concept extends the scope of spatial

analysis from physical world phenomena to cyberspace contents.

Discussed first are the methods used by a computer system to implement a system capable of
identifying concepts and mapping those concepts to produce visual representations of these
various concepts, ideas, and the like. The methods include conducting searches using one or
more search engines and will be detailed below. This discussion will be followed by more
specific examples, such as an example of SWARMS with a few selected keywords, including
“Jerry Sanders” (the mayor of San Diego, California), “Antonio Villaraigosa” (the mayor of
Los Angeles, California), “burn Koran”, “Osama bin Laden”, etc. The web search results and
associated maps between two popular search engines, Yahoo and Bing. Since the Google
search engine Application Programming Interface (API) can only provide up to 64 records

(compared to 1000 records from Yahoo or Bing APIs), the Google search results were not
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included in this paper. Detailed spatial analysis with web information landscapes will be

discussed later.

Methods

Figure 21 is a flow chart of a method 2100 of gathering and displaying data from websites,
according to an example embodiment. The method 2100 includes searching for web sites
with at least one web search device for websites containing at least one or more key words
2112, and ranking the websites based in part upon the number of occurences of the at least
one or more key words in a website 2114. The method 2100 also includes associating a
geographical locations with at least some of the ranked websites, and mapping
representations of the ranked websites on a map at the geographical locations associated with

the ranked website 2116.

Figure 22 is a flow chart of a method 2200 of combining and reranking websites after
conducting key word searches using two search engines, according to an example
embodiment. In one embodiment, searching for web pages includes searching web pages for
at least one or more key words using a first search engine and a second search engine 2210.
The search engine can include any type of search engine. For example, there are search
engines available from Yahoo of Sunnyvale,CA; Bing of Bellvue, WA; and Google of
Mountain View, CA as well as others. Generally, these search engines produce a limited
number of top results. Several of these have an Application Programming Interface(API) that
is available to increase the number of top results. For example, the Yahoo and Bing search
engines each have an API that can increase the number of top search results to 1000. In one
embodiment, the APIs that extend the number of top search results that are delivered are used
in the key word searches of websites. In this embodiment, the websites are ranked based
upon the number of occurences of the key word or words found by the search engine.
Ranking the websites further includes ranking the websites found by a first search engine
2212, ranking the websites found by a second search engine 2214, and combining the
websites found by the first search engine and the second search engine and reranking the
combined list of websites found by the two websites 2216. In one example embodiment, the
top 1000 occurences of a particular key word search term for Bing is ranked by giving the top
website a rank of 1000 and the bottom website a rank of 1. The same can be done for the top
1000 occurences of a particular key word search term from the Yahoo search engine. These

ranking values can be added. The combined listing can be sorted from high to low based on
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the new combined ranking score. Of course, this is but one way to rerank the websites found
by two search engines. It is contemplated that there are other combining and reranking
schemes. In addition, there may be instances where the number of websites found by the

search engines may be reduced or increased from the top 1000 websites.

The result is a listing of the top websites that include the search terms sought. Geographical
locations are then associated with the top websites. In one embodiment, all of the top
websites have a geographical location associated with them. In another embodiment, less
that all of the top websites have a geographical location associated with them. For example,
in a particular application, the top 1000 websites for a Bing Search may include websites not
found by a top 1000 websites found in a Yahoo Search. When combined and reranked, the
number of websites will be over 1000. The geographical association may only be applied to
500 websites if a user feels the resulting map will be adequate to reveal the information that
needs to be conveyed. Of course, there may be websites whose geographical location can not

be determined. These would be unmappable to a geographical location on a map.

The locational information needed for associating a geographical locations with a ranked
website can be obtained in many ways, as detailed in the specific examples that follow. Two
of the ways include searching the website for locational information. For example, many
websites have a tab for contact information. The contact information can include a physical
address which can be associated with the website. The contact information can also include a
telephone number which may be used to determine a physical area. It is recognized that
telephone information may not be as accurate as many times the area code for a phone
number may be in one physical location and the website could be in another. This is the
similar to when an individual has a cell phone with an area code in Tempe, AZ and actually
lives in Sioux Falls, SD which has a totally different area code. Another method of
determining the geographical location of a website is by using the Internet Protocol (IP)
address. Most IP addresses now have a geographical location associated with them. This

information is available via another API, in one embodiment.

The websites found are then mapped to their geographical location on a map 2116 (See
Figure 21). In addition, the ranking value associated with the websites is represented on the
map. In one embodiment, the ranking value of the websites is represented for the website

using a Kernel point density function. In one embodiment, the ranking value represents the
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height of a mountain depicted on the resulting map. So, if the top website is located in a city
located between Los Angeles, CA and Newport Beach, CA and the top ranking is 1000, the
city will include a mountain that is 1000 units high. Similarly, the locations of other websites
will be mapped to geographical locations with a mountain corresponding to their ranking
value. This is a very simple way to visualize one embodiment of this invention. Of course,
the Kernel point density function may modify the above and vary the height based on a

statistical distribution of the results or based upon other factors.

The resulting map is reviewed and analyzed to yield information therefrom. The map can be
created at a first time and at a second time using the same or substantially the same set of
keywords or search terms. The first map is then compared to the second map to reveal
temporal changes or changes over time. A map that includes representations of rankings of
searches of websites can also be compared to a base map. The base map is a map produced
by a search of one or more standardized words. In one embodiment, the base map is a kernel
density map of 50,000 web pages from 300 random keywords. This kernel density base map
is subtracted from a kernel density map to remove “noise” from the map produced by the
search of one or more keywords of the selected concept. In this way, the background noise
associated with web pages is essentially removed. What remains is a measure of how much
over the noise the selected map formed by the above methods is. If the searched and mapped
concept is amongst the noise, removing the noise from the searched and mapped concept
represented by the key word search will result in a kernel density map showing very little, if

anything at all.

Figure 23 is a flow chart of a method 2300 of gathering and displaying data from websites,
according to an example embodiment. The method 2300 includes the comparison of two
similar key word searches or two similar ideas. The key words are generally related. Tor
example, the key words “Obama” and “Romney” are related in that they are both presidential
candidates. Other key words could be products related to a same sector of the economy.
Related words are part of an ontology or heuristic ontology. 'This method 2300 includes
searching for web sites with at least one web search device for websites containing a first set
or at least one or more key words 2310, and searching for web sites with at least one web
search device for websites containing a second set or at least one or more key words 2312.
Of course, the first set of one or more key words is related to the second set of at least one or

more key words. The relationship has to be more than that they were both searched using this
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method. There has to be a relationship between the words to make the comparison
meaningful. The method 2300 also includes ranking the websites found using the first set of
at least one or more key words based in part upon the number of occurences of the at least
one or more key words in a website 2314, and ranking the websites found using the second
set of at least one or more key words based in part upon the number of occurences of the at
least one or more key words in a website 2316. The method 2300 also includes associating
geographical locations with at least some of the ranked websites 2318 and determining a
differential value between a first keyword search and a second keyword search in a
geographic area 2320. The differential values in the rankings are then mapped 2322.
Mapping representations 2322 of the differential value of the first keyword search and the
second keyword search is done for at least one geographical location on the map. In one
embodiment, the differential value between the first keyword and the second keyword is
reflected in the representation of the website using a Kernel point density function. In some
embodiments of this method, searching for web pages includes searching web pages for at
least one or more key words using a first search engine and a second search engine. In such
an embodiment, ranking the websites further includes ranking the websites found by a first
search engine, ranking the websites found by a second search engine, and combining the
websites found by the first search engine and the second search engine and reranking the

combined list of websites found by the two websites.

Specific Example Methods of Mapping Ideas in Cyberspace

With the high popularity of web search engines and social networks, many research projects
have focused on the spatial analysis and visualization of web information and keyword
searches, such as Google Flu Trend (Varian and Choi 2009; Ginsberg et al. 2009), the
Healthmap project (Brownstein et al. 2008), and BioCaster (Collier et al. 2010). In contrast to
our SWARM prototype, Google Flu Trends only analyzes user input keywords as the source
of web information rather than actual web page contents. The Health Map project created
global maps of disease-related websites (Brownstein et al. 2008) based on random
submissions by the public and individual researchers only (rather than by systematic web
search engine results). Various research projects have pursued data mining projects
investigating word co-occurrence (e.g., Ohsawa et al. 2002), centrality (e.g., Corman et al.
2002), and sentiment analysis (e.g., Chute 2008; Li and Wu 2010; Bai 2011). For example,

some research indicated that the relational forms of data manifest less in the message content
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itself, and linkages within and across communication networks (e.g., Monge and Contractor
1998), social networks (e.g., Kempe, Kleinberg, and Tardos 2003; Papacharissi 2009;
Cupples 2010; Perez et al. 2010; Singh, Gao, and Jain 2010), emails (e.g., Matsumura and
Sasaki 2007), and websites (e.g., Elmer 2006). In particular, projects such as those focused on
algorithms and structural topographical configurations and calculations (e.g., Sen and
Davulcu 2010; Shekhar and Oliver 2010) suggest that unique patterns may provide unique
geospatial network “fingerprints” that characterize the evolution of different social dynamic
processes (e.g., Worboys 2010; Zook 2010). Several scholars have suggested there may be
narrative markers of health-based (Little, Jordens, and Sayers 2003) and hate-based or
terrorist groups (e.g., Leets and Bowers 1999; Hoffman 2005; Brown 2009). Such markers
may be discernible through various data-mining techniques. Web-related projects to date,
however, only emphasize the visualization of information without using advanced GIS tools

for further spatial-temporal analysis.

Another related research direction is geographic information retrieval (GIR) (Purves et al.
2007; Jones and Purves 2009). The scope of geographic information retrieval ranges from the
detection of geographic content on the Web (Markowetz, Brinkhoff, and Seeger 2003) to the
analysis of IP geolocations (Buyukokkten et al. 1999), to the search engines of geotags
(Amitay et al. 2004) and gazetteer reasoning databases (Silva et al. 2006). A seminal work in
GIR, Purves et al. (2007) “The Design and Implementation of SPIRIT: a Spatially-Aware
Search Engine for Information Retrieval on the Internet” introduced the design,
implementation, and evaluation of a spatially aware search engine. The prototype identified
geographic references from web pages (documents) and automatically created spatial
footprints to index the contents. By using web crawlers (Joho and Sanderson 2004),
geographical ontology databases, gazetteer lookup services, and geoparsing engines, SPIRIT
can index and rank web documents based on their textual and spatial relevance (Purves et al.

2007).

There are many research projects focusing on mapping cyberspace and the visualization of
web content. Most projects, however, use multi-dimensional coordinates or abstract distances
to create visualization maps rather than adopting realspace coordinates in the real world.
Compared to previous mapping cyberspace research projects, SWARMS prototype includes
at least four unique features listed below. It should be noted that other unique features also

exist.

10
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1. SWARMS utilizes powerful commercial Web search engine APIs (such as Yahoo
BOSS APIs and Bing APIs) rather than developing our own web crawlers or web
robots, which might not be powerful enough to index all cyberspace activities of
interest on a daily or weekly basis.

2. SWARMS adopts real world coordinates and real world distance to geocode web
pages as the “locational proxy” of ideas or concepts on Earth. Different from maps
using abstract coordinates (such as multi-dimensional systems), our visualization
maps include real-world latitudes and longitudes. These visualization maps are more
compatible with advancing spatial analysis methods. For example, we can compare
these maps with census data to explore possible spatial relationships.

3. GIS software and functions are used in SWARMS to conduct advance spatial cluster
visualization and temporal change analysis. Advanced GIS functions, such as kernel
density and map algebra, are utilized for web content comparison analysis.

4. SWARMS maps published web pages in cyberspace rather than counting user-
submitted keyword search frequencies. Web pages are created by “information
providers” which are different from user-input keywords (by information requesters

or readers).

Geolocation Methods

Recently, the World Wide Web Consortium (W3C) developed a standardized specification
for Geolocation APIs (W3C 2010). The standardized APIs allow various web applications to
share and utilize geographic location information gathered from the host devices or users.
“Common sources of location information include Global Positioning System (GPS) and
location inferred from network signals such as IP address, RFID, Wili and Bluetooth MAC
addresses, and GSM/CDMA cell IDs, as well as user input” (W3C 2010). So far, however,
few web pages have adopted W3C geolocation APIs. We hope that more web application and

web server administrators will adopted the W3C specification in the future.

SWARMS utilizes automatic geolocation methods to create multiple web information
landscapes for different keywords. Table 1 illustrates three popular geolocation methods
available for mapping web content and social media: 1) IP geolocation; 2) mobile device
tracking (GPS, Wi-Ii or cellular signals); 3) geographic context analysis (gazatteers,

geographic names, and spatial reasoning).

11
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The first method, IP geolocation (Muir and van Oorschot 2009) is a popular technique for
identifying geographic location of Internet users or web servers. Researchers can convert IP
addresses into real world coordinates (latitudes and longitudes) or geographic regions by
using IP geolocation methods. The geolocation analysis of website visitors has become an
important component in Web log analysis research (Fleishman 1996; Turner 2004) and has
been applied in various domains, including Location-Based Service (LBS), target marketing,
epidemiology, and criminal investigation (Choi and Tekinay 2003; Lee 2008; Tsou and Kim
2010).

12
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Table 1. Three major geolocation methods for mapping web content and social media.

gazetteers, spatial

reasoning tools.

Methods Accuracy / Spatial Data Implementation Privacy
Spatial Availability Requirement Concerns
Resolution
P U.S.: Zip code All web pages have IP WHOIS databases | Medium
geolocation | level. (92119) or | addresses. (public), (many IP
city-level. (10km- | Web Page IP Geocoding | Commercial or free | geolocation
100km). usually has 90 percent IP geolocation databases
International: successful rate. databases or web are public)
City-level (Taipei, services
New York, etc.) (IPPAGE.org,
or country-level MaxMind.com)
Mobile ¢ GPS: 8 meters Public: Twitter has only | Smart phones or High
device (average median | 1 percent tweets with mobile devices with | (attached to
tracking €error) geolocation enabled. Assisted GPS individual
(GPS, Wi-Fi | ¢ Wi-Ti: 74 Private: mobile phone functions or Wi-Fi | users—
or cellular meters companies have user enabled mobile
signals) e Cellular: 600 location data, but they phones)
meters are confidential.
Geographic | Various spatial 10 percent web pages Challenging. Low (all
context footprint have U.S. zip code Require a gazetteers
analysis resolutions information; 20 percent | comprehensive databases
(Gazetteers, | ranging from lkm | have geographic framework with and
geographic to 1000km, to identifiers. geographic name ontologies
names) 3000km (Himmelstein 2005). ontology, are public)

There are two types of IP geolocation techniques: active IP geolocation and passive IP

geolocation. Active IP geolocation technique relies on the time delay measure of network

routing (such as ping functions) from one IP address to another. However, the active method

requires complicated calculations and cannot handle a very large volume of IP geolocations.
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Passive IP location is a database-driven procedure which relies on relational databases (such
as MS SQL or MySQL databases). The IP geolocation databases include the index for
mapping different levels of IP address (blocks or prefixes) to countries, cities, zip codes, and
real world coordinates (Poese et al. 2011). For example, the database can convert the IP
address, 130.191.118.3 to the U.S. zip code: 92182. The database also includes the latitude

and longitude coordinates of the central point of zip code polygons.

Currently, there are several commercial or free IP geolocation databases available, such as
IPligence, MaxMind and IP2Location. The spatial resolution of commercial geolocation
databases is a probability of 62 percent to 73 percent to place an IP location within 40km
from the “Points of Presence” (the actual user’s device or the registration location of web
servers) (Shavitt and Zilberman, 2010). Most commercial IP geolocation databases claimed
that their spatial resolution can reach to the zip code level in the United States and to the city
level for international counties. However, some academic research argue that significant
uncertainty and accuracy problems exist for IP geolocation. For example, Youn, Mark, and
Richards (2009) calculated the median of estimated errors in a statistical geolocation method
as 53 km. Poese et al. (2011) argue that the accuracy of IP geolocation in the European
region did not reach the city level, but only the country level. Although there are some
uncertainty problems for IP geolocation methods, they can provide spatial information for
over 90 percent of web pages. The privacy concerns are medium because most IP geolocation

databases are publically available.

The second geolocation method is mobile device tracking through GPS, Wi-FIi signatures, or
cellular signals. This method can track down the coordinates of web devices or users
accurately with high spatial resolution. The GPS tracking resolution can reach 8-10 meters,
the Wi-Ii signature tracking resolution is around 74 meters, and the cellular signal
triangulation methods can have 600-meter resolution (Zandbergen 2009). The major problem
for this method is data availability. Most web servers do not have attached GPS devices.
Only 1 percent of public social media content (such as Tweets) contains GPS or Wi-Fi
coordinates. Most smart phone users do not turn on the GPS-geolocation functions in their
social media applications (Twitter or Facebook). Privacy is another major concern for this
method. The geolocation data collected by smart phones are highly personal and should be
protected by laws, because they can be used to identify individuals or specific human

behaviors.
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The third geolocation method is geographic context analysis using gazetteers, geographic
names, and ontology databases (Purves et al, 2007). Although this is a promising geocoding
method for web content and web searches, there are several reasons why we chose to use a
different method in the SWARMS prototype. Tirst, the spatial resolution of this method
varies ranging from 500 meters (such as Sea World in San Diego) to 80O0OKM (the State of
California). Some web pages may not include geographic identifiers in their contents (only
20 percent of web pages have geo-name identifiers) (Himmelstein 2005). This method
cannot efficiently handle large amounts of records. On the other hand, privacy concerns for

this method are low because most geographic names are public knowledge.

After comparing three different geolocation methods, IP geolocation was adopted, in this
particular embodiment, as the major SWARMS prototype geolocation method. The
SWARMS prototype performed geolocation procedures for approximately 90 percent of
Yahoo's top 1000 search results. When a geolocation process fails, the IP address receives the
assignment of 0 latitude, O longitude (as a point in the middle of ocean south of Ghana and
east of Gabon). One issue is that the original website IP addresses could be replaced by proxy
servers, and the geolocations of these machines might be incorrect (Svantesson 2005). A
proxy server acts as a connector between users and the actual websites. When an IP address
of a web server is converted to a geolocation, some Internet machines link to proxy servers in
order to protect their geolocations and privacy (Muir and van Oorschot 2009). Due to the
limitation of current geolocation technology, we cannot guarantee 100 percent accuracy for
all geolocation procedures (Buyukokkten et al. 1999). Although geolocation may have other
accuracy problems, such as geolocation database errors, or address matching problems, the
unsuccessful conversion rate is relatively small (10 - 12 percent) in geocoding tests. Even
with an assumption that the IP geolocation accuracy is low (60 or 70 percent of web pages
have accurate locations), the methods can still successfully detect web page clusters and the

increasing/decreasing web page density with point kernel density methods.

Web Search Technologies and Methods

Web search engines, such as Google and Yahoo, have become the de facto method for people
to find information on the Web. These search engines control how people access websites
and what information they can obtain from search requests. SWARMS relies on the

successful development of commercial web search engine technology to query the related
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web contents through single or multiple keyword searches. For example, users can submit a
keyword (text-based) search to Yahoo.com that returns the 100 top-ranked pages. The higher
ranking sites usually are more relevant to the submitted keywords or more popular among
users. In the research reported here, the web search ranking numbers serve as the “popularity”
index of the web pages. For example, if we search “SDSU” on Yahoo.com, the first hit (Rank
#1) is http://www.sdsu.edu (San Diego State University), which means that this web page is
the most popular web page for the keyword “SDSU”. The second rank is “http://sdstate.edu”
(South Dakota State University), which means that this website is less popular than the #1

website associated with the "SDSU" keyword.

Most web search engines rely on web crawlers (or web robots) to collect and index web page
content into a centralized database. For example, Google collects millions of web page
indexes in its search engine databases daily by deploying thousands of web crawlers from
their server farms. Web crawlers are dynamic network programs designed for collecting and
duplicating targeted website contents (remotely) into web index databases. Each web crawler
can switch its targeted websites by examining the hyperlinks found in the original web pages,
often HyperText Markup Language (HTML) documents. Therefore, the crawler can perform
very comprehensive web page indexing tasks for web search engines (Brin and Page 1998).
After the creation of web page index databases, the next step is to decide the ranking of web
pages based on specific keywords. Different search engines have adopted different ranking
algorithms and methods. For example, to determine the importance of web pages, Google
developed its famous PageRank method, “a global ranking of all web pages, regardless of
their content, based solely on their location in the Web graph structure” (Page et al. 1999,
15). PageRank relies on the external referred pages (other pages linked to the targeted web
page) to calculate the ranks. For example, the SDSU web page will be more important if it
was referred by two important web pages (the California State University System web page
and CNN.com). Another web page will be ranked lower than the SDSU web page if it were
referred by two less important web pages. The referring structure of web pages will

determine their ranking numbers in the Google search engine.

Currently, the Google search engine combines PageRank with other content-based analysis
methods to make the keyword webpage search in Google more accurate and more effective.
However, one major limitation of Google search engine is the restriction of its application

programming interfaces (APIs). Current Google search APIs can only be used to retrieve up
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to 64 web pages from the Google search engine each time. Therefore, SWARMS uses the
Yahoo and Bing search engines, because they provide up to 1000 web pages from their APIs
in a single keyword search. Yahoo’s search engine algorithm is similar to Google’s. It
generates ranking numbers based on the relevancy of web pages to the submitted keywords.
Web page titles, header texts, body descriptions, and associated links are analyzed inside the
Yahoo search engine algorithms. User click popularity is also one major factor considered by
Yahoo search engines. The more users click on a specific website from the list of keyword
search results, the higher the ranking of the website will become in the next identical
keyword search. This method allows actual user experience and user feedback to contribute
to the calculation of web page ranks. Bing (from Microsoft) is another popular search engine
adopted in one embodiment of a SWARM prototype. However, after comparing the top 1000
search web pages between Yahoo and Bing, the Yahoo search engine was selected because of
Bing’s common limitation of web pages to within the United States. Yahoo search engine
covers more international websites from different countries among its top 1000 web pages. At
the end of this specification, a comparison between the Yahoo API search results and Bing
API search results is made. It should be noted that any search engine could be used in the
invention and that other search engines are contemplated. Each of the search engines could

be used as a platform for a SWARMS device.

Visualizing Information Landscapes

Geographers and cartographers have studied information landscapes and cyberspace mapping
for a few decades. However, most of these research activities did not emphasize a strong
linkage between real world coordinates and spatial representations of cyberspace. Many
cyberspace maps use alphabetical reference systems, such as Domain Name Systems (DNS)
tree structures or IP addresses rather than real world latitudes and longitudes. Without the
linkage to real places, it is difficult to performance advanced spatial and temporal analysis
with census data (collected with real world locations) or environmental data. The SWARMS
prototype aims to bridge this gap by “spatializing” web search results and web pages using

real world coordinate systems.

One early example of web information landscape can be found in Shiode and Dodge (1999),
introducing a visualization approach converting thousands of web hosts into real world
coordinates with geolocation methods. A total of 10,183 web servers located in U.K. with

their IP addresses were converted to geographic points according to their registered
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organizations’ locations. These locations were represented with various cartographic
methods, including dot density maps, density surface maps, and three-dimensional density
landscapes showing different types of websites (commercial sites, government organizations,
and non-profit organizations). The maps created by Shiode and Dodge focused on the spread
of web server infrastructure and physical computing networks rather than on the spread of the
ideas or content stored in individual web servers. Our research adopted a similar geolocation
method, but focused on the dynamic keyword search results from web search engines and
their spatial relationships rather than the development of generic I'T infrastructure and

computer networks.

In 2001, Dodge and Kitchin published Mapping Cyberspace, an important research
contribution to literature in cyberspace visualization. Their project overviews related topics as
well as various map examples, including cyberspace spatialization, geographies of
cyberspace, spatial cognition, and the cartographies of cyberspace. These maps emphasize the
interactions and relationships among diverse people at various scales in cyberspace (Dodge
and Kitchin 2001). Other related cyberspace visualization literature includes Borner, Chen,
and Boyack (2003), and Schouten and Engelhardt (2006). The concepts of spatialization and
information spaces were introduced and formalized by Fabrikant and Buttenfield (2001).
Spatialization methods facilitate exploration of massive data archives with spatial frames.
The spatialization of information can create a wide variety of spatial metaphors, such as
information landscapes and hotspots, to help people communicate and interact with data.
Fabrikant, Montello, and Mark (2010) discussed a few problems associated with the 3D
landscape metaphors in information visualization and suggested that landscape metaphor is
not as self-evident as designers seems to believe. Therefore, the information landscape
created in our research is constrained to 2D representations of web information landscapes
rather than using 3D maps. In this article, information landscapes are defined as the

visualization of spatial patterns and spatial clusters of web page density in 2D maps.

Designing the Spatial Web Automatic Reasoning and Mapping System (SWARMS).

We designed and implemented the Spatial Web Automatic Reasoning and Mapping System
(SWARMS) prototype for creating visual maps and web information landscapes. Figure 1
illustrates the overall conceptual framework. Initial searches are conducted by using pre-
defined keywords on specific topics (e.g., infectious diseases or radical concepts) provided by

domain experts to search from publically accessible websites (using the Yahoo search engine
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API). Then we convert the top 1000 search results into a [Raw Text Database], which
includes all search results (ranking, titles, IP addresses, and URLs). The system uses the IP
addresses and geolocation databases to convert raw text files into [Geocoded Web
Information Databases], including both geospatial locations (latitudes and longitudes) and

web information (keywords) for each hit.

By utilizing GIS software (ArcGIS 10), we convert the geocoded databases (created by a
Microsoft SQL server) to [Visualization Maps] showing the information landscapes of
specific ideas or keywords. We then apply advanced GIS analysis and visualization methods
to understand the dynamic change of these concepts and events over space and
time. Computational linguistics experts can review the resulting maps and then establish

E

frequencies of occurrences of “key terms,” separately and in clusters. Multiple [Semantic
Knowledge Bases] related to ideas, concepts and special topics can be created and revised
based on the visualization maps, which may be used in subsequent space-time analysis. The
revised keyword clusters and phrases will be used for the next round of Web query process.
The visualization maps constitute data for further quantitative and qualitative analysis to
enrich and refine the search algorithm and to learn more about the nature and specificity of
ideas and their characteristic textual architectures. This iterative process may also identify

new web pages by refining keyword clusters and analyzing new information landscapes

(Figure 1).

One advantage of this SWARMS framework is its language-independent architecture. This
framework can be used to query keywords in multiple languages (e.g., Chinese, Arabic,
Spanish, or Japanese) and be used in multiple web search engines. Figure 4 illustrates the
screen shots of the keyword query interface of the SWARMS prototype. Researchers can
select a search engine (from Google, Bing, or Yahoo) and type in a keyword search. The
SWARMS prototype will generate the top 1000 web pages (or up to 1000 web pages) from
Yahoo (or 64 web pages from Google due to the limitation of Google APIs).

Sometimes the system might not be able to return 1000 web pages due to index problems in
search engines or incomplete geolocation databases. For example, when we tested the
keyword search of "Jerry Sanders” on 9 March 2011, the Yahoo search engine only returned
978 web pages rather than 1000 web pages. In following tests, it became clear that using the

same keywords with the same search engine on different dates may return different numbers
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of web pages due to the dynamic updates of web index databases. Nevertheless, most returns
include over 950 records in Yahoo API (version 1). One important function of the SWARM
prototype is the capability of multi-temporal search and comparison for the same keywords.
Each keyword search result table includes both the keyword and the search date. We may be
able to use this information and analysis to visualize and study the dynamic spread of radical

concepts among different days, weeks, or months.

To demonstrate our method, we first used the keyword search of "Jerry Sanders" on 9 March
2011 with Yahoo API and generated 978 web pages with ranks (Figure 2). Since “Jerry
Sanders” is the name of San Diego mayor in California. We can use the test results to verify
if the spatial pattern associated with the spatial context of keywords. We converted 978
search results from the SWARMS prototype into geocoded web information databases and
visualization maps using the coordinates associated with each web page (Figure 3). The
geocoding of these 978 web pages utilized Simple Object Access Protocol (SOAP) and 1P
Address Lookup Service from the [PPage.com (http://www.ippages.com/lookups/). 'The
[PPage Lookup Service was limited to 5000 records per day for free. Within the 978 records,
81 records were not able to generate their geographic coordinates in the IP addresses Lookup
Service. The successful geolocation conversion rate of the "Jerry Sanders" web pages was

91.7 percent in this test.

It is a challenging task to illustrate the spatial relationships and patterns among the 978 points
from web search results. Many cartographic representation methods could be applied to the
creation of information landscapes for web pages, such as kernel density maps, choropleth
maps, and graduated circle maps. Some points may be at the same or nearby locations and the
density of points might not be easily recognizable due to scale issues or point overlap. We
applied the kernel density method to illustrate the "hotspots" and “density” of related web
pages. Figure 4 illustrates the web information landscape (web page density) created for the
"Jerry Sanders" keyword search results (with 978 points). The darker shading areas indicate

higher density of web pages in the region associated with “Jerry Sanders”.
There are various spatial analysis methods applicable for mapping web search results, such as

Thiessen (Voronoi) polygons, Inverse Distance Weighting, or simple Kriging. But we

selected the kernel density methods based on the following reasons.
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1. Many points (web pages) overlap (with the same server IP addresses, or geolocation
coordinates). The kernel density method can better represent the “density” of points in
this case.

2. Calculating kernel density (available in ArcGIS Toolbox) can be done for hundreds of
points at the same time.

3. Since the output results of kernel density maps are raster-based, we can use map
algebra to calculate differential values between different keywords and in different
dates.

4. The general public is more familiar with the concepts of "hot spots" or "high density"
created by the kernel density method. Other spatial statistic methods are less intuitive.

Initially, different spatial output resolutions and generalization thresholds (radius) based on
analysis needs are produced. We then performed the kernel density function in ArcGIS,
specifying a 3 map unit threshold (radius) and 0.5 map unit output scale (we will discuss
radius choice later). Map unit is defined by the data frame used in a GIS software (ArcGIS
10). In this example, one map unit represents one decimal degree in the map -- approximately
80 km (50 miles) in California. The red dots indicate the locations of websites associated with
the keyword (Jerry Sanders). In this design, the ranking numbers of search results were
considered as the "popularity" or the "population” in the kernel density algorithm. A higher

ranked website is usually more "popular" and more "visible" comparing to lower ranked

websites. Therefore, we converted the ranking numbers into the population parameter:

population = (Total number of web pages + 1) - rank# (Equation 1)

A web page ranked #1 in a set of 1000 web pages was assigned to "1000" (1000 + 1 - 1) for
its population parameter. A web page ranked # 900 was assigned to "101" (1000 + 1 - 900 =

101) for its population parameter.

With the consideration of web search ranking numbers, the web information landscape can
provide more meaningful information for our analysis. We used a black-white color scheme
to represent unclassified kernel density from the minimum population (density) value (0) to

the maximum population (density) value (6184.47; Figure 4).

Although these web search results cover the whole world, most of web pages in such a query

are located in the United States due to the language of keywords (in English). Most
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SWARMS mapping and analyses thus far have only focused on the spatial distribution
patterns in the United States with English keywords. In the case of the mayor names, two
interesting spatial patterns emerge (Figure 4). First, two major hotspots of "Jerry Sanders" are
located in the [San Jose - San Francisco] and [Los Angeles-San Diego] metropolitan areas.
Second, most web page locations are associated with major U.S. cities. This indicates that the
density of web pages may be closely related to the size of city populations. The next sections
will illustrate some prominent GIS analysis methods we developed for the further analysis of

information landscapes.

Revealing Hidden Geospatial fingerprints of Web Information Landscapes

During our early tests, we found that a single web information landscape may only provide
limited information for spatial analysis. Comparing multiple web information landscapes and
standardizing kernel density maps can reveal important spatial patterns and "geospatial
fingerprints" for selected keywords and concepts. Three types of comparison methods can be

applied for the comparison analysis of web information landscapes.

1. Comparison of two maps with similar keywords, such as “Jerry Sanders” versus
“Antonio Villaraigosa” (both are U.S. city mayors).

2. Comparison of one keyword map versus standardized background maps (such as
population density maps, or the average web page density maps). The background
maps can be created by combining multiple randomized keyword search results.

3. Comparison of the temporal changes of maps with a single keyword. For example, we
can compare the “burn Koran” keyword search on 30 January 2011 versus the “burn

Koran” search on 03 April 2011.

Figure 5 illustrates a differential web landscape map by comparing two information
landscapes and visualizing the differences between two keyword search results: "Jerry
Sanders" (the mayor of San Diego) versus "Antonio Villaraigosa" (the mayor of Los
Angeles). The creation of differential maps involved a series of GIS analysis operations.
First, we generated point kernel density maps from the two keyword search results with the
same kernel threshold (3 map units) and the same output scale (0.5 map units). The next step
is to calculate the differences between the two maps. A raster-based map algebra tool from

ArcGIS was used with the following formula:
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Differential Value = ( Keyword-A / Maximum-Kernel-Value-of-Keyword-A ) - ( Keyword-B
/ Maximum-Kernel-Value-of-Keyword-B ) (Equation 2)

We use the maximum kernel values (6184 in the "Jerry Sanders" database, 5540 in the
"Antonio Villaraigosa" database) from each original information landscape to standardize the
kernel density values. The map algebra result shows the differential popularity (density)
between the web pages related to San Diego mayor and to the L.os Angeles mayor (Figure 5).
Using the blue-red color scheme and a Minimum-Maximum stretch, the red hotspots in the
new map indicate areas where the web page density of "Jerry Sanders" was higher than the
web page density of "Antonio Villaraigosa", and the blue color areas indicate that the web
page density of "Antonio Villaraigosa" was higher than "Jerry Sanders". The differential map
(Figure 5) clearly demonstrates the strong spatial relationship associated with the two
different keywords. The web pages related to San Diego mayor (Jerry Sanders) are much
more "popular” (high density) than the other mayor in the areas around San Diego. The web
pages related to the Los Angeles major (Antonio Villaraigosa) is more popular in the areas
around Los Angeles and Denver areas. Such data suggest the discriminant validity in the
SWARMS methodology—if it were swamped with error variance, such intuitive distinctions

would be unlikely to appear.

The differential information landscape map illustrates important geospatial fingerprints
hidden in the text-based web search results depending on the context of selected keywords. In
this article, geospatial fingerprints are defined as the unique spatial patterns (e.g., clusters) of
web information landscapes associated with different keywords or concepts. In our
demonstration, the contexts of "Jerry Sanders" and "Antonio Villaraigosa" have implicit
spatial relationships with the City of San Diego and the City of Los Angeles. These implicit
spatial relationships can be visualized in their geospatial fingerprints when comparing the

differences between the two web information landscapes.

In Figure 5, one unusual popularity hotspot of "Antonio Villaraigosa" is located around the
City of Denver. To further investigate the hidden spatial relationships between "Antonio
Villaraigosa" and Denver, we used the spatial selection function in ArcGIS to select all web
pages located around the City of Denver. The "Antonio Villaraigosa" search produced 58 out

of 989 web pages (5.86 percent) located around the City of Denver. On the other hand, "Jerry
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Sanders" search only produced 22 out of 978 (2.25 percent) web pages located around
Denver. Figure 6 lists 14 highly ranked web pages of "Antonio Villaraigosa" located around
the City of Denver. After reviewing these individual web pages, we determined that many
web pages located in Denver were created by very conservative Republicans or anti-illegal
immigration groups. These web pages created a “negative popularity” hotspot in the
information landscape. These anti-illegal immigration groups strongly dislike Villaraigosa
because he is one of the few big city Hispanic mayors in the United States. With this
example, the diagnostic value of geospatial fingerprint comparisons displayed their potential
for identifying the spatial distributions of radical social movement support groups and their
web pages. This example also indicated a potential methodological issue. The web page rank
numbers assigned by commercial search engines only describe the “popularity” of web pages.
But the number will not tell us whether the web page is “positive popular” or “negative
popular”. To address this, our research team is currently pursuing sentiment analysis (using

computational linguistic methods) to identify the “pro” web pages and “con” web pages.

Another important aspect of the creation of information landscapes is the selection of the
kernel density threshold (radius). Changing threshold distances adopted in kernel density
operations can result in drastically different spatial patterns and relationships at various map
scales. For example, in the previous example, the differential map with a 3 map unit radius
illustrates the red and blue hotspots in San Diego and L.os Angeles. Figure 7 compares six
different setting of radius distances (thresholds) and output grids in the differential maps
between "Jerry Sanders" and "Antonio Villaraigosa". The spatial signature of the two
keywords disappears in the differential map using 6 map units for the radius distance in
Figure 9A. Figures 9B and 9C clearly identify the clusters of San Diego and Los Angeles.
Figure 9C, with the 2 map unit threshold, illustrates the "boundary line" between the two
keywords. Figure 9D, with a 1 map unit radius, identifies the San Diego and the Los Angeles
clusters but misses the boundary line between the two keywords. When we reduce the kernel
radius to 0.5 (Figure 9E) and 0.1 (FFigure 9F) map units, the identified hot spots become much

smaller than the county boundaries in California.

We suggest the following settings of kernel density thresholds for detecting geospatial
fingerprints at different map scales.
e 6 - 8 map units for detecting the State level geospatial fingerprints.

e 2-3 map units for detecting the County level geospatial fingerprints.
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e (.5 -1 map units for detecting the City level geospatial fingerprints.

¢ (.1 - 0.2 map units for detecting the Zip Code level geospatial fingerprints.

The spatial scale dependency observed in Figure 7 reflects the nature of geospatial
fingerprints and the spatial characteristics of web information landscapes. Similar to other
concerns in spatial analysis, such as autocorrelation and the modifiable areal unit problem
(MAUP), map scale plays a significant role in the visualization and detection of spatial

patterns and spatial relationships for web information landscapes.

Searching for Hotspots of Radical Concepts and Linking Information Landscapes to
Real World Census Data

In September 2010, an obscure preacher’s intention to burn the Koran spread like wildfire in
various media throughout much of the world. This singular announcement by a solitary
person touched off violent protests that took many lives and threatened further escalation of
tensions and rifts between the West and the Islamic world. Following this event, we used
“burn Koran” as our keyword to search for the top 1000 web pages from Yahoo’s search
engine and analyzed the spatial distribution of the keyword and associated web pages. The
keyword search was conducted on 30 January 2011 (four months into the debate over the
selected event). The four month delay of this keyword search resulted from technical
problems with our SWARMS prototype in 2010. Figure 8A (top) illustrates the information
landscape of the “burn Koran” keyword search results (1000 web pages) with the setting of

3.0 map units for the kernel density threshold and 0.5 map units for the output grid resolution.

In this example, we used another method to detect geospatial fingerprints by comparing the
“burn Koran” information landscape with the real population density in the United States (as
a baseline map) rather than comparing to other keywords. Figure 8B (bottom) illustrates the
kernel density map of city population based on 3,149 U.S. cities (small black dots) with a
weighted population value (radius: 3.0 map units, output grid: 0.5 map units). The U.S. cities
dataset was provided by ESRI (its Data and Map product). A reasonable assumption is that
the population of a city is correlated with the number of web servers located around the city.
Bigger cities will have more websites hosted by their residents. Comparing Figure 8A and
8B, there are similar density patterns around the East Coast (New York, Philadelphia, and
Baltimore) and the West (California). Nevertheless, there are differences between the two

maps. To clarify the pattern variations, we again applied the map-algebra function to
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calculate the differences between the two density maps. Figure 9 illustrates the differential
map between the "burn Koran" popularity and the real world population density—that is, the

map controls or adjusts for population density.

The U.S. population density map was used to standardize the popularity density map of “burn
Koran”. After the standardization, the red color hot spots indicate that San Jose, Houston,
and the middle of Kansas State have higher web page densities associated with the "burn
Koran" keyword. The blue color hot spots indicate the negative value (lower density) of

"burn Koran" web pages standardized by city population density.

One interesting finding in Figure 9 is the unusually high density of “burn Koran” web pages
in the middle of Kansas. In fact, after the original event happened in the church located in
Gainesville, Florida (green symbol), another church in the city of Topeka, Kansas claimed
that they would continue the action of “burn Koran”. The spatial change of radical event
centers may be reflected in our differential information landscape. The red hotspots can be

found around the city of Topeka, Kansas rather than around the city of Gainesville, Florida.

There are some drawbacks to using the U.S. population density map as our standardization
map. The web page density is usually associated with the density of websites and web servers
rather than the actual population. For example the web page density in San Jose will be much
higher than other places due to the cluster of I'T and web service companies in Silicon Valley.
Therefore, we created another standardization map by using 300 randomly chosen keywords.
Each set was used as keywords to search in Yahoo and Bing APIs. Some examples of
random keywords are “‘most', 'As', ‘possible’, himself’, 'Sue', '.', 'young', 'so', ‘61", 'sort’, 'the',
'so’, 'B', 'too', 'age’. Since many search engines ignore some stop words, like 'the,’ 'a,’ and 'for',
we removed over 130 stop words from the list and then combined the rest of random

keywords into 56 sets (three words per set). 56,000 web pages were created and combined as

the “average background” of Yahoo search engine results (Figure 10).

Figure 11 illustrates the differential map between the “burn Koran” and the Yahoo
background web density maps. The geospatial fingerprint in Figure 11 is still similar to

Figure 9, but the web page density in San Jose in Figure 11 is not higher compared to the
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background map. Therefore, we think the Yahoo background map (using random keywords)

is a better standardization map than the city population density map.

On 1 April 2011, fourteen people were killed in Afghanistan due to the controversial burn
Koran incident in Florida. We used the SWARM prototype to compare the web information
landscapes between 30 January 2011 and 3 April 2011 to demonstrate the dynamic temporal
changes of web information landscapes. Figure 12 illustrates the differences between web
page densities on the two dates. Red indicates increased web page density of “burn Koran”
in April 2011 compared to the web page density of “burn Koran” in January 2011. Blue
highlights the decreasing web page density of “burn Koran” in April 2011. There was a
significant decrease in “burn Koran” web pages in the April map around the city of Topeka,
Kansas. On the other hand, Saint Louis, Pittsburgh, and Philadelphia have more web pages

(increasing web page densities) related to "burn Koran" on 3 April 2011.

Sensitivity Assessment: Comparing Search Results between Bing and Yahoo Engines
Although our preliminary web information maps illustrated strong spatial patterns related to
search keywords, we need to gain more knowledge about commercial search engines and
analyze their keyword search results. To do so, we first compared the search results between
Bing search engine API and Yahoo search engine API by using the same keywords. Through
an internal research team discussion, we created twelve ad-hoc definitions of web page

categories:

1. Blog (personal or group blogs): personal journals or small group diaries with clear
authors/writers information and dates at the top of web pages. Blogs usually have very
strong personal opinions.

2. Commercial: web pages created for selling products or services, or explaining
information related to commercial products.

3. Educational: school, university, and educational institute web pages. Educational web
pages usually come within the EDU domain in their URL.

4. Entertainment + videos: web pages provide multimedia media or on-line videos for
entertainment purposes, such as You'Tube.

5. Forum: websites allow a group of users to post and share their opinions and

comments.
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6. Governmental websites (local, state and federal governments, usually associated with
.gov, .us, .org etc.).

7. Informational: Wikipedia-type web pages, such as About.com, Wikipedia.org and
other similar online Yellow Info pages.

8. News: web pages include local news sites or national news, such as ABC, NBC,
CNN, FOX, KUSI, etc.).

9. NGO (non-governmental organizations): web pages associated with NGOs and
related activities (such as Red Cross or Rotary Club).

10. Social media: personal or group twitter sites or public Facebook Pages. User can
create personal content or messages easily.

11. Special Interest Groups: webs pages are created to promote specific concepts or items
- such as supporting political parties or controversial opinions).

12. Offline: web pages cannot be found or became broken links.

One researcher was selected to classify search results web pages from both Yahoo and Bing
APIs by using the twelve definitions. Figure 13 illustrates an example of our classified web
pages represented by different colors. For example, blue indicates the “News” category and
yellow indicates “Governmental” websites. To compare different web page search engines
(Yahoo API and Bing API), we used “Jerry Sanders” as the keyword to search in both APIs.
The Yahoo API returned 1000 records (on 08 September 2011) and the Bing API returned
668 records (on 08 September 2011). After the classification, we found out that “Blogs™ and
“News” web pages are the major elements in both Yahoo and Bing search results (Figure
14A). Bing search engine, however, tends to return commercial, informational (wiki), and
social media web pages. Yahoo search engine preferentially returns blogs, news, and
educational web pages (Iligure 14A). We also compared the top 100 search results from both
engines. The Yahoo top 100 results contain more news and blogs than the Bing top 100
results, which have more information and social media. Larger differences exist between

Yahoo and Bing in the top 100 rather than the top 1000 results.

We then compared the Yahoo search engine API activity between two different keywords,
“Jerry Sanders” and “Texans”. The Texans are a U.S. NFL team located in Houston, Texas.
Figure 14B illustrates different search results from the Yahoo API (both keywords returned
1000 records on 08 September 2011). With “Texans”, 40.3 percent of the top 1000 results

included commercial web pages, compared to 9 percent of the “Jerry Sanders” results. On the
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other hand, 31 percent of “Jerry Sanders” results were news pages, compared with 18.2

percent from “Texans” (Figure 14B).

One surprising finding in our comparison is the significant differences between individual
web page URLs. When we compared the 1000 web pages from Yahoo results and the 688
pages from Bing, only 40 out of 688 pages have identical URLs (Web addresses). Most
people may not realize that the top 1000 (or 688) web pages from two search engines are
quite different, because most web search users only focus on the top 10 results rather than the
top 1000 results. The top 10 results between Yahoo and Bing are similar (five out of ten
pages are the same). Of significance however, only 5.8 percent of the web pages are identical
in their top 688 records (Figure 15). In the “Texans” search result comparison (Yahoo versus
Bing), only 36 web page URLSs are identical between the 1000 Yahoo records and 780 Bing

records.

Although the two search engines returned very different web pages using the same keyword,
the web page density differential maps we created (compared to the Yahoo background
density map, Figure 10) still display strong spatial patterns for the keywords in both the
Yahoo results and Bing results. Figure 16A shows the comparison between the Yahoo
background versus Yahoo search results for “Jerry Sanders” (top). Figure 16B shows the
Yahoo background versus Bing search results for “Jerry Sanders” (bottom). Ideally, we
should use Bing background versus the Bing search results for “Jerry Sanders”. But due to
the instability of Bing API recently, we have not created the Bing background map yet. The
regions in red indicate more web page density than average; blue indicates less web
pages/density than average. The web density maps created by Yahoo API (top one) show a
hotspot for “Jerry Sanders” in San Diego, California. The density map created by Bing API
(bottom one) also shows a hotspot for both Los Angeles and San Diego even though only 5.8
percent of the Bing web page records are identical to the Yahoo API results (Figure 16). We
did the same comparison maps with the keyword “Texans” and got similar results. Both
Yahoo and Bing API maps show a higher density of web pages related to “T'exans” in major
Texas cities, including Houston and San Antonio. The Bing map show a higher

concentration of web page density in Houston than the Yahoo map.

In addition to the map keyword comparison, we also did a temporal change comparison to

reveal the dynamics of search results between different days, weeks, and months. For
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example, with the keyword "burn Koran", 962 out of 1000 search results on 03 April 2011
are identical compared with the 1000 search results on 04 April 2011. Only 38 web pages are
new on 04 April (Day 1 comparison) and 136 web pages have exactly the same rank in both
dates. After 30 days, only 662 out of 1000 records returned on 03 May 2011 are identical to
the search results from 03 April 2011 (10 web pages have the same rank in both dates).
Figure 17A illustrates the dynamics of search results on different dates. In addition to
compare the identical URLs, we also compared temporal changes using IP addresses and host

names (Figure 17A).

In the course of our analysis, we also observed that different keywords may have markedly
different temporal change rates. We tested the search of “Osama Bin Laden” on 04 May
2011, two days after he was killed in Pakistan. Figure 17B illustrates the dramatic change of
"Osama Bin Laden" search results on Day 1 (625 URLSs out of 1000 are different between 04
May 2011 and 05 May 2011) and Day 2 (793 URLs are different between 04 May 2011 and
06 May 2011) compared to the slower change rate for “burn Koran” on Day 1 (38 URLs out
of 1000 are different between 03 April 2011 and 04 April 2011) and Day 2 (67 URLs are
different between 03 April 2011 and 05 April 2011).

Our sensitivity test results indicate that our methods may be effectively applied to different
web search engines and can provide useful spatial information for selected keywords. Even
though the search and ranking algorithms in Yahoo API and Bing API differ strongly (with
only 5.8 percent overlap in URLSs), our methods can still detect the change of web page

density in the differential maps. For temporal search comparisons, different keywords will

have varying temporal change rates depending on the contexts of selected keywords.

This framework can be used to query keywords in multiple languages (e.g., Chinese, Arabic,
Spanish, or Japanese) and be used in multiple web search engines. In our early tests, we only
used English in our keyword search. Different languages may create significantly different
web information landscapes. Figure 18 illustrates the global distribution pattern of the
“Osama bin Laden” keyword search in three different languages (English, Chinese
(simplified), and Arabic). The global distributions of web pages about “Osama bin Laden”
are quite different between the three maps. Purther language-specific analysis will be

required for understanding the meaning of these spatial pattern language variations.
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FIG. 20 shows a diagrammatic representation of a computing device for a machine in the
example electronic form of a computer system 2000. In various example embodiments, the
machine operates as a standalone device or can be connected (e.g., networked) to other
machines. In a networked deployment, the machine can operate in the capacity of a server or
a client machine in a server-client network environment, or as a peer machine in a peer-to-
peer (or distributed) network environment. The machine can be a personal computer (PC), a
tablet PC, a set-top box (STB), a Personal Digital Assistant (PDA), a cellular telephone, a
portable music player (e.g., a portable hard drive audio device such as an Moving Picture
Experts Group Audio Layer 3 (MP3) player, a web appliance, a network router, a switch, a
bridge, or any machine capable of executing a set of instructions (sequential or otherwise)
that specify actions to be taken by that machine. Further, while only a single machine is
illustrated, the term “machine” shall also be taken to include any collection of machines that
individually or jointly execute a set (or multiple sets) of instructions to perform any one or

more of the methodologies discussed herein.

The example computer system 2000 includes a processor or multiple processors 2002 (e.g., a
central processing unit (CPU), a graphics processing unit (GPU), arithmetic logic unit or all),
and a main memory 2004 and a static memory 2006, which communicate with each other via
a bus 2008. The computer system 2000 can further include a video display unit 2010 (e.g., a
liquid crystal displays (LCD) or a cathode ray tube (CRT)). The computer system 2000 also
includes an alphanumeric input device 2012 (e.g., a keyboard), a cursor control device 2014
(e.g., amouse), a disk drive unit 2016, a signal generation device 2018 (e.g., a speaker) and a
network interface device 2020. The data storage apparatus 300 is also attached to the bus
2008.

The disk drive unit 2016 includes a computer-readable medium 2022 on which is stored one
or more sets of instructions and data structures (e.g., instructions 2024) embodying or utilized
by any one or more of the methodologies or functions described herein. The instructions
2024 can also reside, completely or at least partially, within the main memory 2004 and/or
within the processors 2002 during execution thereof by the computer system 2000. The main

memory 2004 and the processors 2002 also constitute machine-readable media.
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The instructions 2024 can further be transmitted or received over a network 2026 via the
network interface device 2020 utilizing any one of a number of well-known transfer protocols

(e.g., Hyper Text Transfer Protocol (HTTP), CAN, Serial, or Modbus).

While the computer-readable medium 2022 is shown in an example embodiment to be a
single medium, the term “computer-readable medium” should be taken to include a single
medium or multiple media (e.g., a centralized or distributed database, and/or associated
caches and servers) that store the one or more sets of instructions and provide the instructions
in a computer readable form. The term “computer-readable medium” shall also be taken to
include any medium that is capable of storing, encoding, or carrying a set of instructions for
execution by the machine and that causes the machine to perform any one or more of the
methodologies of the present application, or that is capable of storing, encoding, or carrying
data structures utilized by or associated with such a set of instructions. The term “computer-
readable medium” shall accordingly be taken to include, but not be limited to, solid-state
memories, optical and magnetic media, tangible forms and signals that can be read or sensed
by a computer. Such media can also include, without limitation, hard disks, floppy disks,
flash memory cards, digital video disks, random access memory (RAMs), read only memory

(ROMs), and the like.

A machine-readable medium 2022 (See in Figure 20) provides instructions that, when
executed by a machine, cause the machine to perform operations including searching for web
sites with at least one web search device for websites containing at least one or more key
words, and ranking the websites based in part upon the number of occurences of the at least
one or more key words in a website, associating a geographical locations with at least some
of the ranked websites, and mapping representations of the ranked websites on a map at the
geographical locations associated with the ranked website. The machine-readable medium
also having instructions, that when executed by a machine, cause the machine to search for
web pages using a first search engine and a second search engine. In some embodiments, the
instructions cause the machine to rank the websites found by a first search engine, rank the
websites found by a second search engine, and combine the websites found by the first search
engine and the second search engine and rerank the combined list of websites found by the
two websites. The instructions, when executed by a machine, cause the machine to map the
ranked websites a Kernel point density function. In some embodiments, the instructions,

when executed by a machine, cause the machine to compare a map formed at a first time to a
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map formed at a second time. In still another embodiment, the instructions, when executed
by a machine, cause the map to be compared to a standardized map of a number of randomly
selected key word searches. In yet another instance, the instructions when executed on the
machine compares a map formed by searching a first set of at least one or more key words to

a map formed by searching a second set of at least one or more key words.

The example embodiments described herein can be implemented in an operating environment
comprising computer-executable instructions (e.g., software) installed on a computer, in
hardware, or in a combination of software and hardware. Modules as used herein can be
hardware or hardware including circuitry to execute instructions. The computer-executable
instructions can be written in a computer programming language or can be embodied in
firmware logic. If written in a programming language conforming to a recognized standard,
such instructions can be executed on a variety of hardware platforms and for interfaces to a
variety of operating systems. Although not limited thereto, computer software programs for
implementing the present method(s) can be written in any number of suitable programming
languages such as, for example, Hyper text Markup Language (HTML), Dynamic HTML,
Extensible Markup Language (XML), Extensible Stylesheet Language (XSL), Document
Style Semantics and Specification Language (DSSSL), Cascading Style Sheets (CSS),
Synchronized Multimedia Integration Language (SMIL), Wireless Markup Language
(WML), ] avaTM, JiniTM, C, C++, Perl, UNIX Shell, Visual Basic or Visual Basic Script,
Virtual Reality Markup Language (VRML), ColdFusion™ or other compilers, assemblers,
interpreters or other computer languages or platforms. The methods discussed above can be
implemented on one or more computing systems or machines. The invention also
contemplates media which includes an instruction set for causing one or more processors to
implement the method. Media includes physical media such as various disks, memory
associated with computer systems attached to the internet or attached in other networked

configurations.

The computer system 2000 shown in FIG. 20 can also be shown alternatively. FIG. 191is a
schematic diagram of another computer system 1900. The computer system 1900 will
generally have most of the same components as the computer system 2000. The computer
system 1900 can be thought of as interactive computer subsystems, modules or the like, that
can be entirely made of computer hardware, entirely made of computer software (instruction

sets), or can be a combination of computer hardware and software. The computer system
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1900 includes a search subsystem 1910 for searching for web sites with at least one web
search device for websites containing at least one or more key word , and a rank subsystem
1920 for ranking the websites based in part upon the number of occurences of the at least one
or more key words in a website. The computer system 1900 also includes an association
subsystem 1930 for associating a geographical locations with at least some of the ranked
websites, and a mapping subsystem 1940 for mapping representations of the ranked websites
on a map at the geographical locations associated with the ranked website. Each of these
subsystems is attached to a computer bus 1950 over which computer instructions and data
move between the various components coupled to the bus. Also attached to the bus 1950 is
one or more processors 2002, a main memory 2004, and a static memory 2006. Various
input and output devices, such as a video display 2010, are also attached to the bus 1950.
The computer system 1900 also includes a network interface device 2020. When a computer
executes a set of instructions, such as an instruction set found in a portion of software, the
computer becomes a specialized machine. The technological advancement or technological
result of the methods, hardware and software, discussed herein include producing maps
representing analysis of social activities, ideas, and human communications. The mapping
also allows monitoring of dynamic changes of social activities, ideas, and human
communications, and the identification of geographical hot spots for various ideas, events or
concepts. Some of the technological advancements are in the methods used to turn data into

usable information, as well as providing a visual way to portray the usable information.

Conclusion

We present a new methodology and a multidisciplinary research framework for analyzing the
dynamic web information landscape and tracking the spread of ideas through web-based
keyword searches. The SWARMS prototype can convert traditional text-based web search
results into web information landscapes. The acquired geospatial fingerprints and spatial
patterns in differential web information landscapes may illustrate hidden semantic or
contextual meanings associated with different keywords and concepts. For the first keyword
example, “Jerry Sanders” has a strong semantic link to the City of San Diego. The example of
“Burn Koran™ also demonstrated a strong linkage between the radical concept and the City of
Topeka. This approach may provide a new research direction for studying human thought,

web content, and communication theories.
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One major motivation of this research project is to test the First Law of Geography --that
"everything is related to everything else, but near things are more related than distant things"
(Tobler 1970), in the arena of cyberspace. Our research team aimed to validate the first law of
geography with our SWARMS prototype and the differential web page density maps. Our
preliminary maps indicate that there are strong spatial relationships between the activities in
cyberspace and real world locations of related web pages. More advanced spatial analysis
methods and keyword search methods will need to be applied to help us understand deeper
relationships, spatial patterns, and spatial statistics interpretations. For instance, we may
apply survival analysis to calculate the hazard (risk) of a certain location being influenced by
a certain event or idea, and link such ideas to various biophysical, socioeconomic, and
demographic factors to better understand the mechanisms behind the observed information
patterns over space and time (An and Brown 2008). In addition, a set of new metrics and
analytical methods needs to be developed to better characterize, analyze, and understand the

space-time trajectories of the related events/ideas diffusing over the Web.

In order to better understand the deeper meanings of web information landscapes and the

differential maps, we need to focus on the following questions as our research agenda:

1. How can we explain various relationships between and impacts of cyberspace
activities and real-world events?

2. How does virtual space differ from, and interact with, real space? How can we
reconcile differing spatial and temporal measurement units across these dimensions?

3. What are appropriate map and temporal scales for various types of cyberspace
activities, and by what criteria should we select scales in order to effectively analyze
spatial and temporal relationships and patterns?

4. What should a comprehensive space-time analysis framework look like for different
scenarios or questions?

5. What types of ethical and civil-liberty implications (in terms of privacy, security and
human rights) will we need to consider in the context of Web surveillance
technologies and the analytical tools of social media?

Thanks to the massive power of computers and the Internet to copy and transform data across
the globe and facilitate the rapid spread of movements and ideas, the world is confronted by
great dangers and opportunities. The existence of such movements is not new, nor is their

capacity for finding receptive audiences in new locales, but the rapidity with which they
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spread and take root in new soil may well be a unique feature of the information age.
Quantitative changes in the speed of audience growth or turnover may be accompanied by
qualitative changes in the audiences themselves. Fortunately, the very technology that
promotes the rapid spread of ideas is also providing the tools to understand them. A better
understanding of the spatial and temporal dynamics of the "collective thinking of human
beings" over the Internet could lead to improved comprehension of the factors behind those
ideas. Such insight is important in reducing misunderstandings and strategizing how to

address controversies and conflicts.

The foregoing description, for purposes of explanation, used specific nomenclature to provide
a thorough understanding of the invention. However, it will be apparent to one skilled in the
art that the specific details are not required in order to practice the invention. Thus, the
foregoing descriptions of specific embodiments of the present invention are presented for
purposes of illustration and description. They are not intended to be exhaustive or to limit the
invention to the precise forms disclosed. It will be apparent to one of ordinary skill in the art

that many modifications and variations are possible in view of the above teachings.

The embodiments were chosen and described in order to best explain the principles of the
invention and its practical applications, to thereby enable others skilled in the art to best
utilize the invention and various embodiments with various modifications as are suited to the
particular use contemplated. It is intended that the scope of the invention be defined by the

following claims and their equivalents.

While the embodiments have been described in terms of several particular embodiments,
there are alterations, permutations, and equivalents, which fall within the scope of these
general concepts. It should also be noted that there are many alternative ways of
implementing the methods and apparatuses of the present embodiments. It is therefore
intended that the following appended claims be interpreted as including all such alterations,
permutations, and equivalents as fall within the true spirit and scope of the described

embodiments.
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What is Claimed:

1. A method comprising:

searching for web sites with at least one web search device for websites
containing at least one or more key words;

ranking the websites based in part upon the number of occurrences of the at
least one or more key words in a website;

associating a geographical locations with at least some of the ranked websites;
and

mapping representations of the ranked websites on a map at the geographical

locations associated with the ranked website.

2. 'The method of claim 1 wherein searching for web pages includes searching web pages

for at least one or more key words using a first search engine and a second search engine.

3. The method of claim 1 wherein
searching for web pages includes searching web pages for at least one or more
key words using a first search engine and a second search engine, and wherein ranking
the websites further comprises:
ranking the websites found by a first search engine;
ranking the websites found by a second search engine; and
combining the websites found by the first search engine and the second search

engine and reranking the combined list of websites found by the two websites.

4. 'The method of claim 1wherein the ranking of the websites is reflected in the

representation of the website as mapped.

5. The method of claim 4 wherein the ranking of the websites is reflected in the

representation of the website as mapped using a Kernel point density function.

6. The method of claim 1 further comprising comparing a map produced by searching at

least two key words to a map produced by a search of one or more standardized words.
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7. The method of claim 1 further comprising comparing a first map produced in response to
a search on at least one or more key words a first time to a second map produced in

response to a search using a substantially similar set of key words at a second time.

8. The method of claim 1 wherein associating a geographical locations with a ranked

website includes searching the website for locational information.

9. The method of claim 1 wherein associating a geographical locations with a ranked

website includes using an IP address of the ranked website.

10. The method of claim 1 wherein associating a geographical locations with a ranked

website includes using a geolocation API to determine locational information.

11. A method comprising:

searching for web sites with at least one web search device for websites
containing a first set or at least one or more key words;

searching for web sites with at least one web search device for websites
containing a second set or at least one or more key words, the first set of one or more key
words related to the second set of at least one or more key words;

ranking the websites found using the first set of at least one or more key words
based in part upon the number of occurrences of the at least one or more key words in a
website;

ranking the websites found using the second set of at least one or more key
words based in part upon the number of occurrences of the at least one or more key words in
a website;

associating a geographical locations with at least some of the ranked websites;

determining a differential value between a first keyword search and a second
keyword search in a geographic area; and

mapping representations of the differential value of the first keyword search

and the second keyword search in at least one geographical location.

12. The method of claim 11 wherein the differential value between the first keyword and the
second keyword is reflected in the representation of the website using a Kernel point

density function.
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13.

14.

15.

16.

17.

The method of claim 11 wherein searching for web pages includes searching web pages

for at least one or more key words using a first search engine and a second search engine.

The method of claim 13 wherein

searching for web pages includes searching web pages for at least one or more
key words using a first search engine and a second search engine, and wherein ranking
the websites further comprises:

ranking the websites found by a first search engine;

ranking the websites found by a second search engine; and

combining the websites found by the first search engine and the second search

engine and reranking the combined list of websites found by the two websites.

A machine-readable medium providing instructions that, when executed by a machine,
cause the machine to perform operations comprising:

searching for web sites with at least one web search device for websites
containing at least one or more key words;

ranking the websites based in part upon the number of occurences of the at
least one or more key words in a website;

associating a geographical locations with at least some of the ranked websites;
and

mapping representations of the ranked websites on a map at the geographical

locations associated with the ranked website.

The machine-readable medium of claim 15 wherein the instructions, when executed by a
machine, cause the machine to search for web pages using a first search engine and a

second search engine.

The machine-readable medium of claim 15 wherein the instructions, when executed by a
machine, cause the machine to

search for web pages includes searching web pages for at least one or more
key words using a first search engine and a second search engine, and wherein ranking

the websites further comprises:
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rank the websites found by a first search engine;
rank the websites found by a second search engine; and
combine the websites found by the first search engine and the second search

engine and rerank the combined list of websites found by the two websites.

18. The machine-readable medium of claim 15 wherein the instructions, when executed by a

machine, cause the machine to map the ranked websites a Kernel point density function.

19. The machine-readable medium of claim 15 wherein the instructions, when executed by a
machine, cause the machine to compare a map formed at a first time to a map formed at a

second time.

20. The machine-readable medium of claim 15 wherein the instructions, when executed by a
machine, cause the machine to compare a map formed by searching at least one or more

key words to a map formed by searching at least one or more standard words.

21. A computer system comprising:

a search subsystem for searching for web sites with at least one web search
device for websites containing at least one or more key words;

a rank subsystem for ranking the websites based in part upon the number of
occurences of the at least one or more key words in a website;

an association subsystem for associating a geographical locations with at least
some of the ranked websites; and

a mapping subsystem for mapping representations of the ranked websites on a

map at the geographical locations associated with the ranked website.
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Figure 7

(c) Radius: 2, Output Grid: 0.1 (County level) (d) Radius: 1, Output Grid: 0.1
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(e) Radius: 0.5, Output Grid: 0.1 (City level) (f) Radius: 0.2, Output Grid:
0.1

MIMY  Red: The “Jerry Sanders” web page density is higher.

Blue: The “Antonio Villaraigosa” web page density is higher.
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Figure 8
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Figure 9
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Figure 11
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Figure 13
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Figure 14

a) Comparison of search results from Yahoo APIs and B

ing APIs.
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b) Comparison of “Texans” and “Jerry Sanders” results in Yahoo APIs.
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Figure 16
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Figure 17
a).
Temporal Change Comparison (Yahoo AP} with "burn Koran" keyword)
From 03 April 2011 to 02 August 2011 {122 days)
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Figure 18
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