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SYSTEMAND METHOD FOREYE 
ALIGNMENT INVIDEO 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application claims the benefit of Australian 
Patent Application with Priority No. 2012901830, filed May 
4, 2012. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003. The present invention relates to image manipula 

tion. In particular, although not exclusively, the invention 
relates to eye alignment in video. 
0004 2. Background Art 
0005. Non-verbal social cues play a crucial role in com 
munication. The eyes in particular are important for commu 
nication and provide an indication to others where attention is 
focused. In some cultures, it is respectful not to look a domi 
nant person in the eye, and in western culture a person can be 
judged badly if they do not make direct eye contact. 
0006 Non-verbal cues are often, however, distorted on 
Video conferencing systems of the prior art, leading to mis 
understandings or miscommunications. 
0007. In their simplest form, video conferencing systems 
include a pair of cameras and a pair of display screens. Each 
of the pair of cameras and display screens is directed at one of 
the users. The cameras are placed either beside or above the 
display screens in order to not block the screens, and modern 
laptops with video conferencing facilities often include an 
integrated camera that is permanently positioned above the 
display Screen. 
0008. A disadvantage of such systems is that eye cues are 
distorted, as the userlooks at an image of the other user on the 
display screen while being recorded from a second position. 
Accordingly, the users do not appear to be making direct eye 
contact. Alternatively, a user may appear to be making eye 
contact when not actually doing so. 
0009 Specialised hardware systems have been developed 
which reduce this problem, as illustrated by video conferenc 
ing system 100 of FIG.1. The system 100 includes a display 
screen 105 and a camera 110. A beam splitter 115 is located 
between the user 120 and the camera 110, and is configured to 
reflect an image from the display screen 105 while allowing 
light from the user 120 to be received by the camera. 
0010. A disadvantage of systems such as the system 100 is 
that they are costly, fragile, and bulky and thus cannot be 
integrated into thin laptop screens, and do not work well when 
a focus of the user 120 is on a non-central part of the display 
Screen 105. 
0011. Other similar forms of video conferencing systems 
include semi-transparent screens, whereina camera is located 
behind the semi-transparent screen, and have similar disad 
Vantages. 

SUMMARY OF THE INVENTION 

0012. It is an object of some embodiments of the present 
invention to provide consumers with improvements and 
advantages over the above described prior art, and/or over 
come and alleviate one or more of the above described dis 
advantages of the prior art, and/or provide a useful commer 
cial choice. 
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0013. According to one aspect, the invention resides in a 
system for image manipulation, including: 
0014 a camera: 
00.15 a display screen adjacent to the camera: 
0016 a processor coupled to the camera and the display 
screen; and 
0017 a memory coupled to the processor, including 
instructions executable by the processor for: 
0018 receiving a source image from the camera; and 
0019 generating a synthetic image based upon the source 
image, the synthetic image corresponding to a view of a 
virtual camera located at the display Screen. 
0020 Preferably, the camera and display screen are inte 
grated into a single structure. Alternatively, camera and dis 
play are independently movable, and the memory further 
includes instructions for estimating a location of the display 
screen relative to the camera. 
0021 Preferably, generating a synthetic image further 
includes: 

0022 detecting a face in the source image; and 
0023 transforming the face according to the virtual cam 
era location. 

0024 Preferably, transforming the face includes applying 
an Active Appearance Model (AAM) to the face, and modi 
fying parameters of the AAM. 
0025 Preferably, generating a synthetic image further 
includes: 

0026 generating a 3D model of the face; and 
0027 rotating the 3D model according to a displacement 
between the camera and the virtual camera. 

0028 Preferably, the virtual camera location is fixed cen 
trally with respect to the display screen. Alternatively, the 
virtual camera location is determined based upon content 
presented on the display screen. 
0029 Preferably, the image comprises an image of a video 
sequence. The video sequence can be a two-dimensional or 
three-dimensional video sequence. 
0030 Preferably, the memory further includes instruc 
tions for: 

0031 receiving a second source image from the camera; 
and 

0032 generating a second synthetic image based upon the 
Source image and the second source image, the second Syn 
thetic image corresponding to the view of the virtual camera. 
0033 According to certain embodiments, generating the 
synthetic image comprises modifying metadata relating to the 
Source image. Preferably, the metadata includes camera 
parameters. 
0034. According to a second aspect, the invention resides 
in a computer implemented method for video conferencing 
including: 
0035 receiving, on a data interface, a source image from a 
camera; and 
0036 generating, by a processor, a synthetic image based 
upon the source image, the synthetic image corresponding to 
a view of a virtual camera located at a display screen adjacent 
to the camera. 

0037 According to certain embodiments, the method fur 
ther includes estimating, by the processor, a location of the 
display screen relative to the camera. 
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0038 Preferably, generating a synthetic image further 
includes: 
0039 detecting a face in the source image; and 
0040 transforming the face according to the virtual cam 
era location. 
0041 Preferably, transforming the face includes applying 
an Active Appearance Model (AAM) to the face, and modi 
fying parameters of the AAM. 
0042. Alternatively, transforming the face includes trans 
ferring facial expressions from the face to an avatar image. 
0043 Preferably, generating the synthetic image further 
includes: 
0044 generating a 3D model of the face; and 
0045 rotating the 3D model according to a displacement 
between the camera and the virtual camera. 
0046 According to certain embodiments, the virtual cam 
era location is determined, by the processor, based upon con 
tent presented on the display screen. Alternatively, the virtual 
camera location is predetermined. 
0047 Preferably, the image comprises an image of a video 
sequence. The video sequence can be a two-dimensional or 
three-dimensional video sequence. 
0048 Preferably, the method further includes: 
0049 receiving, on a data interface, a first remote image 
from a first remote device; 
0050 displaying, on the display screen, the first remote 
image; and 
0051 sending, on the data interface, the synthetic image to 
the first remote device. 
0052 Preferably, the method further includes: 
0053 receiving, on the data interface, a second remote 
image from a second remote device; and 
0054 displaying, on the display screen, the second remote 
image adjacent to the first remote image. 
0055 Preferably, the method further includes sending, on 
the data interface, the synthetic image to the second remote 
device. Alternatively, the method further includes: 
0056 generating, by the processor, a second synthetic 
image based upon the source image, the second synthetic 
image corresponding to a view of a second virtual camera 
located at the display screen; and 
0057 sending, on the data interface, the second synthetic 
image to the second remote device. 
0058 Preferably, the method further includes: 
0059 receiving a further source image from the camera; 
and 
0060 generating a further synthetic image based upon the 
Source image and the further source image, the further syn 
thetic image corresponding to the virtual camera view located 
at the display screen. 
0061 According to certain embodiments, generating the 
synthetic image comprises modifying metadata relating to the 
Source image. Preferably, the metadata includes camera 
parameters. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0062. The preferred embodiment of the present invention, 
illustrative of the best mode in which applicants have con 
templated applying the principles, is set forth in the following 
description and is shown in the drawings, and is particularly 
and distinctly pointed out and set forth in the appended 
claims. 
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0063 FIG. 1 illustrates a video conferencing system of the 
prior art; FIG. 2 illustrates a system for video manipulation, 
according to an embodiment of the present invention; 
0064 FIG. 3 illustrates a block diagram of the system of 
FIG. 2: 
0065 FIG. 4 further illustrates the system of FIG. 2: 
0.066 FIG. 5 illustrates a system for video manipulation, 
according to an alternative embodiment of the present inven 
tion; 
0067 FIG. 6 illustrates a video conferencing system, 
according to an embodiment of the present invention; 
0068 FIG. 7 illustrates a method of video manipulation, 
according to an embodiment of the present invention; and 
0069 FIG. 8 illustrates a computing device, according to 
an embodiment of the present invention. Similar numerals 
refer to similar parts throughout the drawings. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

0070 Embodiments of the present invention comprise eye 
alignment systems and methods. Elements of the invention 
are illustrated in concise outline form in the drawings, show 
ing only those specific details that are necessary to the under 
standing of the embodiments of the present invention, but so 
as not to clutter the disclosure with excessive detail that will 
be obvious to those of ordinary skill in the art in light of the 
present description. 
0071. In this patent specification, adjectives such as first 
and second, left and right, front and back, top and bottom, 
etc., are used solely to define one element or method step from 
another element or method step without necessarily requiring 
a specific relative position or sequence that is described by the 
adjectives. Words such as "comprises' or “includes are not 
used to define an exclusive set of elements or method steps. 
Rather, such words merely define a minimum set of elements 
or method steps included in a particular embodiment of the 
present invention. 
0072 The reference to any prior art in this specification is 
not, and should not be taken as, an acknowledgement or any 
form of suggestion that the prior art forms part of the common 
general knowledge. 
0073. According to one aspect, the invention resides in a 
system for image manipulation, including: a camera; a dis 
play screen adjacent the camera; a processor coupled to the 
camera and the display Screen; and a memory coupled to the 
processor, including instructions executable by the processor 
for: receiving a source image from the camera; and generating 
a synthetic image based upon the Source image, the synthetic 
image corresponding to a virtual camera view located at the 
display screen. 
0074 Advantages of certain embodiments of the present 
invention include an improved video conferencing experi 
ence, an improved video or image based communication, and 
simpler and less expensive video capture or conferencing 
systems. Additionally, the present invention can be applied to 
legacy video conferencing systems. 
(0075 FIG. 2 illustrates a system 200 for video manipula 
tion, according to an embodiment of the present invention, 
and FIG. 3 illustrates a block diagram of the system 200. 
0076. The system 200 includes a camera 205 and a display 
screen 210. The display screen 210 displays an image, and the 
camera 205 captures a video. The system 200 can, for 
example, be used for video conferencing, wherein a first user 
is recorded using the camera 205 and a second user is dis 
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played using the display screen 210. The system 200 can, 
alternatively, be used for news-desk style recording, where a 
user reads a script displayed on the display screen 210 while 
being recorded using the camera 205. 
0077. The system 200 further includes a processor 305 
that is coupled to the camera 205 and the display screen 210. 
The processor 305 is further coupled to a memory 310 includ 
ing instruction code 315 for manipulating video recorded by 
the camera 205. 

0078. The instruction code 315 includes instructions for 
receiving source images from the camera 205, and instruc 
tions for generating a synthetic image based upon the Source 
images. The Source images and synthetic images form video 
Sequences. 

0079. As illustrated in FIG. 4, the camera 205 is located 
above the display screen 210. When a user looks directly at 
the display screen 210, as shown by light path 410, the source 
images captured by the camera 205, shown by light path 415, 
give an appearance that the user is looking down due to the 
location difference between the camera 205 and the display 
screen 210. 

0080. The synthetic image corresponds to a virtual camera 
that is located at the display screen 210. The virtual camera 
position may be centred on the display screen 210, or at a 
specific part of the display Screen 210. Such as an application 
window location, or other region of interest. 
I0081 FIG. 5 illustrates a system 500 where the virtual 
camera position is not centred relative to the display screen. 
The system 500 includes a video conferencing window 505 
and a presentation sharing window 510. The system 500 
enables a digital presentation to be viewed together with a 
video of the presenter. 
0082 In this case, the camera 205 and the virtual camera 
are offset in both vertical and horizontal directions as illus 
trated by virtual camera offset 515. 
0083. According to certain embodiments, an offset 
between the camera 205 and the display screen 210, and the 
offset between the virtual camera and the camera 205, is 
known. This can be the case for purpose built devices or 
laptops where the camera and display screen are moulded into 
a single shell or frame. 
0084. The virtual camera position can then be predeter 
mined according to this relationship. 
0085. According to alternative embodiments (not shown), 
the offset between the camera 205 and the display screen 210 
is variable. This is the case, for example, in a Personal Com 
puter (PC) setup where the camera 205 comprises a web 
camera which is connected to the PC via a flexible cable. In 
this case, the instruction code 315 can include instructions for 
estimating a location of the display Screen relative to the 
camera. Alternatively, the instruction code 315 can include 
instructions for receiving a camera location from the user or 
another source. 
I0086. The synthetic image is then generated according to 
the camera 205 virtual camera offset. The synthetic image can 
be generated according to view synthesis methods of the prior 
art, Such as geometrical view synthesis, using the locations of 
the camera 205 and the virtual camera, together with associ 
ated algorithms such as occlusion handling algorithms. 
0087 Alternatively, the view synthesis may be human face 
specific. In this case, a face is detected in the Source image, to 
which a model is applied. The face is then transformed 
according to the camera 205 virtual camera offset. 

Nov. 7, 2013 

I0088 A 3D model of the face can be generated, and 
rotated according to the virtual camera offset of the camera 
205. The model can be an Active Appearance Model (AAM), 
wherein parameters of the AAM are modified according to 
the virtual camera offset of the camera 205. Image data is then 
rendered onto the transformed AAM. 
I0089. According to an alternative embodiment, the view 
synthesis can be avatar based. The user's facial expressions 
can be transferred to anavatar image, the avatar image already 
rotated according to the virtual camera offset of the camera 
205. 
0090 The avatar can be an avatar corresponding to a facial 
image of a user, or any other type of avatar. A model of the 
user and/or avatar can be generated according to an image of 
the user as discussed in PCT/AU2012/000295. 
0091. According to certain embodiments, the transform is 
only applied when the user is less than a predefined distance 
from the camera 205. When the user is far from the camera 
205, the angle between the camera 205 and the virtual camera 
is reduced. 
0092. As discussed earlier, the method in its simplest form 
applies to a single image. According to certain embodiments, 
however, the method can be applied to several images 
together, as discussed further below. 
0093. The images can comprise a video sequence which 
can be a two-dimensional or three-dimensional video 
sequence. In the case of three-dimensional video, all images 
from a single time instance, i.e. views, are processed together. 
Accordingly, a transform can be chosen that both moves the 
image towards the virtual camera and retains the three dimen 
sional data. In the case of multi-view three dimensional video, 
it may be possible to choose an existing view that more 
closely corresponds to the display screen 210 than the central 
view. 
0094. In the case of three-dimensional video, generating 
the synthetic image may comprise modifying camera param 
eters of the Source image. 
0095. In the case of two-dimensional video, previous 
images may be used together with the source image to gen 
erate the synthetic image. Previous images can Supply data 
relating to occluded areas of the synthetic image, or be used to 
improve the quality of the synthetic image. 
0096 FIG. 6 illustrates a video conferencing system 600, 
according to an embodiment of the present invention. 
0097. The video conferencing system 600 includes a first 
camera 605a and a first display screen 610a coupled to a first 
computing device 615a, which togetherform a first part of the 
Video conferencing system at a first location. The video con 
ferencing system 600 further includes a second camera 605b 
and a second display Screen 610b coupled to a second com 
puting device 615b, which together form a second part of the 
Video conferencing system 600 at a second location. 
0098. The first and second computing devices are coupled 
via a communications network 620. Such as the Internet. 
0099. A sequence of images are captured by the first and 
second cameras 605a, 605b, and transformed, by the first and 
second computing devices 615a, 615b, according to a dis 
tance between the first camera 605a and the first display 
screen 610a, and the second camera 605a and the second 
display screen 610b, respectively. The transformed images 
are then transmitted by computing devices 615a, 615b for 
display on display screens 610b, 610a. The images can be 
compressed prior to transmission, as will be readily under 
stood by a person skilled in the art. 
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0100. By transforming the images captured by both cam 
eras 605a, 605b, it is possible for users in different locations 
to look each other in the eye through their respective display 
screen 610a, 610b, while the cameras 605a, 605b are located 
away from the display screens 610a, 610b. 
0101. According to certain embodiments (not shown), the 
video conferencing system 600 further includes multi-party 
Video conferencing including at least a third computing 
device at a third location. Each display screen 610a, 610b 
displays images of other users of the video conferencing 
system 600, adjacent to each other. 
0102 The first computing device 605a can transmit the 
transformed images to both the second computing device 
605b and the third computing device. Alternatively, the first 
computing device can send the transformed images to the 
second computing device 605b, and generate and send a 
second group of transformed images to the third computing 
device. The second group of synthetic images can then cor 
respond to a second virtual camera view located at the display 
SCC. 

0103) In this regard, the present invention enables video 
conferencing among several participants, each participant 
receiving video specifically configured for him or her. 
0104 FIG. 7 illustrates a method of video manipulation, 
according to an embodiment of the present invention. 
0105. In 705, a source image is received, on a data inter 
face, from a camera. The Source image can comprise an image 
of a video sequence. 
01.06. In 710, a location of a display screen relative to the 
camera is estimated. As will be readily understood by a per 
son skilled in the art, this step is optional as the screen and 
display camera may be permanently mounted in a single 
device or frame, where the relative locations of the camera 
and display Screen are already known. A virtual camera loca 
tion is determined at the display Screen. 
0107. In 715, a face is detected in the source image. 
0108. In 720, the face is transformed according to the 
virtual camera location. This can include applying a three 
dimensional model to the face, and rotating the three-dimen 
sional model. 
0109. In 725, a synthetic image is generated based upon 
the Source image and a displacement between the camera and 
the virtual camera. 
0110. As will be readily understood by a person skilled in 
the art, steps 715 and 720 are optional. The entire source 
image can be transformed using geometrical view synthesis 
where the face is transformed in the same manner as other 
parts of the image. 
0111 FIG. 8 diagrammatically illustrates a computing 
device 800, according to an embodiment of the present inven 
tion. The system 200 of FIG. 2 and the computing devices 
615a, 615b of FIG. 6 can be identical to or similar to the 
computing device 800. Similarly, the method 700 of FIG. 7 
can be implemented using the computing device 800. 
0112 The computing device 800 includes a central pro 
cessor 802, a system memory 804 and a system bus 806 that 
couples various system components, including coupling the 
system memory 804 to the central processor 802. The system 
bus 806 may be any of several types of bus structures includ 
ing a memory bus or memory controller, a peripheral bus, and 
a local bus using any of a variety of bus architectures. The 
structure of system memory 804 is well known to those 
skilled in the art and may include a basic input/output system 
(BIOS) stored in a read only memory (ROM) and one or more 
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program modules such as operating systems, application pro 
grams and program data stored in random access memory 
(RAM). 
0113. The computing device 800 can also include a variety 
of interface units and drives for reading and writing data. The 
data can include, for example, a displacement between the 
camera and the display screen as discussed above. 
0114. In particular, the computing device 800 includes a 
hard disk interface 808 and a removable memory interface 
810, respectively coupling a hard disk drive 812 and a remov 
able memory drive 814 to the system bus 806. Examples of 
removable memory drives 814 include magnetic disk drives 
and optical disk drives. The drives and their associated com 
puter-readable media, such as a Digital Versatile Disc (DVD) 
816 provide non-volatile storage of computer readable 
instructions, data structures, program modules and other data 
for the computer system 800. A single hard disk drive 812 and 
a single removable memory drive 814 are shown for illustra 
tion purposes only and with the understanding that the com 
puting device 800 can include several similar drives. Further 
more, the computing device 800 can include drives for 
interfacing with other types of computer readable media. 
0115 The computing device 800 may include additional 
interfaces for connecting devices to the system bus 806. FIG. 
8 shows a universal serial bus (USB) interface 818 which may 
be used to couplea device to the system bus 806. For example, 
an IEEE 1394 interface 820 may be used to couple additional 
devices to the computing device 800. Examples of additional 
devices include cameras for receiving images or video, such 
as the training images of FIG. 1. 
0116. The computing device 800 can operate in a net 
worked environment using logical connections to one or more 
remote computers or other devices, such as a server, a router, 
a network personal computer, a peer device or other common 
network node, a wireless telephone or wireless personal digi 
tal assistant. The computing device 800 includes a network 
interface 822 that couples the system bus 806 to a local area 
network (LAN) 824. Networking environments are common 
place in offices, enterprise-wide computer networks and 
home computer systems. 
0117. A wide area network (WAN), such as the Internet, 
can also be accessed by the computing device, for example 
via a modem unit connected to a serial port interface 826 or 
via the LAN 824. 
0118 Video conferencing can be performed using the 
LAN 824, the WAN, or a combination thereof. 
0119. It will be appreciated that the network connections 
shown and described are exemplary and other ways of estab 
lishing a communications link between computers can be 
used. The existence of any of various well-known protocols, 
such as TCP/IP, Frame Relay, Ethernet, FTP, HTTP and the 
like, is presumed, and the computing device can be operated 
in a client-server configuration to permita user to retrieve data 
from, for example, a web-based server. 
0.120. The operation of the computing device can be con 
trolled by a variety of different program modules. Examples 
of program modules are routines, programs, objects, compo 
nents, and data structures that perform particular tasks or 
implement particular abstract data types. The present inven 
tion may also be practiced with other computer system con 
figurations, including hand-held devices, multiprocessor sys 
tems, microprocessor-based or programmable consumer 
electronics, network PCs, minicomputers, mainframe com 
puters, personal digital assistants and the like. Furthermore, 
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the invention may also be practiced in distributed computing 
environments where tasks are performed by remote process 
ing devices that are linked through a communications net 
work. In a distributed computing environment, program mod 
ules may be located in both local and remote memory storage 
devices. 
0121. In Summary, advantages of some embodiments of 
the present invention include an improved video conferenc 
ing experience, an improved video or image based commu 
nication, and simpler and less expensive video capture or 
conferencing systems. Additionally, the present invention can 
be applied to legacy video conferencing systems. 
0122) The above description of various embodiments of 
the present invention is provided for purposes of description 
to one of ordinary skill in the related art. It is not intended to 
be exhaustive or to limit the invention to a single disclosed 
embodiment. As mentioned above, numerous alternatives and 
variations to the present invention will be apparent to those 
skilled in the art of the above teaching. Accordingly, while 
Some alternative embodiments have been discussed specifi 
cally, other embodiments will be apparent or relatively easily 
developed by those of ordinary skill in the art. Accordingly, 
this patent specification is intended to embrace all alterna 
tives, modifications and variations of the present invention 
that have been discussed herein, and other embodiments that 
fall within the spirit and scope of the above described inven 
tion. 
0123. Accordingly, the system and method for eye align 
ment in video is simplified, provides an effective, safe, inex 
pensive and efficient structure and method which achieves all 
the enumerated objectives, provides for eliminating difficul 
ties encountered with prior art video conferencing systems, 
and solves problems and obtains new results in the art. 
0124. In the foregoing description, certain terms have 
been used for brevity, clearness and understanding; but no 
unnecessary limitations are to be implied therefrom beyond 
the requirements of the prior art, because Such terms are used 
for descriptive purposes and are intended to be broadly con 
Strued. 
0.125 Moreover, the description and illustration of the 
invention is by way of example, and the scope of the invention 
is not limited to the exact details shown or described. 
0126 Having now described the features, discoveries and 
principles of the invention, the manner in which the system 
and method for eye alignment is used and installed, the char 
acteristics of the construction, arrangement and method steps, 
and the advantageous, new and useful results obtained; the 
new and useful structures, devices, elements, arrangements, 
process, parts and combinations are set forth in the appended 
claims. 
What is claimed is: 
1. A system for image manipulation, including: 
a Camera, 
a display Screen adjacent to the camera; 
a processor coupled to the camera and the display screen; 

and 
a memory coupled to the processor, including instructions 

executable by the processor for: 
receiving a source image from the camera; and 
generating a synthetic image based upon the Source image, 

the synthetic image corresponding to a view of a virtual 
camera located at the display Screen. 

2. The system according to claim 1, wherein the camera 
and display Screen are integrated into a single structure. 
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3. The system according to claim 1, wherein the camera 
and display are independently movable, and the memory 
further includes instructions for estimating a location of the 
display screen relative to the camera. 

4. The system according to claim 1, wherein generating a 
synthetic image further includes: 

detecting a face in the Source image; and 
transforming the face according to a location of the virtual 
CaCa. 

5. The system according to claim 4, wherein transforming 
the face includes applying an Active Appearance Model 
(AAM) to the face, and modifying parameters of the AAM. 

6. The system according to claim 4, wherein generating a 
synthetic image further includes: 

generating a 3D model of the face; and 
rotating the 3D model according to a displacement 

between the camera and the virtual camera. 
7. The system according to claim 1, wherein the virtual 

camera location is fixed centrally with respect to the display 
SCC. 

8. The system according to claim 1, wherein the virtual 
camera location is determined based upon content presented 
on the display screen. 

9. The system according to claim 1, wherein the image 
comprises an image of a video sequence. 

10. The system according to claim 9, wherein the video 
sequence is one of a two-dimensional or a three-dimensional 
Video sequence. 

11. The system according to claim 1, wherein the memory 
further includes instructions for: 

receiving a second source image from the camera; and 
generating a second synthetic image based upon the source 

image and the second source image, the second synthetic 
image corresponding to the view of the virtual camera. 

12. The system according to claim 1, wherein generating 
the synthetic image comprises modifying metadata relating to 
the source image. 

13. The system according to claim 12, wherein the meta 
data includes camera parameters. 

14. A computer implemented method for video conferenc 
ing including: 

receiving, on a data interface, a source image from a cam 
era; and 

generating, by a processor, a synthetic image based upon 
the Source image, the synthetic image corresponding to 
a view of a virtual camera located at a display screen, 
wherein the display screen is adjacent to the camera. 

15. The method according to claim 14, further including 
estimating a location of the display Screen relative to the 
CaCa. 

16. The method according to claim 14, wherein generating 
a synthetic image further includes: 

detecting a face in the Source image; and 
transforming the face according to a location of the virtual 
CaCa. 

17. The method according to claim 16, wherein transform 
ing the face includes applying an Active Appearance Model 
(AAM) to the face, and modifying parameters of the AAM. 

18. The method according to claim 16, wherein generating 
the synthetic image further includes: 

generating a 3D model of the face; and 
rotating the 3D model according to a displacement 

between the camera and the virtual camera. 
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19. The method according to claim 16, wherein transform 
ing the face includes transferring facial expressions from the 
face to an avatar image. 

20. The method according to claim 14, wherein the virtual 
camera location is determined, by the processor, based upon 
content presented on the display Screen. 
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