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TECHNIQUES FOR DEVICE CONNECTIONS
USING TOUCH GESTURES

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of, claims the
benefit of and priority to previously filed U.S. patent applica-
tion Ser. No. 13/535,795 filed Jun. 28, 2012, entitled “TECH-
NIQUES FOR DEVICE CONNECTIONS USING TOUCH
GESTURES”, the subject matter of which is incorporated
herein by reference in its entirety.

BACKGROUND

[0002] Trust establishment between electronic and/or com-
puting devices is a fundamental challenge in mainstream
computing as the number and type of personal and portable
computing form factors continues to increase. In general,
trust establishment involves authenticating the identities of
users or devices to enable the establishment of communica-
tion connections for any number of activities including but
not limited to an exchange of personal data between devices,
social sharing of media or to create a shared experience
between multiple devices. Complex solutions have been
employed by skilled individuals in the past, including Wi-Fi
Protected Setup and Bluetooth pairing, but these solutions
have essentially proven difficult to use, unreliable and prone
to security defects. Manageable authentication methods for
the general public are essentially missing from the consumer
electronic device domain, for instance, for establishing a
secure connection between two commonly owned, controlled
or collocated devices such as between a smart phone and a
tablet computing device, two smart phones, or a laptop and a
personal digital assistant (PDA). Thus, as consumer elec-
tronic devices, such as mobile computing form factors, have
increased in processing power and functionality, a straight-
forward and effective protocol for securely connecting these
devices remains elusive. It is with respect to these and other
considerations that the present improvements have been
needed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] FIG. 1 illustrates an embodiment of a first touch
gesture authentication system.

[0004] FIG. 2 illustrates an embodiment of an operating
environment.

[0005] FIG. 3 illustrates an embodiment of a first informa-
tion flow.

[0006] FIG. 4 illustrates an embodiment of a second touch
gesture authentication system.

[0007] FIG. 5 illustrates an embodiment of a second infor-
mation flow.

[0008] FIG. 6A illustrates an embodiment of a first logic
flow.

[0009] FIG. 6B illustrates an embodiment of a second logic
flow.

[0010] FIG. 7 illustrates an embodiment of a computing
architecture.

DETAILED DESCRIPTION

[0011] Various embodiments are generally directed to tech-

niques for the authentication of electronic devices. Some
embodiments are particularly directed to authentication of
proximate electronic devices utilizing touch based gestures
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entered on two or more proximate electronic devices. The
devices may establish a connection utilizing authentication
information entered in the form of touch gestures through a
touch gesture input device, such as a touch-sensitive display
or touch interface. Messages, data, information, access to
input/output devices or any other suitable parameter may be
exchanged between the devices through the connection, such
as through a wireless communication connection. The
authentication techniques described herein operate to signifi-
cantly increase the reliability and simplicity of electronic
device authentication, thereby enhancing user productivity,
convenience, and experience.

[0012] With general reference to notations and nomencla-
ture used herein, the detailed description which follows may
be presented in terms of program procedures executed on a
computer or network of computers. These procedural
descriptions and representations are used by those skilled in
the art to most effectively convey the substance of their work
to others skilled in the art.

[0013] A procedure is here and is generally conceived to be
a self-consistent sequence of operations leading to a desired
result. These operations are those requiring physical manipu-
lations of physical quantities. Usually, though not necessarily,
these quantities take the form of electrical, magnetic or opti-
cal signals capable of being stored, transferred, combined,
compared, and otherwise manipulated. It proves convenient
at times, principally for reasons of common usage, to refer to
these signals as bits, values, elements, symbols, characters,
terms, numbers, or the like. It should be noted, however, that
all of these and similar terms are to be associated with the
appropriate physical quantities and are merely convenient
labels applied to those quantities.

[0014] Further, the manipulations performed are often
referred to in terms, such as adding or comparing, which are
commonly associated with mental operations performed by a
human operator. No such capability of a human operator is
necessary, or desirable in most cases, in any of the operations
described herein which form part of one or more embodi-
ments. Rather, the operations are machine operations. Useful
machines for performing operations of various embodiments
include general purpose digital computers or similar devices.

[0015] Various embodiments also relate to apparatus or
systems for performing these operations. This apparatus may
be specially constructed for the required purpose or it may
comprise a general purpose computer as selectively activated
or reconfigured by a computer program stored in the com-
puter. The procedures presented herein are not inherently
related to a particular computer or other apparatus. Various
general purpose machines may be used with programs written
in accordance with the teachings herein, or it may prove
convenient to construct more specialized apparatus to per-
form the required method steps. The required structure for a
variety of these machines will appear from the description
given.

[0016] Reference is now made to the drawings, wherein
like reference numerals are used to refer to like elements
throughout. In the following description, for purposes of
explanation, numerous specific details are set forth in order to
provide a thorough understanding thereof. It may be evident,
however, that the novel embodiments can be practiced with-
out these specific details. In other instances, well known
structures and devices are shown in block diagram form in
order to facilitate a description thereof. The intention is to
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cover all modifications, equivalents, and alternatives consis-
tent with the claimed subject matter.

[0017] FIG.1illustrates a block diagram for atouch gesture
authentication system 100. In one embodiment, the touch
gesture authentication system 100 may comprise a computer-
based system comprising one or more computing devices or,
as referred to hereinafter, electronic device 120-a. The elec-
tronic device 120-a may comprise, for example, a processor
130, a memory unit 150, input/output devices 160-¢, displays
170-d, and one or more transceivers 180-e. The electronic
device 120-a may further have installed or comprise a gesture
recognition application 140. The memory unit 150 may store
an unexecuted version of the gesture recognition application
140 and one or more gesture templates 144. Although the
touch gesture authentication system 100 shown in FIG. 1 has
a limited number of elements in a certain topology, it may be
appreciated that the touch gesture authentication system 100
may include more or less elements in alternate topologies as
desired for a given implementation.

[0018] It is worthy to note that “a” and “b” and “c” and
similar designators as used herein are intended to be variables
representing any positive integer. Thus, for example, if an
implementation sets a value for a=5, then a complete set of
electronic devices 120-a may include electronic devices 120-
1, 120-2, 120-3, 120-4 and 120-5. The embodiments are not
limited in this context.

[0019] In various embodiments, the touch gesture authen-
tication system 100 may comprise two or more electronic
devices 120-a, such as electronic devices 120-1, 120-2. Some
examples of an electronic device may include without limi-
tation an ultra-mobile device, a mobile device, a personal
digital assistant (PDA), a mobile computing device, a smart
phone, a telephone, a digital telephone, a cellular telephone,
eBook readers, a handset, a one-way pager, a two-way pager,
a messaging device, a computer, a personal computer (PC), a
desktop computer, a laptop computer, a notebook computer, a
netbook computer, a handheld computer, a tablet computer, a
server, a server array or server farm, a web server, a network
server, an Internet server, a work station, a mini-computer, a
main frame computer, a supercomputer, a network appliance,
a web appliance, a distributed computing system, multipro-
cessor systems, processor-based systems, consumer electron-
ics, programmable consumer electronics, game devices, tele-
vision, digital television, set top box, wireless access point,
machine, or combination thereof. The embodiments are not
limited in this context, however, several embodiments
described herein require that each of a plurality of devices
should have or include a touch-enabled user interface or
touch-sensitive display and should also have wired or wire-
less networking capabilities.

[0020] In one embodiment, for example, the electronic
device 120-1 may be implemented as a desktop computer
having wireless communications capabilities. The electronic
device 120-2 may be implemented as a mobile device having
a portable power supply and wireless communications capa-
bilities, such as a laptop computer, handheld computer, tablet
computer, smart phone, gaming device, consumer electronic,
or other mobile device. The embodiments are not limited to
these examples, however, and any pair of electronic devices
120-1, 120-2 may be used as desired for a given implemen-
tation. Further, although the electronic devices 120-1, 120-2
are shown in FIG. 1 as homogeneous devices having the same
or similar device elements, it may be appreciated that the
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electronic devices 120-1, 120-2 may comprise heterogeneous
devices having different device elements. The embodiments
are not limited in this context.

[0021] Invarious embodiments, one or more devices 120-1,
120-2 of the touch gesture authentication system 100 may
comprise a processor 130. The processor 130 can be any of
various commercially available processors, including with-
out limitation an AMD® Athlon®, Duron® and Opteron®
processors; ARM® application, embedded and secure pro-
cessors; IBM® and Motorola® DragonBall® and Pow-
erPC® processors; IBM and Sony® Cell processors; Intel®
Celeron®, Core (2) Duo®, Core (2) Quad®, Core i3®, Core
15®, Core 17®, Atom®, Itanium®, Pentium®, Xeon®, and
XScale® processors; and similar processors. Dual micropro-
cessors, multi-core processors, and other multi-processor
architectures may also be employed as the processing 130.
[0022] Invarious embodiments, one or more devices 120-1,
120-2 of the touch gesture authentication system 100 may
comprise a memory unit 150. The memory unit 150 may
store, among other types of information, the gesture recogni-
tion application 140 and gesture templates 144. The memory
unit 150 may include various types of computer-readable
storage media in the form of one or more higher speed
memory units, such as read-only memory (ROM), random-
access memory (RAM), dynamic RAM (DRAM), Double-
Data-Rate  DRAM (DDRAM), synchronous DRAM
(SDRAM), static RAM (SRAM), programmable ROM
(PROM), erasable programmable ROM (EPROM), electri-
cally erasable programmable ROM (EEPROM), flash
memory, polymer memory such as ferroelectric polymer
memory, ovonic memory, phase change or ferroelectric
memory, silicon-oxide-nitride-oxide-silicon ~ (SONOS)
memory, magnetic or optical cards, an array of devices such
as Redundant Array of Independent Disks (RAID) drives,
solid state memory devices (e.g., USB memory, solid state
drives (SSD) and any other type of storage media suitable for
storing information.

[0023] In various embodiments, the touch gesture authen-
tication system 100 may comprise one or more input/output
devices 160-c. The one or more input/output devices 160-¢
may be arranged to provide functionality to the electronic
device 120-g including but not limited to capturing images,
exchanging information, capturing or reproducing multime-
dia information, determining a location of the electronic
device 120-a or any other suitable functionality. Non-limiting
examples of input/output devices 160-c include a camera, QR
reader/writer, bar code reader, and a display 170-d coupled
with an electronic device 120-a. The embodiments are not
limited in this respect.

[0024] The electronic devices 120-1, 120-2 may each
implement a display 170-d in some embodiments. The dis-
play 170-d may comprise any digital display device suitable
for the electronic devices 120-1, 120-2. For instance, the
displays 170-d may be implemented by a liquid crystal dis-
play (LCD) such as a touch-sensitive, color, thin-film transis-
tor (TFT) LCD, a plasma display, a light emitting diode
(LED) display, an organic light emitting diode (OLED) dis-
play, a cathode ray tube (CRT) display, or other type of
suitable visual interface for displaying content to a user of the
electronic devices 120-1, 120-2. The displays 170-d may
further include some form of a backlight or brightness emitter
as desired for a given implementation.

[0025] In various embodiments, the display 170-d may
comprise touch-sensitive or touchscreen display. A touch-
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screen may comprise an electronic visual display that is
operative to detect the presence and location of a touch within
the display area or touch interface. In some embodiments, the
display may be sensitive or responsive to touching of the
display of the device with a finger or hand. In other embodi-
ments, the display may be operative to sense other passive
objects, such as a stylus or electronic pen. In various embodi-
ments, display 170-d may enable a user to interact directly
with what is displayed, rather than indirectly with a pointer
controlled by a mouse or touchpad. Other embodiments are
described and claimed.

[0026] The electronic devices 120-1, 120-2 may each
implement one or more wireless transceivers 180-¢. Each of
the wireless transceivers 180-¢ may be implemented as physi-
cal wireless adapters or virtual wireless adapters sometimes
referred to as “hardware radios” and “software radios.” In the
latter case, a single physical wireless adapter may be virtual-
ized using software into multiple virtual wireless adapters. A
physical wireless adapter typically connects to a hardware-
based wireless access point. A virtual wireless adapter typi-
cally connects to a software-based wireless access point,
sometimes referred to as a “SoftAP.”” For instance, a virtual
wireless adapter may allow ad hoc communications between
peer devices, such as a smart phone and a desktop computer or
notebook computer. Various embodiments may use a single
physical wireless adapter implemented as multiple virtual
wireless adapters, multiple physical wireless adapters, mul-
tiple physical wireless adapters each implemented as multiple
virtual wireless adapters, or some combination thereof. The
embodiments are not limited in this case.

[0027] The wireless transceivers 180-e may comprise or
implement various communication techniques to allow the
electronic devices 120-1, 120-2 to communicate with other
electronic devices. For instance, the wireless transceivers
180-¢ may implement various types of standard communica-
tion elements designed to be interoperable with a network,
such as one or more communications interfaces, network
interfaces, network interface cards (NIC), radios, wireless
transmitters/receivers (transceivers), wired and/or wireless
communication media, physical connectors, and so forth. By
way of example, and not limitation, communication media
includes wired communications media and wireless commu-
nications media. Examples of wired communications media
may include a wire, cable, metal leads, printed circuit boards
(PCB), backplanes, switch fabrics, semiconductor material,
twisted-pair wire, co-axial cable, fiber optics, a propagated
signal, and so forth. Examples of wireless communications
media may include acoustic, radio-frequency (RF) spectrum,
infrared and other wireless media.

[0028] In various embodiments, the electronic devices
120-a may implement different types of wireless transceivers
180-e. Each of the wireless transceivers 180-¢ may imple-
ment or utilize a same or different set of communication
parameters to communicate information between various
electronic devices. In one embodiment, for example, each of
the wireless transceivers 180-¢ may implement or utilize a
different set of communication parameters to communicate
information between the electronic device 120-a and aremote
device. Some examples of communication parameters may
include without limitation a communication protocol, a com-
munication standard, a radio-frequency (RF) band, a radio, a
transmitter/receiver (transceiver), a radio processor, a base-
band processor, a network scanning threshold parameter, a
radio-frequency channel parameter, an access point param-
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eter, a rate selection parameter, a frame size parameter, an
aggregation size parameter, a packet retry limit parameter, a
protocol parameter, a radio parameter, modulation and cod-
ing scheme (MCS), acknowledgement parameter, media
access control (MAC) layer parameter, physical (PHY) layer
parameter, and any other communication parameters affect-
ing operations for the wireless transceivers 180-e. The
embodiments are not limited in this context.

[0029] In various embodiments, the wireless transceivers
180-¢ may implement different communication parameters
offering varying bandwidths, communications speeds, or
transmission range. For instance, a first wireless transceiver
180-1 may comprise a short-range interface implementing
suitable communication parameters for shorter range com-
munications of information, while a second wireless trans-
ceiver 180-2 may comprise a long-range interface imple-
menting suitable communication parameters for longer range
communications of information.

[0030] In various embodiments, the terms “short-range”
and “long-range” may be relative terms referring to associ-
ated communications ranges (or distances) for associated
wireless transceivers 180-¢ as compared to each other rather
than an objective standard. In one embodiment, for example,
the term “short-range” may refer to a communications range
or distance for the first wireless transceiver 180-1 that is
shorter than a communications range or distance for another
wireless transceiver 180-¢ implemented for the electronic
device 120-a, such as a second wireless transceiver 180-2.
Similarly, the term “long-range” may refer to a communica-
tions range or distance for the second wireless transceiver
180-2 that is longer than a communications range or distance
for another wireless transceiver 180-¢ implemented for the
electronic device 120-a, such as the first wireless transceiver
180-1. The embodiments are not limited in this context.

[0031] In various embodiments, the terms “short-range”
and “long-range” may be relative terms referring to associ-
ated communications ranges (or distances) for associated
wireless transceivers 180-¢ as compared to an objective mea-
sure, such as provided by a communications standard, proto-
col or interface. In one embodiment, for example, the term
“short-range” may refer to a communications range or dis-
tance for the first wireless transceiver 180-1 that is shorter
than 300 meters or some other defined distance. Similarly, the
term “long-range” may refer to a communications range or
distance for the second wireless transceiver 180-2 that is
longer than 300 meters or some other defined distance. The
embodiments are not limited in this context.

[0032] Inoneembodiment, for example, the wireless trans-
ceiver 180-1 may comprise a radio designed to communicate
information over a wireless personal area network (WPAN)
or a wireless local area network (WLAN). The wireless trans-
ceiver 180-1 may be arranged to provide data communica-
tions functionality in accordance with different types of lower
range wireless network systems or protocols. Examples of
suitable WPAN systems offering lower range data communi-
cation services may include a Bluetooth system as defined by
the Bluetooth Special Interest Group, an infra-red (IR) sys-
tem, an Institute of Electrical and Electronics Engineers
(IEEE) 802.15 system, a DASH?7 system, wireless universal
serial bus (USB), wireless high-definition (HD), an ultra-side
band (UWB) system, and similar systems. Examples of suit-
able WLAN systems offering lower range data communica-
tions services may include the IEEE 802.xx series of proto-
cols, such as the IEEE 802.11a/b/g/n series of standard
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protocols and variants (also referred to as “WiFi”). It may be
appreciated that other wireless techniques may be imple-
mented, and the embodiments are not limited in this context.

[0033] Inoneembodiment, for example, the wireless trans-
ceiver 180-2 may comprise a radio designed to communicate
information over a wireless local area network (WLAN), a
wireless metropolitan area network (WMAN), a wireless
wide area network (WWAN), or a cellular radiotelephone
system. The wireless transceiver 180-2 may be arranged to
provide data communications functionality in accordance
with different types of longer range wireless network systems
or protocols. Examples of suitable wireless network systems
offering longer range data communication services may
include the IEEE 802.xx series of protocols, such as the IEEE
802.11a/b/g/n series of standard protocols and variants, the
IEEE 802.16 series of standard protocols and variants, the
IEEE 802.20 series of standard protocols and variants (also
referred to as “Mobile Broadband Wireless Access™), and so
forth. Alternatively, the wireless transceiver 180-2 may com-
prise a radio designed to communication information across
data networking links provided by one or more cellular radio-
telephone systems. Examples of cellular radiotelephone sys-
tems offering data communications services may include
GSM with General Packet Radio Service (GPRS) systems
(GSM/GPRS), CDMA/IXRTT systems, Enhanced Data
Rates for Global Evolution (EDGE) systems, Evolution Data
Only or Evolution Data Optimized (EV-DO) systems, Evo-
Iution For Data and Voice (EV-DV) systems, High Speed
Downlink Packet Access (HSDPA) systems, High Speed
Uplink Packet Access (HSUPA), and similar systems. It may
be appreciated that other wireless techniques may be imple-
mented, and the embodiments are not limited in this context.

[0034] Although not shown, the electronic device 120-a
may further comprise one or more device resources com-
monly implemented for electronic devices, such as various
computing and communications platform hardware and soft-
ware components typically implemented by a personal elec-
tronic device. Some examples of device resources may
include without limitation a co-processor, a graphics process-
ing unit (GPU), a chipset/platform control hub (PCH), an
input/output (I/O) device, computer-readable media, display
electronics, display backlight, network interfaces, location
devices (e.g., a GPS receiver), sensors (e.g., biometric, ther-
mal, environmental, proximity, accelerometers, barometric,
pressure, etc.), portable power supplies (e.g., a battery), appli-
cation programs, system programs, and so forth. Other
examples of device resources are described with reference to
exemplary computing architectures shown by FIG. 7. The
embodiments, however, are not limited to these examples.

[0035] In the illustrated embodiment shown in FIG. 1, the
processor 130 may be communicatively coupled to the wire-
less transceivers 180-¢ and the memory unit 150. The
memory unit 150 may store a gesture recognition application
140 arranged for execution by the processor 130 to authenti-
cate electronic devices 120-a. The gesture recognition appli-
cation 140 may generally provide features to securely authen-
ticate electronic devices 120-¢ in proximity to each other
utilizing personalized touch gestures entered via one or more
touch interfaces of the respective electronic devices 120-a.
More particularly, the gesture recognition application 140
may allow a user of electronic devices 120-a to rapidly estab-
lish a secure connection between two or more devices 120-a
using personalized touch gestures.
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[0036] In various embodiments, it may be desirable to
establish a connection between devices 120-a. For example,
devices 120-a may be located in proximity to one another,
may be controlled or owned by the same user and/or may be
connected to the same wireless network. A secure connection
that can be easily established between the devices 120-a may
allow for the sharing of information or data between devices
120-a and/or may allow for the sharing of resources (e.g.
displays, peripherals, etc.) between devices 120-a. These and
other advantageous can be realized based on the implemen-
tation of an easy-to-use mechanism to authenticate the same
user on the devices 120-a and subsequently establishing a
connection between the devices 120-a.

[0037] The gesture recognition application 140 of elec-
tronic device 120-1 may be operative on the processor 130 to
detect that electronic device 120-2 is proximate to the elec-
tronic device 120-1. For example, the detecting may comprise
one or more of determining that the electronic device 120-1
and the electronic device 120-2 are connected to a same
wireless network. In other embodiments, audio signals may
be used by electronic device 120-1 and the electronic device
120-2 to determine a distance between the electronic devices
120-a. In still other embodiments, radio frequency signals
may be used to determine a distance between the electronic
devices 120-a. It should be understood that any known prox-
imity or location (e.g. global positioning system, cellular
triangulation, etc.) detection method or technique could be
used and still fall within the described embodiments.

[0038] In some embodiments, responsive to determining
that the electronic devices 120-g are in proximity to one
another, gesture recognition application 140 may be initiated
or launched. For example, upon detection of a close proxim-
ity, gesture recognition application 140 may be automatically
launched and may be operative to display one or more graphi-
cal user interface (GUI) elements requesting entry of a per-
sonalized touch gesture. In other embodiments, the gesture
recognition application 140 may be manually launched by a
user of any of electronic devices 120-a to initiate the touch
gesture authentication system 100. The embodiments are not
limited in this respect.

[0039] The gesture recognition application 140 may be
operative, as part of touch gesture authentication system 100,
to generate a prompt on each electronic device 120-a request-
ing entry of a gesture input by a user. The gesture inputs may
comprise one or more of a shape, letter, number, or symbol
entered using a touch-screen display 170-1, 170-2 in some
embodiments. For example, the gesture inputs may comprise
a shape, letter, number, or symbol drawn on the touch-screen
display 170-1 using a finger or stylus. In other embodiments,
the gesture inputs may comprise multi-touch gesture inputs.
Other embodiments are described and claimed.

[0040] In various embodiments, the gesture recognition
application 140 may be operative on the processor 130 to
receive a first gesture input entered via the touch-screen dis-
play 170-1 of electronic device 120-1. A second gesture input
may be entered via the touch-screen display 170-2 of elec-
tronic device 120-2 that is in proximity to electronic device
120-1 and gesture recognition application 140 of electronic
device 120-2 may be operative to send the second gesture
input to the gesture recognition application 140 of electronic
device 120-1. Electronic device 120-1 may receive both the
first and second gesture inputs and may utilize gesture recog-
nition application 140 or any other suitable logic to analyze
and/or compare the gestures. In some embodiments more
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than one gesture input may be entered or received on two or
more electronic devices, such as both of electronic devices
120-1 and 120-2. In these embodiments, the two “touched”
electronic devices may be operative to broadcast to all elec-
tronic devices within defined proximity, such as within a
same sub-net, to determine if any other devices have received
a gesture input. In these embodiments, only the two (or more)
electronic devices that were used by the user (e.g. received a
gesture input) would have all of the gesture input authentica-
tion information to be operative to perform a comparison of
the gesture inputs and to form a connection based on the
gesture inputs.

[0041] The exchange of gestures and other information,
messages and/or data is shown in FIG. 1 as authentication/
connection messages 114-5. The authentication/connection
messages 114-b may comprise, in addition to the received
gesture inputs used for authentication, information necessary
for establishing a wireless connection between the devices
120-1 and 120-2 including but not limited to device identifi-
cation information. Other embodiments are described and
claimed.

[0042] Insome embodiments, gesture recognition applica-
tion 140 may be operative to compare the first gesture input
and the second gesture input. In various embodiments, com-
parison of the first gesture input and the second gesture input
may be used to determine if a successful authentication
operation has been completed which may result in the estab-
lishment of a wireless connection between electronic device
120-1 and electronic device 120-2. For example, if a similar-
ity of the first gesture input and the second gesture input meets
or exceeds a similarity threshold (which may be predeter-
mined), a wireless connection may be established between
the electronic device 120-1 and the electronic device 120-2.
The similarity may be based on any number of factors includ-
ing but not limited to a sequence of raw data points associated
with the gestures, special geometric features of the gestures,
the manner, timing or direction in which the gestures are
created or any other suitable factor.

[0043] In other embodiments, two or more different ges-
tures may be predetermined to be linked together (e.g. as a
set) for authentication purposes. For example, a first gesture
input may be entered at electronic device 120-1 and a second,
different gesture input may be entered at electronic device
120-2. While different, in some embodiments one or more of
electronic devices 120-1 or 120-2 may be aware that when
presented together, these different gesture inputs are suffi-
cient to establish a connection as described elsewhere herein.
In some embodiments, the use of different gestures with a
predetermined pairing or linking may enhance the connection
security for the electronic devices 120-1 and 120-2 by pre-
venting a bystander from seeing and attempting to copy a
gesture input used on one electronic device to try to establish
an unauthorized connection with their own or any other
device. By using different gestures, both gestures needed for
authentication would need to be known by the bystander to
establish a connection. Other embodiments are described and
claimed.

[0044] The comparing of the first and second gesture inputs
may ensure that a same user is authorizing both electronic
devices 120-1 and 120-2. For example, different users may be
unable to replicate, with sufficient similarity, a personalized
gesture input or may not be aware of the linked or paired
different gestures used for authentication. By way of contrast,
a password or other conventional authentication mechanism
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may be easily entered on electronic devices 120-1 and 120-2
to establish a connection. Use of a personalized and/or user
selected gesture input may provide a level of personalization
to the authentication process while enabling an easy way to
establish a secure connection for multi-device usage sce-
narios. In some embodiments, the gesture inputs described
herein may be used as the only form of authentication infor-
mation. In other embodiments, the gesture inputs may be used
in combination with other forms of authentication such as a
passcode or passphrase. For example, a password may be
entered along with a gesture input and the two may be linked
together such that the combination of authentication inputs
can be used. Other embodiments are described and claimed.
[0045] While described above with reference to a compari-
son of the first gesture input to a second gesture input, the
gesture recognition application 140 may be operative on the
processor to initiate a gesture recognition training phase in
some embodiments to generate and store one or more gesture
templates for use in future comparison and authentication
operations. For example, the gesture recognition application
140 may be operative to generate a prompt requesting entry of
a training gesture input, the training gesture input may be
received, and a request for reentry of the training gesture input
may be generated (one or more times) to ensure that the
training gesture is entered correctly and is repeatable. The
training gesture input may be stored as a gesture template in
the memory unit 150.

[0046] In various embodiments, the gesture recognition
application 140 may be operative on the processor 130 to
compare the first gesture input and/or the second gesture
input to the gesture template and to calculate a similarity
confidence score based on the comparison. The gesture rec-
ognition application 140 may also be operative to establish
the connection between the devices 120-1 and 120-2 if the
similarity confidence score meets or exceeds the similarity
threshold. The generation and saving of gesture templates
may allow the system to more precisely define gesture inputs.
The use of gesture templates may also allow the gesture
recognition application 140 to associate different gesture
inputs with different users, to associate different types of
connections or different levels of security access with differ-
ent gestures, or to associate different sharing modes with
different gestures. For example, one gesture could be defined
or assigned to establish a connection and open a media shar-
ing application whereas another gesture could be defined or
assigned to establish a connection and open a file manager. In
other embodiments, different gestures could be assigned to
different family members with access to the same devices,
allowing for variable permissions based on the gesture inputs.
Theuse of a plurality of gesture inputs may provide additional
personalization based on user preferences and device func-
tionality. The embodiments are not limited in this respect.
[0047] FIG. 2 illustrates an embodiment of an operating
environment 200 for the touch gesture authentication system
100. More particularly, the operating environment 200 may
illustrate the presentation or generation of gesture inputs
202-1 and 202-2 on the touch interfaces, touchscreens and/or
touch-sensitive displays 170-1 and 170-2 of electronic
devices 120-1 and 120-2 respectively.

[0048] In the illustrated embodiment shown in FIG. 2, a
first gesture input 202-1 may be entered via the touch inter-
face 170-1 of electronic device 120-1 and a second gesture
input 202-2 may be entered via the touch interface 170-2 of
electronic device 120-2. While different in size and orienta-
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tion on the respective touch interfaces 170-1 and 170-2 (e.g.
dueto a difference in size of the interfaces 170-1 and 170-2 or
the difference in scale or size of the devices 120-1 and 120-2
for example), it can be seen in the FIG. 2 that the gesture
inputs 202-1 and 202-2 are substantially similar in their
shape, geometry and style. This similarity may be sufficient to
enable authentication of'a user of the devices 120-1 and 120-2
and to establish a wireless connection between the devices
120-1 and 120-2. While shown having a particular shape and
arrangement in FIG. 2, it should be understood that any suit-
able gesture input could be used and still fall within the
described embodiments.

[0049] In various embodiments, limitations may be placed
on the complexity (or lack of complexity) of the gesture
inputs. For example, a straight line may not be accepted as a
gesture input due to a lack of complexity and an associated
lack of personalization and security. By way of contrast, an
over-complex gesture input may also be rejected based on a
possible inability to adequately and repeatedly replicate the
gesture input. In some embodiments, the limitations on ges-
ture inputs may be defined or enforced during the above-
described training phase. Other embodiments are described
and claimed.

[0050] FIG. 3 illustrates an embodiment of an information
flow 300. The information flow 300 as shown in FIG. 3
represents an exemplary flow of information between a user
310-1 and electronic devices 120-1 and 120-2. A limited
number of information elements are shown in FIG. 3 for
purposes of illustration and not limitation. As such, more or
less information elements could be used and still fall within
the described embodiments.

[0051] As shown in FIG. 3, electronic devices 120-1 and
120-2 may be in proximity to one another and may be con-
trolled, owned or otherwise accessible to user 310-1. In some
embodiments, a first gesture input 202-1 may be received by
electronic device 120-1. For example, user 310-1 may enter
the first gesture input 202-1 via a touch interface of electronic
device 120-1. In various embodiments, a second gesture input
202-2 may be received by the electronic device 120-2 and the
second gesture input 202-2 may be provided from the elec-
tronic device 120-2 to the electronic device 120-1. For
example, the user may enter the second gesture input 202-2
via a touch interface of the electronic device 120-2 and the
electronic device 120-2 may provide the second gesture input
202-2 to the electronic device 120-1 as part of a gesture
authentication system or operation that is automatically ini-
tiated based on the proximity (or any other suitable param-
eter) of the devices 120-1 and 120-2 or manually initiated by
the user 310-1. For example, the second gesture input 202-2
may be provided from the second electronic device 120-2 to
the first electronic device 120-1 using on a temporary, unse-
cured connection used for purposes of exchanging authenti-
cation information. In other embodiments, the gesture input
templates may be stored locally at each device (e.g. at both
electronic device 120-1 and 120-2) and the comparison of the
gesture inputs 202-1 and 202-2 may be performed locally at
each device and the authentication may proceed according to
the local comparison. Other embodiments are described and
claimed.

[0052] In some embodiments, the electronic device 120-1
may be operative to compare the gesture inputs 202-1 and
202-2 or to compare the gesture inputs 202-1 and 202-2 to a
gesture input template if available. If, based on the compari-
son, the electronic device 120-1 determines that the gesture
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inputs 202-1 and 202-2 are sufficiently similar (e.g. based on
a similarity threshold), the electronic device may initiate the
establishment of a wireless connection 302 between the elec-
tronic devices 120-1 and 120-2. It should be understood that
while the comparison of the gesture inputs 202-1 and 202-2
occurs at the electronic device 120-1 in FIG. 3 for purposes of
illustration, the comparison may take place at any suitable
location within the system such as at electronic device 120-2
or at both electronic devices 120-1 and 120-2. The embodi-
ments are not limited in this respect.

[0053] Particular aspects, embodiments and alternatives of
the touch gesture authentication system 100 and the gesture
recognition application 140 may be further described with
reference to FIG. 4. More particularly, while FIGS. 1-3 illus-
trate and describe the touch gesture authentication system
100 implemented using a distributed or peer-to-peer (P2P)
approach where each device 120-a is capable of and/or
responsible for performing the gesture recognition process-
ing to establish a wireless connection, some embodiments
may include a centralized approach to performing gesture
recognition and processing as shown and described with ref-
erence to FIGS. 4-5. Moreover, while described herein as
requiring electronic devices 120-a to be in proximity to one
another for the touch gesture authentication systems 100,
400, it should be understood that some embodiments are
contemplated that involve the electronic devices 120-a not
being in proximity to one another. Other embodiments are
described and claimed.

[0054] FIG. 4 illustrates a block diagram for a touch gesture
authentication system 400. In one embodiment, the touch
gesture authentication system 400 may comprise a computer-
based system comprising one or more computing devices or,
as referred to hereinafter, electronic devices 120-a that may
be the same or similar to electronic devices 120-a of FIG. 1.
[0055] As described above, FIG. 4 may represent a central-
ized system based on the introduction or use of electronic
device 120-3. Stated differently, in the touch gesture authen-
tication system 400, establishing a connection between elec-
tronic devices 120-1 and 120-2 using personalized touch
gestures may include communicating authentication mes-
sages 114-b (e.g. gesture inputs) and other information
through a centralized server or intermediary electronic device
120-3 that is responsible for comparing the gesture inputs and
authenticating the connection rather than communicating
directly back and forth between devices 120-1 and 120-2 to
authenticate the devices as described with respect to FIG. 1.
[0056] While not shown in FIG. 4, the electronic devices
120-1 and 120-2 may comprise or include the same or similar
components to the electronic devices 120-1 and 120-2 of FIG.
1. In some embodiments, the electronic device 120-3 may
also include the same or similar components to the electronic
devices 120-1 and 120-2 of FIG. 1. In other embodiments, the
electronic device 120-3 may comprise a server, router, bridge,
gateway or other electronic device. In various embodiments,
while shown and described as being in proximity to electronic
devices 120-1 and 120-2, electronic device 120-3 may com-
prise a remote device. For example, electronic device 120-3
may comprise a server device accessible via the Internet or a
cloud-based device. Other embodiments are described and
claimed.

[0057] In various embodiments, a gesture recognition
application operative on a processor of electronic device
120-3 may be operative to receive a first gesture input from a
first electronic device 120-1 and to receive a second gesture
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input from a second electronic device 120-2. As shown in
FIG. 4, this information may comprise authentication mes-
sages 114-4. In some embodiments, the gesture recognition
application may be operative to compare the first gesture
input and the second gesture input and to establish, authorize,
initiate or otherwise enable a wireless connection between the
first electronic device 120-1 and the second electronic device
120-2 if a similarity of the first gesture input and the second
gesture input meets or exceeds a similarity threshold based on
the comparing.

[0058] In some embodiments a user may enter a first ges-
ture input via a touch interface of electronic device 120-1 and
may also enter a second gesture input via a touch interface of
electronic device 120-2. The electronic devices 120-1 and
120-2 may be operative to forward the gesture inputs (e.g.
authentication messages 114-5b) to electronic device 120-3 for
further processing (e.g. comparing, etc.). Responsive to
determining that the gesture inputs are sufficiently similar,
electronic device 120-3 may provide authentication informa-
tion to one or more of electronic devices 120-1 and 120-2 to
inform them of the authentication. In various embodiments,
the authentication information may also comprise or include
information used for establishing the wireless connection to
enable the exchange of connection messages 114-b between
electronic devices 120-1 and 120-2.

[0059] The gesture recognition application of electronic
device 120-3 may be operative to determine that the first
electronic device 120-1 is proximate to the second electronic
device 120-2 in some embodiments. For example, the prox-
imity may be established by determining that the first 120-1
and second 120-2 electronic devices are connected to a same
wireless network, by using audio signals to determine a dis-
tance between the first 120-1 and second 120-2 electronic
devices or by using radio frequency signals to determine a
distance between the first 120-1 and second 120-2 electronic
devices and to initiate gesture recognition based on the deter-
mining.

[0060] In various embodiments, the gesture recognition
application of electronic device 120-3 may be operative to
initiate or control a gesture recognition training phase. In the
gesture recognition training phase, a training gesture input
may be received from one or more of the electronic devices
120-1 or 120-2, reentry of the training gesture inputs may be
requested, and the training gesture input may be stored as a
gesture template at one or more memory units or storages of
electronic device 120-3 to assist with future authentications.
For example, authentication operations may include compar-
ing, at the electronic device 120-3, a first gesture input
received from electronic device 120-1 and a second gesture
input receiving from electronic device 120-2 to the gesture
template. Based on the comparison, a similarity confidence
score may be generated and the connection may be estab-
lished if the similarity confidence score meets or exceeds the
similarity threshold. Other embodiments are described and
claimed.

[0061] FIG. 5 illustrates an embodiment of an information
flow 500. The information flow 500 as shown in FIG. 5
represents an exemplary flow of information between a user
510-1 and electronic devices 120-1, 120-2 and 120-3 as
described with respect to the centralized system of FIG. 4. A
limited number of information elements are shown in FIG. 5
for purposes of illustration and not limitation. As such, more
or less information elements could be used and still fall within
the described embodiments.
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[0062] As shown in FIG. 5, electronic devices 120-1 and
120-2 may be in proximity to one another and may be con-
trolled, owned or otherwise accessible to user 510-1. In some
embodiments, a first gesture input 202-1 may be received by
electronic device 120-1. For example, user 510-1 may enter
the first gesture input 202-1 via a touch interface of electronic
device 120-1. In various embodiments, a second gesture input
202-2 may be received by the electronic device 120-2. For
example, the user 510-1 may enter the second gesture input
202-2 via a touch interface of the electronic device 120-2.
[0063] In some embodiments, each of the electronic
devices 120-1 and 120-2 may be operative to provide the
received gesture inputs to electronic device 120-3 which may
be operative to compare the gesture inputs 202-1 and 202-2 or
to compare the gesture inputs 202-1 and 202-2 to a gesture
input template if available. If, based on the comparison, the
electronic device 120-3 determines that the gesture inputs
202-1 and 202-2 are sufficiently similar (e.g. based on a
similarity threshold), the electronic device 120-3 may initiate
the establishment of a wireless connection 302 between the
electronic devices 120-1 and 120-2 by providing authentica-
tion and/or connection information 502/502 to the electronic
device 120-1 and 120-2. Based on this information, electronic
devices 120-1 and 120-2 may establish a wireless connection
506.

[0064] FIG. 6A illustrates one embodiment of a logic flow
600. The logic flow 600 may be representative of some or all
of the operations executed by one or more embodiments
described herein. For example, the logic flow 600 may illus-
trate operations performed by the touch gesture recognition
system 100 and, more particularly, an electronic device 120-1
of a touch gesture recognition system 100 in a distributed or
P2P system.

[0065] Intheillustrated embodiment shown in FIG. 6 A, the
logic flow 600 may include receiving a first gesture input at a
first electronic device at 602. For example, first gesture input
202-1 may be entered via touch interface 170-1 of electronic
device 120-1. In various embodiments, at 604 a second ges-
ture input may be received from a second electronic device in
proximity to the first electronic device. For example, second
gesture input 202-2 may be entered via touch interface 170-2
of electronic device 120-2 and may be provided to electronic
device 120-1 over a shared network connection, a temporary
direct connection or via any other suitable means. In other
embodiments, as described above, each gesture input 202-1
and 202-2 may be compared to a locally stored gesture input
template at the respective receiving electronic device 120-1 or
120-2. The embodiments are not limited in this respect.
[0066] In various embodiments, the first gesture input and
the second gesture input may be compared at 606. For
example, the first gesture input and the second gesture input
may be compared and a similarity confidence score may be
generated based on the comparison. At 608, in some embodi-
ments, a wireless connection may be initiated or established
between the first electronic device and the second electronic
device if a similarity of the first gesture input and the second
gesture input meets or exceeds a similarity threshold based on
the comparing. For example, the connection may be initiated
or established if a similarity confidence score meets or
exceeds the similarity threshold.

[0067] In some embodiments, initiating the gesture recog-
nition/authorization system may include detecting that the
second electronic device is proximate to the first electronic
device and initiating gesture recognition based on the detect-
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ing. For example, the detecting may comprise one or more of
determining that the first and second electronic devices are
connected to a same wireless network, using audio signals to
determine a distance between the first and second electronic
device or using radio frequency signals to determine a dis-
tance between the first and second electronic device.

[0068] In other embodiments, the gesture recognition/au-
thorization system may include a training phase to assist with
the gesture recognition and provide a more personalized
experience by allowing for an association of different gesture
inputs with different users, different types of connections or
different levels of security access, for example, In some
embodiments, the gesture recognition training phase may be
initiated, a training gesture input may be received, a requested
for reentry of the training gesture input may be generated
and/or presented, and, responsive to successful reentry of the
training gesture input, the training gesture input may be
stored as a gesture template.

[0069] FIG. 6B illustrates one embodiment of a logic flow
650. The logic flow 650 may be representative of some or all
of the operations executed by one or more embodiments
described herein. For example, the logic flow 650 may illus-
trate operations performed by the touch gesture authentica-
tion system 400 and, more particularly, an electronic device
120-3 of a touch gesture authentication system 400 as part of
a centralized touch gesture authentication system.

[0070] Intheillustrated embodiment shown in FIG. 6B, the
logic flow 600 may comprise receiving a first gesture input
from a first electronic device at 652. For example, a first
gesture input may be entered via a touch interface of a first
electronic device 120-1 and may be provided to a centralized
device such as electronic device 120-3. In some embodi-
ments, a second gesture input may be received from a second
electronic device at 654. For example, electronic device
120-2 may receive a second gesture input entered via a touch
interface and this second gesture input may be provided to
electronic device 120-3.

[0071] In various embodiments, the first gesture input and
the second gesture input may be compared at 656. For
example, a similarity confidence score may be generated
based on the comparison or a training phase may be initiated
whereby a gesture recognition training phase is initiated, a
training gesture input may be received from one or more of
the first electronic device or the second electronic device, a
request for reentry of the training gesture input may be gen-
erated or presented, the training gesture input may be reen-
tered, and the training gesture input may be as a gesture
template to be used in a comparison with the first gesture
input and the second gesture input.

[0072] A connection may be initiated or established at 568
if the similarity confidence score meets or exceeds the simi-
larity threshold. For example, a wireless connection may be
imitated or established between the first electronic device and
the second electronic device if a similarity of the first gesture
input and the second gesture input meets or exceeds a simi-
larity threshold or a similarity of the first and second gesture
inputs meet or exceeds a similarity threshold based on a
comparison with a gesture template. Other embodiments are
described and claimed.

[0073] Someembodiments described herein may rely on an
existing non-secure network connection between electronic
devices 120-1 and 120-2 to exchange gesture input informa-
tion to perform the described gesture recognition analysis.
For example, the non-secure connection may transition to a
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secure connection based on successful authentication using
input gesture. Other embodiments may utilize the described
gesture input recognition and authentication systems to estab-
lish a new network connection. In these embodiments, as
described elsewhere herein, the comparison of received ges-
ture inputs to a gesture template may occur locally at each
device receiving a gesture input. The embodiments are not
limited in this respect.

[0074] FIG. 7 illustrates an embodiment of an exemplary
computing architecture 700 suitable for implementing vari-
ous embodiments as previously described. In one embodi-
ment, the computing architecture 700 may comprise or be
implemented as part of an electronic device 120-a.

[0075] As used in this application, the terms “system” and
“component” are intended to refer to a computer-related
entity, either hardware, a combination of hardware and soft-
ware, software, or software in execution, examples of which
are provided by the exemplary computing architecture 700.
For example, a component can be, but is not limited to being,
a process running on a processor, a processor, a hard disk
drive, multiple storage drives (of optical and/or magnetic
storage medium), an object, an executable, a thread of execu-
tion, a program, and/or a computer. By way of illustration,
both an application running on a server and the server can be
a component. One or more components can reside within a
process and/or thread of execution, and a component can be
localized on one computer and/or distributed between two or
more computers. Further, components may be communica-
tively coupled to each other by various types of communica-
tions media to coordinate operations. The coordination may
involve the uni-directional or bi-directional exchange of
information. For instance, the components may communicate
information in the form of signals communicated over the
communications media. The information can be imple-
mented as signals allocated to various signal lines. In such
allocations, each message is a signal. Further embodiments,
however, may alternatively employ data messages. Such data
messages may be sent across various connections. Exemplary
connections include parallel interfaces, serial interfaces, and
bus interfaces.

[0076] The computing architecture 700 includes various
common computing elements, such as one or more proces-
sors, multi-core processors, co-processors, memory units,
chipsets, controllers, peripherals, interfaces, oscillators, tim-
ing devices, video cards, audio cards, multimedia input/out-
put (I/O) components, power supplies, and so forth. The
embodiments, however, are not limited to implementation by
the computing architecture 700.

[0077] As shown in FIG. 7, the computing architecture 700
comprises a processing unit 704, a system memory 706 and a
system bus 708. The processing unit 704 can be any of various
commercially available processors, such as those described
with reference to the processor 130 shown in FIG. 1.

[0078] The system bus 708 provides an interface for system
components including, but not limited to, the system memory
706 to the processing unit 704. The system bus 708 can be any
of'several types of bus structure that may further interconnect
to a memory bus (with or without a memory controller), a
peripheral bus, and a local bus using any of a variety of
commercially available bus architectures. Interface adapters
may connect to the system bus 708 via a slot architecture.
Example slot architectures may include without limitation
Accelerated Graphics Port (AGP), Card Bus, (Extended)
Industry Standard Architecture ((E)ISA), Micro Channel
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Architecture (MCA), NuBus, Peripheral Component Inter-
connect (Extended) (PCI(X)), PCI Express, Personal Com-
puter Memory Card International Association (PCMCIA),
and the like.

[0079] The computing architecture 700 may comprise or
implement various articles of manufacture. An article of
manufacture may comprise a computer-readable storage
medium to store logic. Examples of a computer-readable
storage medium may include any tangible media capable of
storing electronic data, including volatile memory or non-
volatile memory, removable or non-removable memory, eras-
able or non-erasable memory, writeable or re-writeable
memory, and so forth. Examples of logic may include execut-
able computer program instructions implemented using any
suitable type of code, such as source code, compiled code,
interpreted code, executable code, static code, dynamic code,
object-oriented code, visual code, and the like. Embodiments
may also be at least partly implemented as instructions con-
tained in or on a non-transitory computer-readable medium,
which may be read and executed by one or more processors to
enable performance of the operations described herein.

[0080] The system memory 706 may include various types
of computer-readable storage media in the form of one or
more higher speed memory units, such as read-only memory
(ROM), random-access memory (RAM), dynamic RAM
(DRAM), Double-Data-Rate DRAM (DDRAM), synchro-
nous DRAM (SDRAM), static RAM (SRAM), program-
mable ROM (PROM), erasable programmable ROM
(EPROM), electrically erasable programmable ROM (EE-
PROM), flash memory, polymer memory such as ferroelec-
tric polymer memory, ovonic memory, phase change or fer-
roelectric  memory, silicon-oxide-nitride-oxide-silicon
(SONOS) memory, magnetic or optical cards, an array of
devices such as Redundant Array of Independent Disks
(RAID) drives, solid state memory devices (e.g., USB
memory, solid state drives (SSD) and any other type of stor-
age media suitable for storing information. In the illustrated
embodiment shown in FIG. 7, the system memory 706 can
include non-volatile memory 710 and/or volatile memory
712. A basic input/output system (BIOS) can be stored in the
non-volatile memory 710.

[0081] The computer 702 may include various types of
computer-readable storage media in the form of one or more
lower speed memory units, including an internal (or external)
hard disk drive (HDD) 714, a magnetic floppy disk drive
(FDD) 716 to read from or write to a removable magnetic disk
718, and an optical disk drive 720 to read from or write to a
removable optical disk 722 (e.g., a CD-ROM or DVD). The
HDD 714, FDD 716 and optical disk drive 720 can be con-
nected to the system bus 708 by a HDD interface 724, an FDD
interface 726 and an optical drive interface 728, respectively.
The HDD interface 724 for external drive implementations
caninclude at least one or both of Universal Serial Bus (USB)
and IEEE 1394 interface technologies.

[0082] The drives and associated computer-readable media
provide volatile and/or nonvolatile storage of data, data struc-
tures, computer-executable instructions, and so forth. For
example, a number of program modules can be stored in the
drives and memory units 710, 712, including an operating
system 730, one or more application programs 732, other
program modules 734, and program data 736. In one embodi-
ment, the one or more application programs 732, other pro-

Feb. 18,2016

gram modules 734, and program data 736 can include, for
example, the various applications and/or components of the
system 100.

[0083] A user canenter commands and information into the
computer 702 through one or more wire/wireless input
devices, for example, a keyboard 738 and a pointing device,
such as a mouse 740. Other input devices may include micro-
phones, infra-red (IR) remote controls, radio-frequency (RF)
remote controls, game pads, stylus pens, card readers,
dongles, finger print readers, gloves, graphics tablets, joy-
sticks, keyboards, retina readers, touch screens (e.g., capaci-
tive, resistive, etc.), trackballs, trackpads, sensors, styluses,
and the like. These and other input devices are often con-
nected to the processing unit 704 through an input device
interface 742 that is coupled to the system bus 708, but can be
connected by other interfaces such as a parallel port, IEEE
1394 serial port, a game port, a USB port, an IR interface, and
so forth.

[0084] A monitor 744 or other type of display device is also
connected to the system bus 708 via an interface, such as a
video adaptor 746. The monitor 744 may be internal or exter-
nal to the computer 702. In addition to the monitor 744, a
computer typically includes other peripheral output devices,
such as speakers, printers, and so forth.

[0085] The computer 702 may operate in a networked envi-
ronment using logical connections via wire and/or wireless
communications to one or more remote computers, such as a
remote computer 748. The remote computer 748 can be a
workstation, a server computer, a router, a personal computer,
portable computer, microprocessor-based entertainment
appliance, a peer device or other common network node, and
typically includes many or all of the elements described rela-
tive to the computer 702, although, for purposes of brevity,
only a memory/storage device 750 is illustrated. The logical
connections depicted include wire/wireless connectivity to a
local area network (LAN) 752 and/or larger networks, for
example, a wide area network (WAN) 754. Such LAN and
WAN networking environments are commonplace in offices
and companies, and facilitate enterprise-wide computer net-
works, such as intranets, all of which may connect to a global
communications network, for example, the Internet.

[0086] When used in a LAN networking environment, the
computer 702 is connected to the LAN 752 through a wire
and/or wireless communication network interface or adaptor
756. The adaptor 756 can facilitate wire and/or wireless com-
munications to the LAN 752, which may also include a wire-
less access point disposed thereon for communicating with
the wireless functionality of the adaptor 756.

[0087] When used in a WAN networking environment, the
computer 702 can include a modem 758, or is connected to a
communications server on the WAN 754, or has other means
for establishing communications over the WAN 754, such as
by way of the Internet. The modem 758, which can be internal
or external and a wire and/or wireless device, connects to the
system bus 708 via the input device interface 742. In a net-
worked environment, program modules depicted relative to
the computer 702, or portions thereof, can be stored in the
remote memory/storage device 750. It will be appreciated
that the network connections shown are exemplary and other
means of establishing a communications link between the
computers can be used.

[0088] The computer 702 is operable to communicate with
wire and wireless devices or entities using the IEEE 802
family of standards, such as wireless devices operatively dis-
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posed in wireless communication (e.g., IEEE 802.11 over-
the-air modulation techniques). This includes at least WiFi
(or Wireless Fidelity), WiMax, and Bluetooth™ wireless
technologies, among others. Thus, the communication can be
a predefined structure as with a conventional network or
simply an ad hoc communication between at least two
devices. WiFi networks use radio technologies called IEEE
802.11x (a, b, g, n, etc.) to provide secure, reliable, fast
wireless connectivity. A WiFi network can be used to connect
computers to each other, to the Internet, and to wire networks
(which use IEEE 802.3-related media and functions).

[0089] The various elements of the touch gesture gesture
recognition system 100 as previously described with refer-
ence to FIGS. 1-7 may comprise various hardware elements,
software elements, or a combination of both. Examples of
hardware elements may include devices, logic devices, com-
ponents, processors, mMicroprocessors, circuits, processors,
circuit elements (e.g., transistors, resistors, capacitors, induc-
tors, and so forth), integrated circuits, application specific
integrated circuits (ASIC), programmable logic devices
(PLD), digital signal processors (DSP), field programmable
gate array (FPGA), memory units, logic gates, registers,
semiconductor device, chips, microchips, chip sets, and so
forth. Examples of software elements may include software
components, programs, applications, computer programs,
application programs, system programs, software develop-
ment programs, machine programs, operating system soft-
ware, middleware, firmware, software modules, routines,
subroutines, functions, methods, procedures, software inter-
faces, application program interfaces (API), instruction sets,
computing code, computer code, code segments, computer
code segments, words, values, symbols, or any combination
thereof. However, determining whether an embodiment is
implemented using hardware elements and/or software ele-
ments may vary in accordance with any number of factors,
such as desired computational rate, power levels, heat toler-
ances, processing cycle budget, input data rates, output data
rates, memory resources, data bus speeds and other design or
performance constraints, as desired for a given implementa-
tion.

[0090] The detailed disclosure now turns to providing
examples that pertain to further embodiments; examples one
through thirty nine (1-39) provided below are intended to be
exemplary and non-limiting.

[0091] Ina firstexample, a computer-implemented method
may comprise receiving a first gesture input at a first elec-
tronic device, receiving, at the first electronic device, a second
gesture input from a second electronic device in proximity to
the first electronic device, comparing the first gesture input
and the second gesture input, and establishing a wireless
connection between the first electronic device and the second
electronic device if a similarity of the first gesture input and
the second gesture input meets or exceeds a similarity thresh-
old based on the comparing.

[0092] In a second example, a computer-implemented
method may comprise the first gesture input entered via a
touch interface of the first electronic device and second ges-
ture input entered via a touch interface of the second elec-
tronic device.

[0093] In a third example, a computer-implemented
method may comprise the first and second gesture inputs
comprising one or more of a shape, letter, number, or symbol
entered using a touch interface.
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[0094] In a fourth example, a computer-implemented
method may comprise detecting that the second electronic
device is proximate to the first electronic device, and initiat-
ing gesture recognition based on the detecting.

[0095] Inafifth example, a computer-implemented method
may comprise the detecting comprising one or more of deter-
mining that the first and second electronic devices are con-
nected to a same wireless network, using audio signals to
determine a distance between the first and second electronic
device or using radio frequency signals to determine a dis-
tance between the first and second electronic device.

[0096] In a sixth example, a computer-implemented
method may comprise initiating a gesture recognition train-
ing phase, receiving a training gesture input, requesting reen-
try of the training gesture input, and storing the training
gesture input as a gesture template.

[0097] In a seventh example, a computer-implemented
method may comprise comparing the first gesture input and
the second gesture input to the gesture template, generating a
similarity confidence score based on the comparison, and
establishing the connection if the similarity confidence score
meets or exceeds the similarity threshold.

[0098] In an eighth example, a computer-implemented
method may comprise the wireless connection comprising a
secure wireless connection established using a wireless local
area network (WLAN).

[0099] In a ninth example, a computer-implemented
method may comprise associating different gesture inputs
with different users, different types of connections or differ-
ent levels of security access.

[0100] A tenth example may include at least one machine-
readable storage medium comprising a plurality of instruc-
tions that in response to being executed on an electronic
device cause the electronic device to carry out a method
according to any of the above-recited examples.

[0101] An eleventh example may include an apparatus
comprising means for performing the method according to
any of the above-recited examples.

[0102] In a twelfth example, an apparatus may comprise a
touch-screen display, a processor coupled to the touch-screen
display, and a memory unit coupled to the processor, the
memory unit to store a gesture recognition application opera-
tive on the processorto receive a first gesture input entered via
the touch-screen display, receive a second gesture input
entered via a touch-screen display of an electronic device in
proximity to the apparatus, compare the first gesture input and
the second gesture input, and establish a wireless connection
between the apparatus and the electronic device if a similarity
of'the first gesture input and the second gesture input meets or
exceeds a similarity threshold based on the comparing.
[0103] In a thirteenth example, the first and second gesture
inputs may comprise one or more of a shape, letter, number, or
symbol entered using a touch-screen display.

[0104] In a fourteenth example, the gesture recognition
application may be operative on the processor to detect that
the electronic device is proximate to the apparatus.

[0105] In a fifteenth example, the detecting may comprise
one or more of determining that the apparatus and the elec-
tronic device are connected to a same wireless network, using
audio signals to determine a distance between the apparatus
and the electronic device or using radio frequency signals to
determine a distance between the apparatus and the electronic
device.
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[0106] In a sixteenth example, the gesture recognition
application may be operative on the processor to initiate a
gesture recognition training phase, receive a training gesture
input, request reentry of the training gesture input and store
the training gesture input as a gesture template in the memory
unit.

[0107] In a seventeenth example, the gesture recognition
application may be operative on the processor to compare the
first gesture input and the second gesture input to the gesture
template, to calculate a similarity confidence score based on
the comparison and to establish the connection if the similar-
ity confidence score meets or exceeds the similarity thresh-
old.

[0108] In an eighteenth example, the gesture recognition
application may be operative on the processor to associate
different gesture inputs with different users, different types of
connections or different levels of security access.

[0109] In a nineteenth example, a system may comprise an
apparatus according to any of the above-recited examples and
one or more wireless transceivers coupled to the processor.
[0110] In a twentieth example, a computer-implemented
method may comprise receiving a first gesture input from a
first electronic device, receiving a second gesture input from
a second electronic device, comparing the first gesture input
and the second gesture input, and establishing a wireless
connection between the first electronic device and the second
electronic device if a similarity of the first gesture input and
the second gesture input meets or exceeds a similarity thresh-
old based on the comparing.

[0111] In a twenty first example, a computer-implemented
method may comprise the first gesture input entered via a
touch interface of the first electronic device and second ges-
ture input entered via a touch interface of the second elec-
tronic device, the first and second gesture inputs comprising
one or more of a shape, letter, number, or symbol entered
using a touch interface.

[0112] In a twenty second example, a computer-imple-
mented method may comprise determining that the first elec-
tronic device is proximate to the second electronic device by
determining that the first and second electronic devices are
connected to a same wireless network, using audio signals to
determine a distance between the first and second electronic
devices or using radio frequency signals to determine a dis-
tance between the first and second electronic devices, and
initiating gesture recognition based on the determining.
[0113] Inatwenty third example, a computer-implemented
method may comprise initiating a gesture recognition train-
ing phase, receiving a training gesture input from one or more
of the first electronic device or the second electronic device,
requesting reentry of the training gesture input, and storing
the training gesture input as a gesture template.

[0114] In a twenty fourth example, a computer-imple-
mented method may comprise comparing the first gesture
input and the second gesture input to the gesture template,
generating a similarity confidence score based on the com-
parison, and establishing the connection if the similarity con-
fidence score meets or exceeds the similarity threshold.
[0115] In atwenty fifth example, a computer-implemented
method may comprise associating different gesture inputs
with different users, different electronic devices, different
types of connections or different levels of security access.
[0116] A twenty sixth example may comprise at least one
machine-readable storage medium comprising a plurality of
instructions that in response to being executed on an elec-
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tronic device cause the electronic device to carry outa method
according to any of the above-recited examples.

[0117] A twenty seventh example may comprise an appa-
ratus comprising means for performing the method according
to any of the above-recited examples.

[0118] Inatwenty eighth example, an apparatus may com-
prise one or more wireless transceivers, a processor coupled
to the one or more wireless transceivers, and a memory unit
coupled to the processor, the memory unit to store a gesture
recognition application operative on the processor to receive
a first gesture input from a first electronic device, receive a
second gesture input from a second electronic device, com-
pare the first gesture input and the second gesture input, and
establishing a wireless connection between the first electronic
device and the second electronic device if a similarity of the
first gesture input and the second gesture input meets or
exceeds a similarity threshold based on the comparing.

[0119] In a twenty ninth example, an apparatus may com-
prise the first gesture input entered via a touch interface of the
first electronic device and second gesture input entered via a
touch interface of the second electronic device, the first and
second gesture inputs comprising one or more of a shape,
letter, number, or symbol entered using a touch interface.

[0120] In a thirtieth example, an apparatus may comprise
the gesture recognition application operative on the processor
to determine that the first electronic device is proximate to the
second electronic device by determining that the first and
second electronic devices are connected to a same wireless
network, using audio signals to determine a distance between
the first and second electronic devices or using radio fre-
quency signals to determine a distance between the first and
second electronic devices and to initiate gesture recognition
based on the determining.

[0121] In athirty first example, an apparatus may comprise
the gesture recognition application operative on the processor
to initiate a gesture recognition training phase, receive a train-
ing gesture input from one or more of the first electronic
device or the second electronic device, request reentry of the
training gesture input, and store the training gesture input as
a gesture template.

[0122] In a thirty second example, an apparatus may com-
prise the gesture recognition application operative on the
processor to compare the first gesture input and the second
gesture input to the gesture template, generate a similarity
confidence score based on the comparison, and establish the
connection if the similarity confidence score meets or
exceeds the similarity threshold.

[0123] Inathirty third example, an apparatus may comprise
the gesture recognition application operative on the processor
to associate different gesture inputs with different users, dif-
ferent electronic devices, different types of connections or
different levels of security access.

[0124] In athirty fourth example, a system may comprise a
first electronic device operative to receive a first gesture input
via a touch interface of the first electronic device; a second
electronic device operative to receive a second gesture input
via a touch interface of the second electronic device; and a
third electronic device operative to receive the first gesture
input from the first electronic device and the second gesture
input from the second electronic device, to compare the first
gesture input and the second gesture input, and to establish a
wireless connection between the first electronic device and
the second electronic device if a similarity of the first gesture



US 2016/0048322 Al

input and the second gesture input meets or exceeds a simi-
larity threshold based on the comparing.

[0125] In a thirty fifth example, the third electronic device
may comprise a server device.

[0126] Ina thirty sixth example, the third electronic device
may be operative to store, in a memory unit, one or more
gesture templates and to compare one or more of the first and
second gesture inputs to the gesture templates.

[0127] In a thirty seventh example, the third electronic
device may be operative to store, in a memory unit, one or
more sets of gesture inputs, each set comprising two or more
different gestures that are linked or paired together.

[0128] In a thirty eighth example, the third electronic
device may be operative to establish a wireless connection
between the first electronic device and the second electronic
device if the first gesture input and the second gesture input
comprise different gestures that match a set of gesture inputs.
[0129] In a thirty ninth example, the first and second ges-
ture inputs may comprise one or more of a shape, letter,
number, or symbol.

[0130] Some embodiments may be described using the
expression “one embodiment” or “an embodiment” along
with their derivatives. These terms mean that a particular
feature, structure, or characteristic described in connection
with the embodiment is included in at least one embodiment.
The appearances of the phrase “in one embodiment” in vari-
ous places in the specification are not necessarily all referring
to the same embodiment. Further, some embodiments may be
described using the expression “coupled” and “connected”
along with their derivatives. These terms are not necessarily
intended as synonyms for each other. For example, some
embodiments may be described using the terms “connected”
and/or “coupled” to indicate that two or more elements are in
direct physical or electrical contact with each other. The term
“coupled,” however, may also mean that two or more ele-
ments are not in direct contact with each other, but yet still
co-operate or interact with each other.

[0131] Itis emphasized that the Abstract of the Disclosure
is provided to allow a reader to quickly ascertain the nature of
the technical disclosure. It is submitted with the understand-
ing that it will not be used to interpret or limit the scope or
meaning of the claims. In addition, in the foregoing Detailed
Description, it can be seen that various features are grouped
together in a single embodiment for the purpose of stream-
lining the disclosure. This method of disclosure is not to be
interpreted as reflecting an intention that the claimed embodi-
ments require more features than are expressly recited in each
claim. Rather, as the following claims reflect, inventive sub-
ject matter lies in less than all features of a single disclosed
embodiment. Thus the following claims are hereby incorpo-
rated into the Detailed Description, with each claim standing
onits own as a separate embodiment. In the appended claims,
the terms “including” and “in which” are used as the plain-
English equivalents of the respective terms “comprising” and
“wherein,” respectively. Moreover, the terms “first,” “sec-
ond,” “third,” and so forth, are used merely as labels, and are
not intended to impose numerical requirements on their
objects.

[0132] What has been described above includes examples
of the disclosed architecture. It is, of course, not possible to
describe every conceivable combination of components and/
or methodologies, but one of ordinary skill in the art may
recognize that many further combinations and permutations
are possible. Accordingly, the novel architecture is intended
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to embrace all such alterations, modifications and variations
that fall within the spirit and scope of the appended claims.

What is claimed is:

1. A computer-implemented method, comprising:

receiving a first gesture input at a first electronic device;

receiving, at the first electronic device, a second gesture
input from a second electronic device in proximity to the
first electronic device;

comparing the first gesture input and the second gesture

input; and

establishing a wireless connection between the first elec-

tronic device and the second electronic device if a simi-
larity of the first gesture input and the second gesture
input meets or exceeds a similarity threshold based on
the comparing.

2. The computer-implemented method of claim 1, the first
gesture input entered via a touch interface of the first elec-
tronic device and second gesture input entered via a touch
interface of the second electronic device.

3. The computer-implemented method of claim 1, the first
and second gesture inputs comprising one or more of a shape,
letter, number, or symbol entered using a touch interface.

4. The computer-implemented method of claim 1, com-
prising:

detecting that the second electronic device is proximate to

the first electronic device; and

initiating gesture recognition based on the detecting.

5. The computer-implemented method of claim 4, the
detecting comprising one or more of determining that the first
and second electronic devices are connected to a same wire-
less network, using audio signals to determine a distance
between the first and second electronic device or using radio
frequency signals to determine a distance between the first
and second electronic device.

6. The computer-implemented method of claim 1, com-
prising:

initiating a gesture recognition training phase;

receiving a training gesture input;

requesting reentry of the training gesture input; and

storing the training gesture input as a gesture template.

7. The computer-implemented method of claim 6, com-
prising:

comparing the first gesture input and the second gesture

input to the gesture template;

generating a similarity confidence score based on the com-

parison; and

establishing the connection if the similarity confidence

score meets or exceeds the similarity threshold.

8. The computer-implemented method of claim 1, the wire-
less connection comprising a secure wireless connection
established using a wireless local area network (WLAN).

9. The computer-implemented method of claim 1, com-
prising:

associating different gesture inputs with different users,

different types of connections or different levels of secu-
rity access.

10. An apparatus, comprising:

a touch-screen display;

a processor coupled to the touch-screen display; and

amemory unit coupled to the processor, the memory unit to

store a gesture recognition application operative on the
processor to receive a first gesture input entered via the
touch-screen display, receive a second gesture input
entered via a touch-screen display of an electronic
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device in proximity to the apparatus, compare the first
gesture input and the second gesture input, and establish
a wireless connection between the apparatus and the
electronic device if a similarity of the first gesture input
and the second gesture input meets or exceeds a similar-
ity threshold based on the comparing.

11. The apparatus of claim 10, the first and second gesture
inputs comprising one or more of a shape, letter, number, or
symbol entered using a touch-screen display.

12. The apparatus of claim 10, the gesture recognition
application operative on the processor to detect that the elec-
tronic device is proximate to the apparatus.

13. The apparatus of claim 12, the detecting comprising
one or more of determining that the apparatus and the elec-
tronic device are connected to a same wireless network, using
audio signals to determine a distance between the apparatus
and the electronic device or using radio frequency signals to
determine a distance between the apparatus and the electronic
device.

14. The apparatus of claim 10, the gesture recognition
application operative on the processor to initiate a gesture
recognition training phase, receive a training gesture input,
request reentry of the training gesture input and store the
training gesture input as a gesture template in the memory
unit.

15. The apparatus of claim 14, the gesture recognition
application operative on the processor to compare the first
gesture input and the second gesture input to the gesture
template, to calculate a similarity confidence score based on
the comparison and to establish the connection if the similar-
ity confidence score meets or exceeds the similarity thresh-
old.

16. The apparatus of claim 10, the gesture recognition
application operative on the processor to associate different
gesture inputs with different users, different types of connec-
tions or different levels of security access.

17. A computer-implemented method, comprising:

receiving a first gesture input from a first electronic device;

receiving a second gesture input from a second electronic
device;

comparing the first gesture input and the second gesture

input; and

establishing a wireless connection between the first elec-

tronic device and the second electronic device if a simi-
larity of the first gesture input and the second gesture
input meets or exceeds a similarity threshold based on
the comparing.

18. The computer-implemented method of claim 17, the
first gesture input entered via a touch interface of the first
electronic device and second gesture input entered via a touch
interface of the second electronic device, the first and second
gesture inputs comprising one or more of a shape, letter,
number, or symbol entered using a touch interface.

19. The computer-implemented method of claim 17, com-
prising:

determining that the first electronic device is proximate to

the second electronic device by determining that the first
and second electronic devices are connected to a same
wireless network, using audio signals to determine a
distance between the first and second electronic devices
or using radio frequency signals to determine a distance
between the first and second electronic devices; and

initiating gesture recognition based on the determining.
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20. The computer-implemented method of claim 17, com-
prising:

initiating a gesture recognition training phase;

receiving a training gesture input from one or more of the

first electronic device or the second electronic device;
requesting reentry of the training gesture input; and
storing the training gesture input as a gesture template.

21. The computer-implemented method of claim 20, com-
prising:

comparing the first gesture input and the second gesture

input to the gesture template;

generating a similarity confidence score based on the com-

parison; and

establishing the connection if the similarity confidence

score meets or exceeds the similarity threshold.

22. The computer-implemented method of claim 17, com-
prising:

associating different gesture inputs with different users,

different electronic devices, different types of connec-
tions or different levels of security access.

23. An apparatus, comprising:

one or more wireless transceivers;

a processor coupled to the one or more wireless transceiv-

ers; and

amemory unit coupled to the processor, the memory unit to

store a gesture recognition application operative on the
processor to receive a first gesture input from a first
electronic device, receive a second gesture input from a
second electronic device, compare the first gesture input
and the second gesture input, and establishing a wireless
connection between the first electronic device and the
second electronic device if a similarity of the first ges-
ture input and the second gesture input meets or exceeds
a similarity threshold based on the comparing.

24. The apparatus of claim 23, the first gesture input
entered via a touch interface of the first electronic device and
second gesture input entered via a touch interface of the
second electronic device, the first and second gesture inputs
comprising one or more of a shape, letter, number, or symbol
entered using a touch interface.

25. The apparatus of claim 23, the gesture recognition
application operative on the processor to determine that the
first electronic device is proximate to the second electronic
device by determining that the first and second electronic
devices are connected to a same wireless network, using
audio signals to determine a distance between the first and
second electronic devices or using radio frequency signals to
determine a distance between the first and second electronic
devices and to initiate gesture recognition based on the deter-
mining.

26. The apparatus of claim 23, the gesture recognition
application operative on the processor to initiate a gesture
recognition training phase, receive a training gesture input
from one or more of the first electronic device or the second
electronic device, request reentry of the training gesture
input, and store the training gesture input as a gesture tem-
plate.

27. The apparatus of claim 26, the gesture recognition
application operative on the processor to compare the first
gesture input and the second gesture input to the gesture
template, generate a similarity confidence score based on the
comparison, and establish the connection if the similarity
confidence score meets or exceeds the similarity threshold.
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28. The apparatus of claim 23, the gesture recognition
application operative on the processor to associate different
gesture inputs with different users, different electronic
devices, different types of connections or different levels of
security access.

29. A system, comprising:

a first electronic device operative to receive a first gesture

input via a touch interface of the first electronic device;

a second electronic device operative to receive a second

gesture input via a touch interface of the second elec-
tronic device; and

a third electronic device operative to receive the first ges-

ture input from the first electronic device and the second
gesture input from the second electronic device, to com-
pare the first gesture input and the second gesture input,
and to establish a wireless connection between the first
electronic device and the second electronic device if a
similarity of the first gesture input and the second ges-
ture input meets or exceeds a similarity threshold based
on the comparing.
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30. The system of claim 29, the third electronic device
comprising a server device.

31. The system of claim 29, the third electronic device
operative to store, in a memory unit, one or more gesture
templates and to compare one or more of the first and second
gesture inputs to the gesture templates.

32. The system of claim 29, the third electronic device
operative to store, in a memory unit, one or more sets of
gesture inputs, each set comprising two or more different
gestures that are linked or paired together.

33. The system of claim 32, the third electronic device
operative to establish a wireless connection between the first
electronic device and the second electronic device if the first
gesture input and the second gesture input comprise different
gestures that match a set of gesture inputs.

34. The system of claim 29, the first and second gesture
inputs comprising one or more of a shape, letter, number, or
symbol.



