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疗计划的学习模型的系统和方法

(57)摘要

本公开内容涉及用于通过使用机器学习方

法和神经网络部件来开发放射疗法治疗计划的

系统和方法。使用一个或更多个三维医学图像、

一个或更多个三维解剖图以及一个或更多个剂

量分布来训练神经网络以预测注量图或剂量图。

在训练期间，神经网络接收由神经网络确定的预

测剂量分布，将该预测剂量分布与预期剂量分布

进行比较。迭代地执行比较直到达到预定阈值。

然后，利用训练过的神经网络来提供三维剂量分

布。
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1.一种用于预测放射疗法剂量的放射疗法治疗系统，包括：

图像获取装置，其用于获取一个或更多个三维医学图像；

非暂态机器可读介质，其用于存储所述一个或更多个三维医学图像、神经网络模型、一

个或更多个三维解剖图以及一个或更多个三维剂量分布；

图像处理装置，其被配置成：

训练所述神经网络模型以基于包括所述一个或更多个三维医学图像和所述一个或更

多个三维解剖图的同一组数据来预测注量图和剂量图两者，其中，所述注量图描绘患者体

内能量的局部沉积，以及所述剂量图描绘在射束角度下要从放射疗法装置递送至患者的辐

射剂量；以及

基于所述神经网络模型的预测来生成三维剂量分布，

其中，所述神经网络模型包括深度卷积神经网络(DCNN)，并且

其中，所述图像处理装置还被配置成减小预测的注量图和预测的剂量图之间的差异。

2.根据权利要求1所述的系统，其中，所述三维解剖图对应于一个或更多个医学图像并

且指示患者的解剖结构的位置和治疗靶的位置。

3.根据权利要求1所述的系统，其中，所述三维解剖图包括图像轮廓、空间轮廓面、功能

性解剖图、二进制掩码以及符号距离图中至少之一。

4.根据权利要求1所述的系统，其中，训练过的神经网络模型提供三维注量图，所述三

维注量图描绘所施加的辐射每秒的粒子或光子的数目。

5.根据权利要求1所述的系统，其中，训练所述神经网络模型包括还将所述图像处理装

置配置成：

(a)利用初始的层配置、初始的连接配置、初始的一组权重和初始的一组偏差将所述神

经网络模型初始化；

(b)将训练数据输入至经初始化的神经网络模型，所述训练数据包括来自患者群体的

患者记录，所述患者记录包括医学图像、特定解剖结构和预期剂量分布；

(c)从所述神经网络模型接收预测剂量分布；

(d)将来自所述神经网络模型的所述预测剂量分布与所述预期剂量分布进行比较，并

且调整所述神经网络模型的权重和偏差以减少所述预测剂量分布与所述预期剂量分布之

间的差；

迭代步骤(c)至步骤(d)直到所述预测剂量分布与所述预期剂量分布之间的差达到预

定阈值；以及

将训练过的神经网络模型存储在所述非暂态机器可读介质中。

6.根据权利要求5所述的系统，其中，所述训练数据包括第二组训练数据，所述第二组

训练数据包括与特定患者对应的更新的一组新的患者图像。

7.根据权利要求5所述的系统，其中，所述训练数据包括用于训练经初始化的神经网络

模型的以下项中至少之一：剂量分布、用于控制放射疗法装置的一组机器参数、基于剂量体

积直方图的品质测量、图像轮廓、空间轮廓面、功能性解剖图和符号距离图。

8.根据权利要求5所述的系统，其中，所述训练数据包括剂量分布的函数，其中，所述函

数为任意一种可逆数学函数。

9.根据权利要求5所述的系统，其中，测试训练过的神经网络模型包括将所述图像处理
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装置配置成：

接收存储在所述非暂态机器可读介质中的训练过的神经网络模型；

将测试数据输入至训练过的神经网络模型，所述测试数据包括来自患者群体的患者记

录，所述患者记录包括医学图像、特定解剖结构和预期剂量分布；

获得来自训练过的神经网络模型的预测剂量分布；以及

通过将所述预期剂量分布与所述预测剂量分布进行比较来确定误差因数。

10.一种机器可读存储介质，其上存储有指令，所述指令在由机器执行时使所述机器执

行以下操作：

从图像获取装置接收一个或更多个三维医学图像；

将所述三维医学图像、神经网络模型、一个或更多个三维解剖图以及一个或更多个三

维剂量分布存储在非暂态机器可读介质中；

训练所述神经网络模型以基于包括所述一个或更多个三维医学图像和所述一个或更

多个三维解剖图以及一个或更多个三维剂量分布的同一组数据来预测注量图和剂量图两

者，其中，所述注量图描绘患者体内能量的局部沉积，以及所述剂量图描绘在射束角度下要

从放射疗法装置递送至患者的辐射剂量；以及

基于所述神经网络模型的预测来生成三维剂量分布，

其中，所述神经网络模型包括深度卷积神经网络(DCNN)，并且

其中，所述机器还执行以下操作：减小预测的注量图和预测的剂量图之间的差异。

11.根据权利要求10所述的机器可读存储介质，其中，所述三维解剖图对应于一个或更

多个医学图像并且指示患者的解剖结构的位置和治疗靶的位置。

12.根据权利要求10所述的机器可读存储介质，其中，所述三维解剖图包括图像轮廓、

空间轮廓面、功能性解剖图、二进制掩码以及符号距离图中至少之一。

13.根据权利要求10所述的机器可读存储介质，其中，训练过的神经网络模型提供三维

注量图，所述三维注量图描绘所施加的辐射每秒的粒子或光子的数目。

14.根据权利要求10所述的机器可读存储介质，其中，训练所述神经网络模型包括所述

指令在由所述机器执行时使所述机器执行以下操作：

(a)利用初始的层配置、初始的连接配置、初始的一组权重和初始的一组偏差将所述神

经网络模型初始化；

(b)将训练数据输入至经初始化的神经网络模型，所述训练数据包括来自患者群体的

患者记录，所述患者记录包括医学图像、特定解剖结构和预期剂量分布；

(c)从所述神经网络模型接收预测剂量分布；

(d)将来自所述神经网络模型的所述预测剂量分布与所述预期剂量分布进行比较，并

且调整所述神经网络模型的权重和偏差以减少所述预测剂量分布与所述预期剂量分布之

间的差；

迭代步骤(c)至步骤(d)直到所述预测剂量分布与所述预期剂量分布之间的差达到预

定阈值；以及

将训练过的神经网络模型存储在所述非暂态机器可读介质中。

15.根据权利要求14所述的机器可读存储介质，其中，所述训练数据包括第二组训练数

据，所述第二组训练数据包括与特定患者对应的更新的一组新的患者图像。
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16.根据权利要求14所述的机器可读存储介质，其中，所述训练数据包括用于训练经初

始化的神经网络模型的以下项中至少之一：剂量分布、用于控制放射疗法装置的一组机器

参数、基于剂量体积直方图的品质测量、图像轮廓、空间轮廓面、功能性解剖图和符号距离

图。

17.根据权利要求14所述的机器可读存储介质，其中，所述训练数据包括剂量分布的函

数，其中，所述函数为任意一种可逆数学函数。

18.根据权利要求14所述的机器可读存储介质，其中，测试训练过的神经网络模型包括

所述指令在由所述机器执行时使所述机器执行以下操作：

接收存储在所述非暂态机器可读介质中的训练过的神经网络模型；

将测试数据输入至训练过的神经网络模型，所述测试数据包括来自患者群体的患者记

录，所述患者记录包括医学图像、特定解剖结构和预期剂量分布；

获得来自训练过的神经网络模型的预测剂量分布；以及

通过将所述预期剂量分布与所述预测剂量分布进行比较来确定误差因数。
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用于预测放射疗法剂量分布的放射疗法治疗计划的学习模型

的系统和方法

[0001] 相关申请的交叉引用

[0002] 本申请要求于2016年9月7日提交的题为“Learning  Models  of  Radiotherapy 

Treatment  Plans  to  Predict  Therapy  Dose  Distributions”的美国临时专利申请号62/

384,192的全部权益和优先权，出于所有目的，其公开内容通过引用全部并入本文。

技术领域

[0003] 本发明一般涉及放射疗法系统。更具体地，所公开的发明的实施方式提出用于开

发和实现利用机器学习算法和神经网络的放射治疗系统内的放射治疗计划的系统和方法。

背景技术

[0004] 已经利用放射疗法来治疗人类(和动物)组织中的肿瘤。强度调制放射疗法(IMRT)

和体积调制电弧疗法(VMAT)已经成为现代癌症放射疗法关注的标准，与较早的疗法方法相

比提供靶照射的更高精确度和对附近敏感组织的更好保护。遗憾的是，创建个体患者治疗

计划(例如，对于IMRT或VMAT等)可以是计算密集过程和尝试错误过程两者。获得向靶递送

规定剂量的辐射同时不损害关键器官或健康的周围组织的最佳治疗计划会要求比在繁忙

的临床日程表中可利用的时间更多的时间以及/或者会产生误差(例如，由所提出的计划导

致的过剂量热斑或者治疗不足的肿瘤肿块)。

[0005] 此外，通过操纵程序约束并且然后重新计算注量图和替选地或另外地剂量图来调

整治疗计划。如本文中所使用的，“注量图”描绘患者体内能量的局部沉积。例如，考虑到诸

如穿透组织，注量图可以描绘所施加的辐射每秒穿过3D图像中的每个体素(体积元素)的粒

子或光子的数目。此外，如本文中所使用的，“剂量图”描绘在特定位置(例如，射束角度)下

要从放射疗法装置递送至患者的辐射剂量，并且利用具体的放射疗法装置信息例如机架和

多叶准直器运动约束或者放射疗法系统的其他递送约束。

[0006] 这些操纵对重新计算的注量图/剂量图的影响可能难于预料。例如，甚至调整程序

约束的顺序也可能影响注量图/剂量图。因此，治疗计划通常取决于有经验的从业人员的主

观判断。已经通过定义指标(例如，剂量体积直方图、交叠体积直方图)来解决确保治疗计划

品质的困难并且使用这些指标可以帮助识别相关的高品质治疗计划。但甚至最有经验的从

业人员也不能保证治疗计划的最佳性或者附加的努力是否可以找到更好的治疗计划。

[0007] 创建治疗计划的尝试错误过程是本领域已知的。例如，初始治疗可能会由于在执

行治疗计划过程中健康护理专业人员需要时间量而被延迟。已经存在如下所示的研究：与

IMRT相比，VMAT的治疗计划可能需要基本上更多的治疗计划时间(例如，最多高达IMRT获得

优化的治疗计划的计划时间的5至6.8倍)。

[0008] 这些方法对于缺乏深入局部专业知识和/或新设备的治疗诊所尤其成为问题，并

且可能不适于在自适应疗法中使用。例如，可能先于一组放射疗法的开始开发通常的放射

疗法治疗计划，所述一组放射疗法将包括遍及多周(例如，多达8周)的多个治疗期(例如，多
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达每周5天)。相比之下，自适应放射疗法评估患者相对于原始治疗计划的变化，并且为了增

加治疗精确度，调整原始治疗计划。调整原始治疗计划需要重复的治疗计划。例如，自适应

治疗计划在治疗实施之前需要附加成像、治疗计划、室内成像、图像配准和校正。清楚地，放

射疗法治疗计划系统可以从更优化且一致的治疗计划方法中受益。

[0009] 因此，需要有效地生成注量图和剂量图的新的系统和方法以优化用于规定的放射

疗法治疗的治疗计划。可以通过从一组同一类型的示例性治疗计划中得到治疗计划过程的

模型来辅助这样的系统和方法。

发明内容

[0010] 如本文中使用的，“机器学习算法”指代可以基于现有信息或知识来学习模型或模

式并且使用新的信息或知识的输入来预测或估计输出的任何算法。监督学习是给定一组训

练数据推断预测模型的机器学习的一个分支。训练数据的每个单独的采样是包含数据集

(例如，一个或更多个图像或成像数据)和期望输出值或数据集的对。监督学习算法分析训

练数据并且产生预测器函数。一旦通过训练得到预测器函数，预测器函数能够对有效输入

合理地预测或估计正确的输出值或数据集。可以基于各种机器学习模型、算法和/或过程来

用公式表示预测器函数。本公开内容涉及用于通过使用通过神经网络部件实现的机器学习

方法来开发放射疗法治疗计划的系统和方法。

[0011] 在一个实施方式中，提供放射疗法治疗系统以预测放射疗法剂量。该系统包括：图

像获取装置，其用于获取一个或更多个三维医学图像；非暂态机器可读介质，其用于存储一

个或更多个三维医学图像、神经网络模型、一个或更多个三维解剖图以及一个或更多个三

维剂量分布；以及图像处理装置。图像处理装置被配置成训练神经网络模型以基于一个或

更多个三维医学图像以及一个或更多个三维解剖图来预测注量图和剂量图中至少之一，以

及基于神经网络的预测来生成三维剂量分布。

[0012] 在另一个实施方式中，提供包括用于获取一组训练数据的图像获取装置的放射疗

法治疗系统以预测放射疗法剂量。训练数据包括一个或更多个三维医学图像、神经网络模

型、一个或更多个三维解剖图以及一个或更多个三维剂量分布。另外，该系统包括用于存储

训练数据、第一神经网络模型和第二神经网络模型的非暂态机器可读介质。该系统还包括

用于使用训练数据来训练第一神经网络模型以预测第一剂量分布的图像处理装置。图像处

理器还使用训练数据来训练第二神经网络模型以预测第二剂量分布。通过将第一剂量分布

与第二剂量分布进行比较来确定误差，以及使用该误差来进一步训练第一神经网络模型。

[0013] 提供用于预测放射疗法剂量的方法。该方法包括从图像获取装置接收一个或更多

个三维医学图像。该方法还将三维医学图像、神经网络模型、一个或更多个三维解剖图和一

个或更多个三维剂量分布存储在非暂态计算机可读介质中。使用处理器，该方法训练神经

网络以基于一个或更多个三维医学图像和一个或更多个三维解剖图以及一个或更多个三

维剂量分布来预测注量图和剂量图中至少之一。然后，该方法基于神经网络的预测来生成

三维剂量分布。

[0014] 本发明的实施方式的有益效果很多，并且可以包括降低计划放射治疗并向患者实

施放射治疗的花费和延迟、降低计划设计的主观性、为计划开发提供有用的指导或见解、预

测现有计划的性能、以及为缺乏深入局部专业知识的治疗诊所提供帮助。在任何情况下，该
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过程替换现有技术实现方式的低效的尝试错误方面，并且提供优于先前实现方式的计划准

确度和性能的改进。此外，并入并且构成该说明书的一部分的附图示出本发明的若干实施

方式并且与说明书一起用于解释本发明的原理。

附图说明

[0015] 构成该说明书的一部分的附图示出了若干实施方式，并且与说明书一起用于解释

所公开的原理。

[0016] 图1示出了根据本公开内容的一些实施方式的示例性放射疗法系统。

[0017] 图2示出了可以包括被配置成提供疗法射束的放射疗法输出装置的示例性放射疗

法系统。

[0018] 图3示出了包括组合的放射疗法系统和成像系统例如计算机断层扫描(CT)成像系

统的示例性系统。

[0019] 图4示出了包括组合的放射疗法系统和成像系统例如核磁共振(MR)成像系统的示

例性系统的局部剖视图。

[0020] 图5示出了用于对放射疗法射束进行成形、引导或对放射疗法射束的强度进行调

制的示例性准直器配置。

[0021] 图6示出了示例性伽马刀放射治疗系统。

[0022] 图7示出了本发明的系统的实施方式的综合流程图。

[0023] 图8示出了根据本公开内容的一些实施方式的用于输出图生成的示例性深度卷积

神经网络(DCNN)模型。

[0024] 图9描绘了在示例性放射疗法系统中输出图的生成和使用。

[0025] 图10示出了根据本公开内容的一些实施方式的用于输出图生成的示例性系统。

[0026] 图11描绘了示出用于训练DCNN模型的示例性训练过程的流程图。

[0027] 图12描绘了示出使用通过图11的过程获得的训练过的DCNN模型的示例性输出图

生成过程的流程图。

[0028] 图13示出了前列腺的CT断面。

[0029] 图14示出了根据本公开内容的实施方式的到图13的人类前列腺的示例性放射剂

量分布的轴向视图。

[0030] 图15(从左至右，分别)示出了患者符号距离图、预期剂量分布和17000次训练迭代

的估计剂量分布。

[0031] 图16示出了图15的预期剂量分布和估计剂量分布的强度分布。

[0032] 图17(从左至右，分别)示出了患者符号距离图、预期剂量分布和60000次训练迭代

的估计剂量分布。

[0033] 图18示出了图17的预期剂量分布和估计剂量分布的强度分布。

[0034] 图19示出了根据本公开内容的一些实施方式的用于其中体素间距和学习速率保

持相同的各种数目的迭代的剂量体积直方图(DVH)。

具体实施方式

[0035] 图1示出了用于向患者提供放射疗法的示例性放射疗法系统10。放射疗法系统10
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包括图像处理装置12。图像处理装置12可以被连接至网络20。网络20可以被连接至互联网

22。网络20可以将图像处理装置12与数据库24、医院数据库26、肿瘤文献信息系统(OIS)28、

放射疗法装置30、图像获取装置32、显示装置34和用户接口36中的一个或更多个连接。例

如，网络20可以将图像处理装置12与数据库24或医院数据库26、显示装置34和用户接口36

连接。还例如，网络20可以将图像处理装置12与放射疗法装置30、图像获取装置32、显示装

置34和用户接口36连接。图像处理装置12被配置成生成要由放射疗法装置30使用的放射疗

法治疗计划。另外，图像处理装置12还可以包括通信上耦接至图像处理器14的用户接口和

显示器(未示出)。

[0036] 如本文中所使用的，图像数据和成像数据指代表示物体的图像或视图的信息，包

括例如可以被用于获得或构建物体的一个或更多个图像的信息。例如，肿瘤的图像可以由

其中每个像素与参数例如亮度和颜色的图像数据相关联的像素值阵列来表示。这样的参数

可以使用各种约定或方案中的任何一种，例如，可以使用RGB、CMYK、CIE或HSV颜色模型来表

示颜色。图像数据可以以任何格式来存储，包括例如以各种图像、ASCII、数字、压缩或标准

格式中任何一种格式存储一个或更多个计算机文件。图像可以是多维的，包括二维(2D)和

三维(3D)，并且可以使用多维的图像数据来获得较小维度的图像。例如，3D图像数据可以包

括根据其可以获得多个不同的2D图像或者根据其可以呈现各种3D等位面的数据。类似地，

4D图像数据(例如，3D图像的时间序列)可以包括根据其可以获得多个不同的2D或3D图像的

数据。

[0037] 图像处理装置12可以包括存储器装置16、处理器14例如图像处理器、神经网络47

和通信接口18。神经网络47可以包括深度卷积神经网络(DCNN)架构，并且可以通过存储器

装置16中存储的软件、通过耦接至图像处理装置12的外部硬件(例如硬件加速器或图形处

理单元)或者通过所存储的软件和外部硬件的组合来实现。存储器装置16可以以非暂态方

式存储计算机可执行指令，例如操作系统43、放射疗法治疗计划42(例如，原始治疗计划、调

整的治疗计划等)、软件程序44(例如，人工智能、神经网络47的全部或部分和放射疗法治疗

计划软件)和要由处理器14执行的任何其他计算机可执行指令。在一个实施方式中，软件程

序44可以通过生成合成图像例如伪CT图像来将一种类型(例如，MRI)的医学图像转换成另

一种类型(例如，CT)。如本文中所使用的，“医学图像”指代表示对象例如用于医学目的的人

或动物的解剖区域的图像，以及包括“患者图像”。可以通过成像模式例如CT、磁共振成像

(MRI)、功能性MRI(例如，fMRI、DCE‑MRI和扩散MRI)、锥形束计算机断层扫描(CBCT)、螺旋

CT、正电子发射断层扫描(PET)、单光子发射计算机断层扫描(SPECT)、X射线、光学断层扫

描、荧光成像、超声成像和放射疗法射野成像等来获取医学成像数据。可以以任何一种格式

包括DICOM格式、jpeg、TIFF、GIF、EPS、PNG、PDF、伸缩矢量图形、位图或任何其他常规或非常

规图像数据格式来存储医学成像数据。“2D医学图像”或“切片”可以指代从特定视点来看的

对象例如人或动物的解剖区域的平面表示。“3D医学图像”可以指代表示对象例如人或动物

的解剖区域的体积的图像。例如，软件程序44可以包括图像处理程序以训练用于将一种模

式中的医学图像46(例如，MRI图像)转换成不同模式的合成图像(例如，伪CT图像)的预测模

型；替选地，训练过的预测模型可以将CT图像转换成MRI图像。存储器装置16可以存储数据，

包括医学图像(包括医学成像数据)46、患者数据45以及创建和实现放射疗法治疗计划42所

需的其他数据。
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[0038] 除了存储软件程序44的存储器16以外，预期的是，软件程序44可以被存储在除了

固定存储介质以外或者替换固定存储介质可以使用的可移动计算机介质上，所述可移动介

质包括诸如硬盘驱动器、计算机硬盘、CD‑ROM、DVD、HD、蓝光DVD、USB闪存盘、SD卡、记忆棒或

者耦接至处理器14的任何其他适当的非暂态介质的装置。软件程序44当下载至图像处理装

置12或者由图像处理装置12可得到时，可以由图像处理器14来执行。

[0039] 处理器14可以通信上耦接至存储器装置16和神经网络47，并且处理器14可以被配

置成执行其上存储的计算机可执行指令。处理器14可以将医学图像例如存储在位置46中的

医学图像发送至或接收到存储器16或神经网络47中的任一区域。例如，处理器14可以经由

通信接口18通过网络20从图像获取装置32接收医学图像以被存储在存储器16中。处理器14

还可以经由通信接口18将存储在存储器16、46中的医学图像发送至网络20以被存储在数据

库24或医院数据库26中。

[0040] 此外，处理器14可以利用软件程序44(例如，治疗计划软件)和神经网络47连同医

学图像46和患者数据45一起来创建放射疗法治疗计划42。医学图像46可以包括成像数据例

如用于解释或处理图像的数据、与患者解剖区域、器官或关注的体积相关联的数据和分割

数据。患者数据45可以包括信息例如(1)功能性器官建模数据(例如，串行和并行器官、适当

的剂量响应模型等)；(2)放射剂量数据(例如，剂量体积直方图(DVH)信息)；或者(3)关于患

者和治疗过程的其他临床信息(例如，其他手术、化学疗法和先前的放射疗法)。

[0041] 另外，处理器14可以例如通过由神经网络47实现的模型利用软件程序来生成中间

数据例如要使用的更新的参数，或者生成可以随后被存储在存储器16中的中间2D或3D图

像。随后，处理器14就可以将可执行的放射疗法治疗计划42经由通信接口18通过网络20传

送至将使用该放射疗法计划利用辐射来治疗患者的放射疗法装置30。另外，处理器44可以

执行软件程序44以实现诸如图像转换、图像分割、深度学习、神经网络训练、神经网络评估

和人工智能的功能。例如，处理器44可以执行训练医学图像或对医学图像画轮廓的软件程

序44，这样的软件44在被执行时可以训练边界检测器或者利用形状词典。

[0042] 处理器14可以包括处理装置，并且可以包括一个或更多个通用处理装置例如微处

理器、中央处理单元(CPU)、图形处理单元(GPU)、加速处理单元(APU)、硬件加速器等。更具

体地，处理器14可以包括复杂指令集计算(CISC)微处理器、精简指令集计算(RISC)微处理

器、超长指令字(VLIW)微处理器、实现其他指令集的处理器或实现指令集的组合的处理器。

处理器14还可以由一个或更多个专用处理装置例如专用集成电路(ASIC)、现场可编程门阵

列(FPGA)、数字信号处理器(DSP)、片上系统(SoC)等来实现。如本领域技术人员可以理解

的，在一些实施方式中，处理器14可以是专用处理器而非通用处理器。处理器14可以包括一

个或更多个已知的处理装置，例如来自由IntelTM制造的PentiumTM、CoreTM、XeonTM或

系列，由AMDTM制造的TurionTM、AthlonTM、SempronTM、OpteronTM、FXTM、PhenomTM系

列或者由太阳微系统公司(Sun  Microsystems)制造的各种处理器中的任何一种处理器的

微处理器。处理器14还可以包括图形处理单元，例如来自由NvidiaTM制造的

系列，由IntelTM制造的GMA、IrisTM系列或者由AMDTM制造的RadeonTM系

列的GPU。处理器14还可以包括加速处理单元，例如由IntelTM制造的Xeon  PhiTM系列。所公

开的实施方式不限于以其他方式被配置成满足识别、分析、保存、生成和/或提供大量数据
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或者操纵这样的数据以执行本文中所公开的方法的计算需求的任何类型的一个或更多个

处理器。另外，术语“处理器”可以包括不止一个处理器，例如多核设计或每个具有多核设计

的多个处理器。处理器14可以执行存储器16中存储的计算机程序指令序列以执行下面将更

详细地说明的各种操作、过程、方法。

[0043] 存储器装置16可以存储医学图像(包括成像数据)46。在一些实施方式中，医学图

像46可以包括一个或更多个MRI图像(例如，2D  MRI、3D  MRI、2D流式MRI、4D  MRI、4D体积

MRI、4D电影MRI等)、功能性MRI图像(例如，fMRI、DCE‑MRI、扩散MRI)、数字相机图像(例如，

JPEG、RAW、TIFF或GIF格式)、计算机图形图像、计算机断层扫描(CT)图像(例如，2D  CT、锥形

射束CT、3D  CT、4D  CT)、超声图像(例如，2D超声、3D超声、4D超声)、正电子发射断层扫描

(PET)图像、X射线图像、萤光透视影像、放射疗法射野图像、单光子发射计算机断层扫描

(SPECT)图像、计算机生成合成图像(例如，伪CT图像)、用户生成图像等。此外，医学图像46

还可以包括训练图像、预期结果图像、基准图像、虚构图像、处理图像和轮廓图像。在一个实

施方式中，可以从数据库24、26接收医学图像46。在另一个实施方式中，可以从图像获取装

置32接收医学图像46。因此，图像获取装置32可以包括能够提供成像数据的任何装置，包括

例如MRI成像装置、CT成像装置、PET成像装置、超声成像装置、荧光透视装置、SPECT成像装

置、集成直线加速器和MRI成像装置或者用于获得患者的医学图像的其他医学成像装置。可

以以图像处理装置12能够使用以执行与公开的实施方式一致的操作的任何类型的数据或

任何类型的格式接收并存储医学图像(包括医学成像数据)46。存储器装置16可以是非暂态

计算机可读介质，例如只读存储器(ROM)、相变随机存取存储器(PRAM)、静态随机存取存储

器(SRAM)、闪存、随机存取存储器(RAM)、动态随机存取存储器(DRAM)例如同步DRAM

(SDRAM)、电可擦除可编程只读存储器(EEPROM)、静态存储器(例如，闪存、闪存盘、静态随机

存取存储器)以及其他类型的随机存取存储器、高速缓存、寄存器、光盘只读存储器(CD‑

ROM)、数字多功能光盘(DVD)或其他光学存储装置、盒式磁带、其他磁存储装置或者任何其

他非暂态介质，所述任何其他非暂态介质可以用于存储包括图像、数据或能够由处理器14

或任何其他类型的计算机装置访问的计算机可执行指令(例如，以任何格式存储)的信息。

计算机程序指令可以由处理器14访问、从ROM或任何其他适当的存储器位置读取并且加载

至RAM中以供处理器14执行。例如，存储器16可以存储一个或更多个软件应用程序。存储器

16中存储的软件应用程序可以包括例如用于公共的计算机系统以及用于软件控制的装置

的操作系统43。此外，存储器16可以存储全部的软件应用程序或软件应用程序的仅可以由

处理器14执行的一部分。例如，存储器装置16可以存储一个或更多个放射疗法治疗计划42。

在又一个实施方式中，可以从数据库和装置(例如，装置通过识别改变的特征来提供数据库

中存储的图像的更新版本)两者来接收医学图像数据46。

[0044] 图像处理装置12可以经由通信上耦接至处理器14、存储器16和神经网络47的通信

接口18与网络20进行通信。通信接口18可以提供图像处理装置12与放射疗法系统10部件之

间的通信连接(例如，允许与外部装置的数据交换)。例如，在一些实施方式中，通信接口18

可以具有连接至用户接口36的适当的接口电路，其可以是用户能够通过其将信息输入至放

射疗法系统10中的硬件键盘、小键盘或触摸屏。

[0045] 通信接口18可以包括例如，网络适配器、线缆连接器、串行连接器、USB连接器、并

行连接器、高速数据传输适配器(例如，诸如光纤、USB3.0、雷电接口等)、无线网络适配器
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(例如，诸如WiFi适配器)、电信适配器(例如，3G、4G/LTE等)等。通信接口18可以包括允许图

像处理装置12经由网络20与其他机器和装置例如远程定位部件进行通信的一个或更多个

数字和/或模拟通信装置。

[0046] 网络20可以提供局域网(LAN)、无线网络、云计算环境(例如，软件即服务、平台即

服务、基础设施即服务等)、客户端服务器、广域网(WAN)等的功能。例如，网络20可以是可以

包括其他系统S1(38)、S2(40)和S3(41)的LAN或WAN。系统S1、S2和S3可以与图像处理装置12

相同或者可以是不同的系统。在一些实施方式中，网络20中的一个或更多个系统可以形成

协作地执行本文中描述的实施方式的分布式计算/模拟环境。在一些实施方式中，一个或更

多个系统S1、S2和S3可以包括获得CT图像(例如，医学图像46)的CT扫描仪。另外，网络20可

以被连接至互联网22以与远程地驻留在互联网上的服务器和客户端进行通信。在另外的实

施方式中，一个或更多个系统S1、S2和S3可以包括外部可接入的神经网络或相关的计算设

施。

[0047] 因此，网络20可以允许图像处理装置12与许多各种其他的系统和装置例如OIS 

28、放射疗法装置30和图像获取装置32之间的数据传输。此外，由OIS  28和/或图像获取装

置32生成的数据可以存储在存储器16、数据库24和/或医院数据库26中。根据需要，数据可

以通过通信接口18经由网络20来传输/接收以便由处理器14访问。

[0048] 图像处理装置12可以通过网络20与数据库24进行通信以发送/接收数据库24上存

储的多个各种类型的数据。例如，数据库24可以包括为与放射疗法装置30、图像获取装置32

或和放射疗法有关的其他机器相关联的信息的机器数据。机器数据信息可以包括辐射射束

尺寸、弧放置、射束开关持续时间、控制点、段、多叶准直器(MLC)配置、机架速度、MRI脉冲序

列等。数据库24可以是非暂态存储装置。本领域技术人员应当理解，数据库24可以包括以中

心或分布式方式定位的多个装置。

[0049] 在一些实施方式中，数据库24可以包括处理器可读非暂态存储介质(未示出)。尽

管在一个实施方式中处理器可读存储介质可以是单个介质，但是术语“处理器可读存储介

质”应被视为包括存储一个或更多个计算机可执行指令集或数据集的单个介质或多个介质

(例如，中心或分布式数据库和/或相关联的高速缓存和服务器)。术语“处理器可读存储介

质”将还被视为包括能够存储或编码供处理器执行的指令集并且使处理器执行本公开内容

的任何一种或更多种方法的任何介质。术语“处理器可读存储介质”将相应地被视为包括但

不限于固态存储器、光学和磁性介质。例如，处理器可读存储介质可以是一个或更多个易失

性、非暂态或非易失性有形处理器可读介质。

[0050] 图像处理器14可以与数据库24进行通信以将图像读取至存储器16中或者将图像

从存储器16存储至数据库24。例如，数据库24可以被配置成存储数据库24从图像获取装置

32接收的多个图像(例如，3D  MRI、4D  MRI、2D  MRI切片图像、CT图像、2D荧光图像、X射线图

像、来自MR扫描或CT扫描的原始数据、医学数字成像和通信(DFMCOM)数据等)。数据库24可

以存储当执行软件程序44时或者当创建放射疗法治疗计划42时要由图像处理器14使用的

数据。图像处理装置12可以从数据库24、放射疗法装置30(例如，MRI‑Linac)和/或图像获取

装置32接收成像数据46(例如，2D  MRI切片图像、CT图像、2D荧光图像、X射线图像、3D  MRI图

像、4D  MRI图像等)以生成治疗计划42。

[0051] 在一个实施方式中，放射疗法系统10可以包括可以获取患者的医学图像(例如，磁
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共振成像(MRI)图像、3D  MRI、2D流式MRI、4D体积MRI、计算机断层扫描(CT)图像、锥形射束

CT、正电子发射断层扫描(PET)图像、功能性MRI图像(例如，fMRI、DCE‑MRI和扩散MRI)、X射

线图像、萤光透视影像、超声图像、放射疗法射野图像、单光子发射计算机断层扫描(SPECT)

图像等)的图像获取装置32。图像获取装置32可以例如是MRI成像装置、CT成像装置、PET成

像装置、超声装置、荧光透视装置、SPECT成像装置或者用于获得患者的一个或更多个医学

图像的任何其他适当的医学成像装置。由图像获取装置32获取的图像可以作为成像数据

和/或测试数据存储在数据库24内。通过示例，由图像获取装置32获取的图像还可以作为医

学图像数据由图像处理装置12存储在存储器16中。

[0052] 在一个实施方式中，例如，图像获取装置32可以可选地与放射疗法装置30集成为

单个设备30A(例如，与也被称为“MRI‑Linac”的直线加速器组合的MRI装置)。例如，可以使

用这种MRI‑Linac来确定患者体内的靶器官或靶肿瘤的位置，以根据放射疗法治疗计划42

将放射疗法准确地指向预定靶。

[0053] 图像获取装置32可以被配置成获取患者的关注区域(例如，靶器官、靶肿瘤或两

者)的解剖结构的一个或更多个图像。每个图像，通常2D图像或切片可以包括一个或更多个

参数(例如，2D切片厚度、取向和位置)。在一个示例中，图像获取装置32可以获取任意取向

上的2D切片。例如，2D切片的取向可以包括矢状取向、冠状取向或轴向取向。处理器14可以

调整一个或更多个参数例如2D切片的厚度和/或取向以包括靶器官和/或靶肿瘤。在一个示

例中，可以根据诸如3D  MRI体积的信息来确定2D切片。这种2D切片可以在患者正在进行放

射疗法治疗时例如，当使用放射疗法装置30时由图像获取装置32“实时地”获取。“实时地”

意味着在至少几毫秒或更短的时间内获取数据。

[0054] 图像处理装置12可以生成并且存储一个或更多个患者的放射疗法治疗计划42。放

射疗法治疗计划42可以提供关于要施加至每个患者的特定放射剂量的信息。放射疗法治疗

计划42还可以包括其他放射疗法信息例如，射束角度、剂量直方图体积信息、诸如要在疗法

期间使用的辐射射束的数目、每个射束的最大剂量或机架速度的递送参数等。

[0055] 图像处理器14可以通过使用软件程序44例如治疗计划软件诸如由佐治亚州亚特

兰大市的医科达公司制造的 来生成放射疗法治疗计划42。为了生成放射疗

法治疗计划42，图像处理器14可以与图像获取装置32(例如，CT装置、MRI装置、PET成像装

置、X射线装置、超声装置)、存储器16或数据库24进行通信以访问患者的图像并且描绘靶例

如肿瘤。在一些实施方式中，可能需要一个或更多个危险器官(OAR)例如肿瘤周围或接近肿

瘤的健康组织的描绘。因此，当OAR靠近靶肿瘤时可以执行OAR的分割(即，相对于附近的治

疗体积危险器官的结构的描绘)。另外，如果靶肿瘤靠近OAR(例如，前列腺接近膀胱和直

肠)，则通过相对于肿瘤分割OAR，治疗计划装置不仅可以研究靶中的剂量分布，而且还可以

研究OAR中的剂量分布。

[0056] 为了相对于OAR描绘靶器官或靶肿瘤，可以通过图像获取装置32非侵入式地获得

正在进行放射疗法的患者的医学图像例如MRI图像、CT图像、PET图像、fMRI图像、X射线图

像、超声图像、放射疗法射野图像、SPECT图像等以揭露身体部位的内部结构。基于来自医学

图像的信息，可以获得有关解剖部位的3D结构。另外，在治疗计划过程期间，可以考虑许多

参数以达到靶肿瘤的有效治疗(例如，使得靶肿瘤接收用于有效治疗的足够放射剂量)与

OAR的低辐射(例如，OAR接收尽可能低的辐射剂量)之间的平衡。可以考虑的其他参数包括
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靶器官和靶肿瘤的位置、OAR的位置和靶相对于OAR的运动。例如，可以通过描画MRI或CT图

像的每个2D层或切片内的靶或OAR的轮廓并且将每个2D层或切片的轮廓组合来获得3D结

构。可以手动地(例如，由医生、剂量师或医护人员)或自动地(例如，使用程序例如由瑞典斯

德哥尔摩的医科达AB公司制造的基于Atlas的自动分割软件ABASTM)生成轮廓。在某些的实

施方式中，可以由治疗计划软件自动地生成靶肿瘤或OAR的3D结构。

[0057] 在靶肿瘤和一个或更多个OAR已经被定位且描绘之后，剂量师、医生或医护人员可

以确定要施加至靶肿瘤的辐射剂量，以及可以由接近肿瘤的OAR(例如，左右腮腺、视神经、

眼睛、晶状体、内耳、脊髓、脑干等)接收的剂量的任何最大量。在确定用于每个解剖结构(例

如，靶肿瘤、OAR)的辐射剂量之后，可以执行被称为逆向计划的过程以确定实现期望的辐射

剂量分布的一个或更多个治疗计划参数。治疗计划参数的示例包括体积描绘参数(例如，所

述参数限定靶体积或轮廓敏感的结构)、靶肿瘤和OAR周围的边缘、射束角度选择、准直器设

置和射束打开时间。在逆向计划过程期间，医生可以限定设置OAR可以接收多少辐射的边界

的剂量约束参数(例如，对肿瘤靶限定全部剂量并且对任何OAR限定零剂量；对靶肿瘤限定

95％的剂量；限定脊髓、脑干和晶状体分别接收<45Gy、<55Gy和<54Gy)。逆向计划的结果可

以构成可以存储在存储器16或数据库24中的放射疗法治疗计划42。这些治疗参数中的一些

参数可以被相互关联。例如，为了改变治疗计划，调整一个参数(例如，不同靶的权重，例如

增加对靶肿瘤的剂量)可以影响至少一个其他参数，这又可以引起开发不同治疗计划。因

此，图像处理装置12可以生成具有这些参数的定制的放射疗法治疗计划42以便放射疗法装

置30向患者提供放射疗法治疗。

[0058] 另外，放射疗法系统10可以包括显示装置34和用户接口36。显示装置34可以包括

显示医学图像、接口信息、治疗计划参数(例如，轮廓、剂量、射束角度等)、治疗计划、靶、定

位靶以及/或者跟踪靶或者与用户或患者相关的任何信息的一个或更多个显示屏幕。用户

接口36可以是键盘、小键盘、鼠标、触摸板、触摸屏或者用户可以将信息输入至放射疗法系

统10的任何类型的装置。替选地，显示装置34和用户接口36可以被集成为装置例如平板计

算机诸如苹果 联想 三星 等。

[0059] 此外，放射疗法系统10的任何部件和所有部件可以被实现为虚拟机(例如，

VMWare、Hyper‑V等)。例如，虚拟机可以是用作硬件的软件。因此，虚拟机可以至少包括一起

用作硬件的一个或更多个虚拟处理器、一个或更多个虚拟存储器和一个或更多个虚拟通信

接口。例如，图像处理装置12、OIS  28或图像获取装置32可以被实现为虚拟机。鉴于可用的

处理功率、存储器和计算能力，整个放射疗法系统10可以被实现为虚拟机。

[0060] 图2示出了包括放射源例如X射线源或直线加速器、多叶准直器(未示出)、诊察台

216、成像检测器214和放射疗法输出装置204的示例性放射疗法装置202。放射疗法装置202

可以被配置成发射辐射射束208以向患者提供疗法。放射疗法输出装置204可以包括一个或

更多个衰减器或准直器例如如下面在图5的示出性示例中描述的多叶准直器(MLC)。

[0061] 返回参照图2，可以使用桌子或诊察台216将患者定位在区域212中以接收根据放

射疗法治疗计划的放射疗法剂量。放射疗法输出装置204可以被安装至或附接至机架206或

其他机械支承件。当诊察台216在治疗区域中时，一个或更多个底盘电机(未示出)可以使机

架206和放射疗法输出装置204围绕诊察台216旋转。在一个实施方式中，当诊察台216在治

疗区域中时，机架206可以围绕诊察台216连续地可旋转。在另一个实施方式中，当诊察台
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216在治疗区域中时，机架206可以旋转至预定位置。例如，机架206可以被配置成使疗法输

出装置204围绕轴(“A”)旋转。诊察台216可以独立于机架206和疗法输出装置204移动，围绕

由“R”表示的贯轴(“T”)旋转，以及平行于横轴(“L”)、贯轴(“T”)和剩余轴(“A”)平移。通信

上连接至疗法装置202的控制器(未示出)可以控制诊察台216的运动或旋转以根据放射疗

法治疗计划将患者正确地定位在放射射束208中或外。因为诊察台216和机架206两者能够

在多个自由度上彼此独立地移动，所以患者可以被定位成使得放射射束208可以精确地瞄

准肿瘤。

[0062] 图2中示出的坐标系统(包括轴A、T和L)可以具有位于等中心点210处的原点。等中

心点可以被定义为其中放射疗法射束208与坐标轴的原点相交的位置，以便将规定的辐射

剂量递送至患者身体上或内的位置。例如，对于如由机架206围绕轴A定位的放射疗法输出

装置204的各个旋转位置，等中心点210可以被定义为其中放射疗法射束208与患者相交的

位置。

[0063] 机架206还可以具有附接的成像检测器214。优选地，成像检测器214与放射源204

相对定位，并且在一个示例中，成像检测器214可以位于疗法射束208的场内。

[0064] 成像检测器214可以被安装在机架206上优选地与放射疗法输出装置204相对，以

便保持与疗法射束208对准，在这种情况下成像检测器214随着机架206旋转而围绕旋转轴

旋转。在一个实施方式中，成像检测器214可以是平板检测器(例如，直接检测器或闪烁检测

器)。以这种方式，可以使用成像检测器214来监视疗法射束208或者可以使用成像检测器

214用于对患者的解剖结构进行成像，例如射野成像。放射疗法装置202的控制电路可以被

集成在系统202内或者远离系统202。

[0065] 在说明性的示例中，可以自动地定位诊察台216、疗法输出装置204或机架206中的

一个或更多个，并且疗法输出装置204可以根据特定疗法递送实例的指定剂量来建立疗法

射束208。可以根据放射疗法治疗计划例如使用机架206、诊察台216或疗法输出装置204的

一个或更多个不同的取向或位置来指定一序列疗法递送。疗法递送可以顺序地发生，但可

以在患者身体上或内的期望疗法部位中例如在等中心点210处相交。因此，可以将放射疗法

的规定累积剂量递送至疗法部位同时减少或避免对疗法部位附近的组织的伤害。

[0066] 图3示出了可以包括组合的直线加速器和成像系统例如计算机断层扫描(CT)成像

系统的示例性放射疗法装置302。CT成像系统可以包括成像X射线源318例如以千电子伏特

(keV)能量范围提供X射线能量的X射线源。成像X射线源318可以提供指向成像检测器322例

如平板检测器的扇形和/或锥形射束320。放射疗法系统302可以与关于图2描述的系统302

类似，例如包括放射疗法输出装置304、机架306、平台316和另一平板检测器314。X射线源

318可以提供相对较低能量的射束以用于成像而不是用于疗法。

[0067] 在图3的说明性示例中，放射疗法输出装置304和X射线源318可以安装在同一旋转

机架306上，彼此旋转分开90度。在另一示例中，两个或更多个X射线源可以沿机架306的圆

周安装，例如每个具有其自己的检测器布置以同时提供多个角度的诊断成像。类似地，可以

提供多个放射疗法输出装置304。

[0068] 图4描绘了与所公开的实施方式一致的可以包括组合的放射疗法装置402和成像

系统例如核磁共振(MR)成像系统430(在本领域中被称为MR‑Linac)的示例性放射疗法系统

400。如所示，系统400可以包括诊察台(未示出)、图像获取装置430和辐射递送装置424。系
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统400根据放射疗法治疗计划将放射疗法递送至患者。在一些实施方式中，图像获取装置

430可以对应于图1中的可以获取第一模式的原始图像(例如，CT或MRI图像)的图像获取装

置32。

[0069] 诊察台(未示出)可以在治疗期期间支承患者。在一些实施方式中，诊察台可以沿

水平的平移轴(标记为“A”)移动，使得诊察台可以将患者移动至系统400中和/或外。诊察台

还可以围绕中心垂直旋转轴旋转，横向于平移轴。为了允许这种移动或旋转，诊察台可以具

有能够使诊察台在各个方向上移动并且沿各个轴旋转的电机(未示出)。控制器(未示出)可

以控制这些移动或旋转以根据治疗计划正确地定位患者。

[0070] 在一些实施方式中，图像获取装置430可以包括用于在治疗期之前、期间和/或之

后获取患者的2D或3D  MRI图像的MRI机器。图像获取装置430可以包括用于生成用于磁共振

成像的主磁场的磁体。在一些实施方式中，磁体中的一个或更多个线圈可以被间隔成使得

磁体的中心窗口没有线圈以允许来自源404的治疗射束的进入。在其他实施方式中，磁体中

的线圈可以足够薄或者具有降低的密度使得其对由放射疗法装置400生成的辐射波长基本

上是透明的。图像获取装置430还可以包括可以生成约相等幅度且相反极性的磁体外部的

磁场的一个或更多个屏蔽线圈以消除或降低磁体外部的任何磁场。

[0071] 在一些实施方式中，图像获取装置430可以是除MRI以外的成像装置，例如X射线、

CT、CBCT、螺旋CT、PET、SPECT、光学断层扫描、荧光成像、超声成像或放射疗法射野成像装置

等。如由本领域普通技术人员所认识的，图像获取装置430的以上描述涉及特定的实施方式

并且不旨在限制。

[0072] 放射疗法装置400可以包括放射源404例如X射线源或直线加速器以及多叶准直器

(MLC)。放射疗法装置机架406可以安装在底盘上。当诊察台通过轴“A”插入治疗区域时，一

个或更多个底盘电机(未示出)可以使底盘围绕诊察台旋转。在一个实施方式中，当诊察台

插入治疗区域时，底盘可以围绕诊察台连续地可旋转。底盘还可以具有附接的辐射检测器

(未示出)，优选地与放射源404相对定位并且其中底盘的旋转轴定位在放射源404与检测器

(未示出)之间。此外，装置400可以包括用于控制例如患者诊察台、图像获取装置430和放射

疗法输出装置424中的一个或更多个的控制电路(未示出)。放射疗法装置400的控制电路可

以集成在系统内或者远离系统，并且功能上由图1中所示的用户接口36来表示。

[0073] 图2、图3和图4一般地示出了被配置成向患者提供放射疗法治疗的放射疗法装置

的示例，包括其中放射疗法输出装置可以围绕中心轴(例如，轴“A”)旋转的配置。可以使用

其他放射疗法输出装置配置。例如，放射疗法输出装置可以安装至具有多个自由度的机器

臂或操纵器。在又一个实施方式中，疗法输出装置可以被固定，例如位于与患者横向地分开

的区域中，并且可以使用支承患者的平台将放射疗法等中心点与患者体内的指定靶部位对

准。

[0074] 如上所讨论的，通过图2、图3和图4描述的放射疗法装置可以包括用于对到患者体

内的指定靶部位的放射疗法射束进行成形、指引或对放射疗法射束的强度进行调制的多叶

准直器。图5示出了包括可以自动地被定位成限定接近肿瘤截面或投影540的孔径的叶片

532A至叶片532J的示例性多叶准直器(MLC)532。叶片532A至叶片532J允许放射疗法射束的

调制。叶片532A至叶片532J可以由被指定用于根据放射治疗计划衰减或阻挡除了孔径以外

的区域中的辐射射束的材料制成。例如，叶片532A至叶片532J可以包括例如包括钨的金属
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板或叶片，其中叶片的长轴和叶片的端平行于射束方向定位，以及具有与射束方向正交的

叶片运动。MLC532的“状态”可以在放射疗法治疗的过程期间被自适应地调整，以便建立更

接近肿瘤540或其他靶部位的形状或位置的疗法射束。

[0075] 图6示出了根据本公开内容的一些实施方式的另一类型的放射疗法装置600的示

例(例如，莱克塞尔(Leksell)伽玛刀)。在放射疗法治疗期中，患者602可以穿戴坐标框架

620以保持正在进行手术或放射疗法的患者身体部位(例如，头部)稳定。坐标框架620和患

者定位系统622可以建立在对患者成像时或在放射手术期间可以使用的空间坐标系。放射

疗法装置600可以包括保护壳体614以包围多个辐射源612。辐射源612可以生成穿过射束通

道616的多个毫米宽的辐射束(例如，小射束)。多个辐射束可以被配置成从不同方向聚焦在

等中心点618上。尽管每个单独的辐射束可以具有相对低的强度，但是当来自不同辐射束的

多个剂量在等中心点618处累积时，等中心点618可以接收相对高水平的辐射。在特定的实

施方式中，等中心点618可以对应于手术或治疗中的靶例如肿瘤。

[0076] 图7示出了本发明的实施方式的流程图700的概述，包括三个阶段：训练准备阶段

725、网络训练阶段726和网络推断阶段727。

[0077] 在训练准备阶段725中，准备和处理训练输入720以供在训练神经网络部件(图1，

47)中使用。选择705网络模型以供在训练中使用，这种模型选择可以包括例如深度卷积神

经网络架构和适当的处理层配置的识别(如下面关于作为示例实施方式的图8更详细地讨

论的)。利用初始层配置、初始连接配置、权重集和偏差集将神经网络部件模型(图1，47)初

始化。除了医学图像710和预期结果(也被相关领域技术人员称为“基准”数据)715以外，对

于作为训练数据720的输入可以指定其他参数(如下面更全面地描述的)。在一个实施方式

中，训练数据720还可以包括实际患者或测试对象的数据。在另一个实施方式中，可以综合

地创建训练数据720，例如基于理论上可能的情况或者出于模型测试目的而制定的计算机

生成的图像。

[0078] 在神经网络部件模型(图1，47)的一个实施方式和配置中，输入患者数据与3D信息

对应，而来自网络的输出数据与2D医学图像(或图像函数)例如3D医学图像或结构的轴向部

分对应。该实施方式可以被优化成与对2D图像进行操作的深度学习网络交互操作。在一个

实施方式中，训练数据720可以包括作为整个训练数据集720的不相交集的患者的训练数据

和患者的测试数据两者。该配置改进在随后的训练阶段期间网络迭代收敛的准确度测试。

[0079] 在各个实施方式中，准备阶段725包括将训练数据720中的所有成像数据重新采样

至公共网格尺寸和网格间距，其中解剖结构和剂量对准并且解剖结构以患者图像的轴向视

图为中心。图像强度可以被重新采样并且插入至与输出图像对应的通道(例如，RGB通道)

中。然后，剂量值可以在训练数据720中的所有患者之间被重新采样至公共尺度以基于提供

至网络的训练数据来改进学习性能和收敛。在这种训练数据准备之前，在一个实施方式中

训练数据720包括一起取向且记录在共同的坐标系中的医学(患者)图像、与患者图像相关

联的图像函数、患者解剖结构和患者剂量分布。在数据准备之后，训练数据和测试数据表示

患者图像和包括基准数据的对应剂量。

[0080] 网络训练阶段726开始于训练数据720被呈现给来自步骤705的配置过且经初始化

的神经网络模型(没有指定输入剂量)。神经网络部件(图1，47)根据患者图像数据来估计结

果735并且产生估计结果例如注量图或剂量图。然后，在来自步骤735的估计结果与对应于
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医学图像数据710的预期结果715之间进行比较，并且基于预期结果715与估计结果735之间

的差来生成误差(“训练误差”)图。将误差图与评估标准745进行比较。例如，可以使用损失

函数例如平均绝对误差函数(MAE，下面将更深入地描述)来确定是否满足误差标准。如果误

差不满足误差阈值标准，则神经网络(图1，47)的模型参数(例如，权重和偏差)被更新750，

例如以根据学习算法(例如，正则化梯度下降优化方法)使误差最小化，并且训练数据被重

新呈现730给具有神经网络的新分配的模型参数的神经网络(图1，47)。

[0081] 在一个实施方式中，确定是否满足标准745包括将不同于训练图像(但没有指定输

入剂量)的一个或更多个测试患者图像呈现给如当前地被配置成对这样的测试患者图像生

成患者剂量的评估的网络模型。然后，所得到的剂量估计可以与基准/预期剂量进行比较以

评估网络参数模型的品质。该测试数据的预期剂量与估计剂量之间的差为“测试误差”。在

任何情况下，从步骤750至步骤730、至步骤735和740、至步骤745的迭代继续直到满足误差

阈值标准，因此，训练过程725得出755，其中训练过的神经网络部件模型准备好与真实的患

者图像和数据(图1，45，46)一起使用。

[0082] 一旦经过训练，神经网络部件模型(图1，47)可以被存储在存储器(图1，16)中、网

络部件(图1，47)的非暂态存储器内或者数据库(图1，24)中。然后，当与期望放射治疗计划

的患者数据(图1，45，46)一起呈现时，训练过的网络模型可以在网络推断步骤727中使用以

计算有用的输出(例如，注量图或剂量图)。例如通过加载用于特定训练过的网络配置的所

存储的权重和偏差来配置训练过的神经网络765。将患者数据输入呈现给训练过且配置过

的神经网络部件(图1，47)以获得预测结果。在优选实施方式中，预测结果包括注量图信息

和剂量图信息中之一；然后，可以使用注量图信息或剂量图信息来完成患者的放射治疗计

划。因此，对于关注的患者，将患者图像和/或数据760呈现给训练过且配置过的神经网络模

型770以产生预测结果775。在又一个实施方式中，预测结果又被处理以供治疗计划系统780

使用，例如用于生成供在治疗计划系统中(例如，在由瑞典斯德哥尔摩的医科达AB公司制造

的 系统中)使用的剂量体积直方图(DVH)。

[0083] 本发明的实施方式提供涉及内部辐射源以及外部辐射源的注量图和剂量图计算。

实施方式包括提供用于内部近距离放射疗法应用的计算的那些注量图和剂量图计算。近距

离放射疗法一般涉及辐射源直接在肿瘤点处的放置。确定最佳治疗方案的计算通常需要在

各种优化的例程中利用线性玻尔兹曼输运方程来进行复杂的计算和估计。通过训练本发明

的神经网络来从理想化的输入数据(例如，患者图像和期望结果)中识别注量图，可以支持

近距离放射疗法应用。

[0084] 在本发明的各种实施方式中，近距离放射疗法计划从与外部射束疗法类似的起始

点(具有靶和OAR描绘的计划CT或MR图像，以及靶规定和OAR约束)继续进行以实现满足计划

标准的剂量分布。因此，在各种实施方式中，应用深度学习以预测近距离放射疗法剂量分布

与外部射束分布预测相似。对于这两个疗法，网络模型学习从图像中的结构到剂量图的映

射，并且使用其来预测用于新患者的剂量图。该经学习的映射忽略疗法管理的机制细节。

[0085] 本发明关于近距离放射疗法的其他方面提供深度卷积神经网络(DCNN)的使用以

在所施加的辐射源的衰变期间在变化的时间处提供估计剂量。在这些方面中，采样的时间

是训练集中的附加参数并且4D分析(涉及照射靶时间或治疗时间)可以基于特定的(一个或

多个)辐射源来提供累积剂量。这些实施方式的预测结果有助于确定辐射源在患者的靶治
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疗区域中的放置、要递送至治疗靶的辐射剂量强度和随着时间推移剂量递送的持续时间。

[0086] 在另一个实施方式中，可以结合近距离放射疗法使用实时MRI图像。MRI装置提供

肿瘤和周围器官的良好的软组织对比度以及精确成像。这允许提高近距离放射疗法源植入

的准确度、改进靶和危险器官(OAR)的描绘和改进剂量规定。来自MRI装置的实时MRI图像

(例如，其中MRI装置和近距离放射疗法装置同时进行操作)可以提供用于近距离放射疗法

施加器和近距离放射疗法放射源的正确放置的实时可视化以(1)避免穿孔以及(2)将源引

导至靶以便提供近距离放射疗法治疗。MRI优于基于CT的图像的另一优点是MRI可以比CT提

供更准确的靶轮廓，这能够实现靶结构的更好描绘和更高程度的剂量优化。尽管与CT相比

MRI改进靶结构的可视性，但是靶轮廓仍提供与图像引导过程相关的不确定性。通过使用

MRI能够跟踪源和施加器两者允许1)植入调整，2)源停留位置测量(例如，通常在5毫米距离

处有20个源位置以及每个源位置0.5秒的停留时间)，以及3)具有患者体内真正的辐射剂量

分布的剂量计划。在又一个实施方式中，可以将功能性MRI(fMRI)用于前列腺近距离放射疗

法。功能性MRI可以改进前列腺病变的识别，这对于抢救前列腺近距离放射疗法和子体积增

强具有特别的意义。

[0087] 输入数据可以包括医学图像。输入数据可以包括解剖数据和计划元参数中至少之

一。在一些方面中，计划元参数可以包括装置约束、诊断信息和关于放射疗法的计划过程的

其他信息。装置约束可以包括射束机架角度、小射束矢量和关于放射递送的类似限制。

[0088] 如图9中所描绘的，本发明的系统和方法的实施方式可以用于根据输入数据生成

注量图930和剂量图950。例如，系统900可以被配置成根据输入数据910生成供放射疗法装

置960使用的剂量图950。剂量图950可以描绘经受由放射装置160施加的约束的患者体内的

能量的局部沉积。注量图930通常会与剂量图950不同，并且所公开的系统和方法可以被配

置成减小该差异。在一些方面中，如在替选路径935中所描绘的，系统900可以被配置成直接

根据输入数据910使用神经网络920生成剂量图950。输入数据910可以包括医学图像912、解

剖图914和计划元数据916。可以使用成像模式从患者获取医学图像912。解剖图可以指示患

者的一组限定靶和敏感器官。在一些方面中，限定靶可以包括肿瘤。可以将输入数据910提

供至神经网络920。如下面更加完整地和上面关于图7描述的，可以训练神经网络920以根据

输入数据910生成注量图930(以及，替选地剂量图950)。神经网络920可以包括卷积神经网

络，并且在一些方面中，注量图930可以包括神经网络920的输出。图9中示出的神经网络920

可以包括与图1中示出的神经网络部件47和图8中示出的神经网络920相同或类似的架构。

[0089] 另外，图9的神经网络920可以包括深度卷积神经网络(DCNN)。DCNN模型的架构包

括将输入转换成输出的不同层的堆叠。不同层的示例可以包括一个或更多个卷积层、非线

性操作层(例如修正线性单元(ReLu)函数、sigmoid函数或双曲正切函数)、池化或子采样

层、全连接层、最终损耗层、反卷积层、反池化或上采样层、逐像素预测层和/或复制和裁剪

操作层。每个层可以连接一个上游层和一个下游层。输入可以被认为是输入层，并且输出可

以被认为是最终的输出层。

[0090] 为了提高DCNN模型的性能和学习能力，可以选择性地增加不同层的数目。从输入

层至输出层的中间不同层的数目可以变得非常大，从而增加DCNN模型的架构的复杂度。本

公开内容采用强大学习DCNN模型以生成注量图和/或输出图。与所公开的实施方式一致，系

统900可以被配置成使用接收输入数据910的训练过的DCNN模型(在神经网络920中实现)来
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生成注量图930或剂量图950。有利地，本公开内容的实施方式中的用于生成注量图和剂量

图的DCNN模型允许这种图的自动生成而无需手动的特征提取。

[0091] 如本文中所使用的，由所公开的生成方法使用的DCNN模型可以指代基于卷积神经

网络的框架用公式表示、调整或修改的任何神经网络模型。例如，本公开内容的实施方式中

的用于生成注量图和/或剂量图的DCNN模型可以选择性地包括输入层与输出层之间的中间

层，例如一个或更多个卷积层、非线性操作层、池化或子采样层、全连接层、最终损耗层、反

卷积层和/或反池化或上采样层。

[0092] 所公开的用于生成输出图的系统和方法一般包括两个阶段：使用训练数据集“训

练”或“学习”DCNN模型的训练阶段，以及其中训练过的DCNN模型使用训练数据集和输入数

据来生成输出图的预测或推断阶段。如上提到的，前面提到的训练阶段一般与如图7中描绘

的网络训练726相关联。如本文中使用的，“训练”DCNN模型指代确定DCNN模型中的至少一个

层的一个或更多个参数。例如，DCNN模型的卷积层可以包括至少一个滤波器或内核。可以通

过例如基于反向传播的训练过程来确定至少一个滤波器的一个或更多个参数例如内核权

重、尺寸、形状和结构。

[0093] 前面提到的预测阶段一般与如图7中所描绘的网络推断727相关联。如关于本文中

描述的实施方式使用的，来自DCNN模型的“预测”指代使用包括来自任何类型的成像模式的

2D和3D注量图和/或剂量图两者的医学图像912来生成注量图和/或剂量图。

[0094] 用于输出图生成的DCNN模型

[0095] 图8示出了根据本公开内容的一些实施方式的实现用于输出图生成(例如注量图

和/或剂量图的生成)的深度卷积神经网络架构的示例性神经网络920。神经网络920可以包

括深度卷积神经网络。如图8中所示，神经网络920可以接收使用一个或更多个第一成像模

式获取的医学图像912作为输入。如本文中使用的医学图像可以包括但不限于输入数据(图

9，910)的内容，包括医学图像912、解剖图914和计划元数据916。神经网络920可以产生与注

量图或剂量图对应的输出840。输出840可以涉及与输入医学图像中之一相同的主题。例如，

当医学图像912包括相邻图像的堆叠时，输出840可以涉及与堆叠912中间的图像中之一相

同的主题。例如，当医学图像912包括奇数个图像时，输出840可以涉及与堆叠的中间图像相

同的主题。替选地，当医学图像912包括偶数个图像时，输出840可以涉及与堆叠的两个中间

图像中之一相同的主题。

[0096] 如图8中所示，本发明的神经网络920的实施方式可以一般包括两个部分：第一特

征提取部分820和第二输出图构建部分830。特征提取部分820可以提取医学图像912的一个

或更多个特征。特征提取部分820使用深度卷积神经网络方法来接收医学图像912并且输出

表示输入堆叠的特征的至少一个特征向量或矩阵。因此，特征提取部分820可以以不同尺度

和不同复杂水平提取特征，特征提取部分820的每个层接收前一层的潜在表示作为其输入。

输出图构建部分830可以使用特征提取部分820的输出来生成输出840，如前面提到的，输出

840可以包括注量图或剂量图。第二部分可以逐渐地从粗分辨率到精细分辨率重新构建输

出图，直到达到期望的图像分辨率或图像尺寸为止。

[0097] 在一些实施方式中，神经网络920可以被配置有从特征提取部分820中的层的输出

至输出图构建830中的层的输入的直接连接。在一些方面中，这样的连接可以仅是从特征提

取部分820的最终层的输出至输出图构建830的初始层的输入。在各个方面中，神经网络920
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可以被配置有特征提取部分820与输出图构建830之间的一个或更多个附加连接。这些连接

可以涉及特征提取部分820的非最终层和输出图构建830的非最终层、特征提取部分820的

最终层和输出图构建830的非最终层以及/或者特征提取部分820的非最终层和输出图构建

830的最终层。

[0098] 在一些实施方式中，可以一起训练特征提取部分820和输出图构建830。例如，可以

在模型训练的每个迭代期间一起更新特征提取部分820和输出图构建830的参数。在各个实

施方式中，可以单独地训练特征提取部分820和输出图构建830。例如，特征提取部分820可

以包括已知模型例如VGG图像分类模型，并且可以在训练期间仅更新输出图构建830的参

数。

[0099] 有利地，当医学图像912包括包含依赖结构信息的相邻2D图像的堆叠时，神经网络

920的准确度会增加。当训练时以及当以注量图或剂量图的形式生成输出图时两种情况下，

神经网络920可以被配置成使用这样的相邻2D图像的堆叠。如本文中所使用的，依赖结构信

息可以指代沿与2D图像的的解剖平面正交的轴在相邻2D图像的堆叠中示出的解剖结构之

间的空间依赖关系。作为非限制示例，由堆叠的第一图像中的第一组像素表示的解剖结构

的形状和类型还可以由与第一图像相邻的第二图像中的第二组像素来表示。这是因为第一

图像和第二图像沿与解剖平面正交的轴的空间相邻允许这些图像中示出的解剖结构的一

些依赖性或连续性。因此，一个图像中的解剖结构的形状、尺寸和/或类型可以提供另一相

邻图像中的沿同一平面的解剖结构的形状、尺寸和/或类型信息。依赖结构信息的影响可能

取决于堆叠中的相邻图像的数目、医学图像912中描绘的解剖结构和/或用于获得图像的成

像模式。

[0100] 下面详细地描述在本公开内容的实施方式中使用的神经网络920的各个部件和特

征。

[0101] 用于特征提取的DCNN

[0102] 在一些实施方式中，神经网络920的特征提取部分820包括输入层例如医学图像

912。在一些实施方式中，医学图像912可以包括多个图像。在一些方面中，医学图像912可以

包括一组或更多组医学图像。例如，医学图像912可以包括一个或更多个3D  CT图像。在各个

方面中，医学图像912可以包括相邻2D  CT图像的堆叠。如上所述，相邻切片可以向神经网络

920提供能够实现更准确或更强的预测的依赖结构信息。

[0103] 在一些实施方式中，神经网络920的特征提取部分820包括输入层，例如医学图像

912的函数或解剖图914的函数。在一些实施方式中，可以以二进制掩码或图像对患者解剖

信息进行编码，在二进制掩码或图像中，所描绘的结构如放射疗法靶和附近的危险器官由

固定的像素值来表示并且结构外的所有像素被设置为背景值。在一些实施方式中，患者解

剖信息可以被编码为其中每个像素值等于到结构边界的最短距离的符号距离图，在符号距

离图中结构内的像素被分配正值而结构外的像素被分配负值。在一些实施方式中，患者解

剖信息可以被编码为通过算法将原始图像转换成其中强调例如解剖结构边缘的新图像的

函数。这些实施方式对可以用在特征提取中的内容是说明性的，而不以任何方式进行限制。

[0104] 在一些实施方式中，输入层具有其空间维度由2D图像的宽度和高度确定并且其深

度由包括医学图像912的图像数目部分地确定的体积。

[0105] 在一些实施方式中，神经网络920的特征提取部分820可以包括一个或更多个卷积
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层822。每个卷积层822可以具有多个参数，例如由上输入层(例如，卷积层822的输入尺寸)

和该层中的滤波器或内核的数目(“N”)及其尺寸确定的宽度(“W”)和高度(“H”)。滤波器的

数目可以被称为卷积层的深度。因此，每个卷积层822可以根据如图8中所示的3D体积来描

述。每个卷积层822的输入可以与一个滤波器进行卷积以产生与该滤波器对应的特征图。可

以对每个卷积层的每个滤波器执行这样的卷积。所得到的特征图可以具有宽度和高度，并

且可以沿深度维度堆叠，以生成3D输出。该输出可以包括到下一个卷积层的输入。

[0106] 在一些实施方式中，神经网络920的特征提取部分820可以包括一个或更多个池化

层(未示出)。池化层可以被添加在神经网络920中的两个连续的卷积层822之间。池化层对

输入(例如，来自先前卷积层的特征图)的每个深度切片独立地进行操作，并且通过执行非

线性下采样的形式来减小其空间维度。如图8中所示的，池化层可以逐渐地减小所提取的特

征图的空间维度以减少网络中的参数量和计算量。这还可以控制过度拟合。可以基于各种

因素，例如卷积网络架构的设计、输入的尺寸、卷积层822的尺寸和/或神经网络920的应用

来确定池化层的数目和放置。

[0107] 可以使用各种非线性函数来实现池化层。例如，可以使用最大池化。最大池化可以

将输入的图像切片分割成具有预定步幅的一组交叠或非交叠的子区域。对于每个子区域，

最大池化可以沿其宽度和其高度两者输出输入的每个切片的最大下采样，同时使深度维度

保持不变。可以使用其他适当的函数例如平均池化或L2规范池化用于实现池化层。

[0108] 在各个实施方式中，神经网络920的特征提取部分820可以包括一个或更多个附加

层。作为非限制示例，可以在卷积层之后选择性地添加ReLu层(未示出)以生成中间激活图

或特征图。ReLu层可以增加预测器函数和整个神经网络920的非线性属性而不影响卷积层

822的各个维度。另外，ReLu层可以在反向传播训练过程期间减少或避免饱和。

[0109] 作为另一非限制示例，可以在卷积层和/或池化层之后添加一个或更多个全连接

层824。全连接层824可以具有与先前层的所有激活图或特征图的完全连接。例如，全连接层

824可以将最后一个卷积层或最后一个池化层的输出作为矢量形式的输入，并且执行高水

平的确定以及输出沿深度维度排列的特征向量。输出向量可以被称为输出层。该向量可以

包含神经网络920的医学图像912的输入堆叠中的解剖结构信息。

[0110] 用于输出图构建的卷积神经网络

[0111] 如上所述的，神经网络920的输出图构建830可以使用由特征提取部分820输出的

一个或更多个特征来生成输出图840。如其他地方提到的，输出图840可以包括注量图或剂

量图，并且可以包括关于图7，775讨论的预测结果。

[0112] 如图8中所示，神经网络920的输出图构建830可以将特征提取部分820的粗的输出

特征图(例如，特征向量)转换成输出图840。可以使用各种函数来实现逐像素预测层，例如

向后上采样或反池化(例如，双线性或非线性插值)和向后卷积(反向卷积)。在一些方面中，

神经网络920的输出图构建830可以包括神经网络920的特征提取部分820的镜像版本。尽管

特征提取部分820可以逐渐地减少所提取的激活图或特征图的空间维度，但是输出图构建

部分830可以使用反卷积层826和/或反池化层(未示出)来逐渐地扩大特征图。反池化层(例

如，上采样层)可以接收特征图中的像素，并且输出较大的特征图，其中特征图的像素返回

至其先前或原始的池化位置，由此生成扩大但稀疏的激活图或特征图。可以使用反卷积层

将输入激活图或特征图的每个像素与多个输出像素相关联，由此扩大并增加激活图或特征
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图的密度。因此，输出图构建部分830可以与特征提取部分820一起被训练和使用以生成输

出图840。

[0113] 如由本领域技术人员所理解的，可以在本公开内容的实施方式中调整、修改和/或

使用用于生成输出图840的其他适当的方法。

[0114] 基于DCNN模型的输出图生成系统

[0115] 图10示出了根据本公开内容的一些实施方式的显示用于使用至少一个CNN模型来

生成输出图的输出图生成系统1000的本发明的示例性实施方式。如图10中所示，输出图生

成系统1000可以包括用于执行两个阶段训练阶段和生成阶段的部件。为了执行训练阶段，

输出图生成系统1000可以包括训练数据库1011和训练系统1010。为了执行输出图生成阶

段，输出图生成系统1000可以包括预测系统1020和预测数据库1021。在一些实施方式中，输

出图生成系统1000可以包括图10中示出的部件中的更多部件或更少部件。例如，当预先训

练并提供用于输出图生成的DCNN模型时，输出图生成系统1000可以仅包括预测系统1020和

预测数据库1021。输出图生成系统1000可以可选地包括网络1030。在一些实施方式中，网络

1030可以由有线数据通信系统或装置来替换。

[0116] 在一些实施方式中，输出图生成系统1000的各个部件可以彼此远程地或在不同的

空间中被定位，并且通过如图10中示出的网络1030来连接。在一些替选实施方式中，输出图

生成系统1000的某些部件可以被定位在同一站点上或在一个装置内。例如，训练数据库

1011可以位于具有训练系统1010的站点上，或者为训练系统1010的一部分。作为另一示例，

训练系统1010和预测系统1020可以在同一计算机或处理装置内。

[0117] 如图10中所示，训练系统1010可以与训练数据库1011进行通信以接收训练数据。

可以从医学图像数据库，例如包含先前在放射疗法治疗期期间获取的医学图像的医学图像

数据库获得存储在训练数据库1011中的训练数据。训练数据中的每一项可以包括在一个或

更多个原始成像模式中获取的一个或更多个医学图像、一个或更多个解剖图、计划元数据

和相应的预定输出图。

[0118] 在各个方面中，一个或更多个训练图像可以包括具有预定空间关系的医学图像。

在一些方面中，一个或更多个训练图像可以包括以原始成像模式获取的3D医学图像。系统

1000可以被配置成将3D医学图像分为相邻2D医学图像的一个或更多个顺序堆叠。可以基于

各种因素，例如3D图像的尺寸、CNN模型的特定框架、相邻2D图像中的沿与2D图像正交的轴

的解剖结构之间的关系和/或输出图生成的应用来确定每个堆叠中的相邻2D图像的数目。

[0119] 在一些实施方式中，当一个或更多个训练图像包括一个或更多个原始成像模式下

的医学图像的堆叠时，输出图可以在空间上对应于堆叠的中间图像(例如，具有奇数个图像

的堆叠的中心图像，和具有偶数个图像的堆叠的两个中间图像中之一)。

[0120] 与所公开的实施方式一致，可以使用各种成像模式，包括MRI、功能性MRI(例如，

fMRI、DCE‑MRI和扩散MRI)、CT、CBCT、螺旋CT、PET、SPECT、X射线、光学断层扫描、荧光成像、

超声成像和放射疗法射野成像等来获取一个或更多个训练图像。在一些实施方式中，可以

从肿瘤学信息系统收集一个或更多个训练图像。

[0121] 在各个方面中，一个或更多个解剖图可以包括与一个或更多个训练图像对应的分

割信息。例如，一个或更多个解剖图可以包括一个或更多个训练图像中的靶体积和正常标

准器官的描绘。例如，解剖图可以包括将像素或体素与解剖结构或者训练图像的每个像素
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或体素表示的解剖结构的预测相关联的标签。可以根据本领域技术人员已知的方法例如手

动分割或基于图谱的自动分割来生成这些解剖图。还可以使用机器学习方法来生成解剖

图。

[0122] 在一些方面中，计划元数据可以包括关于计划过程的信息。例如，计划元数据可以

包括关于患者的诊断、放射疗法装置的类型和特点的信息或类似信息。例如，计划元数据可

以包括射束机架角度、小射束向量和类似信息。

[0123] 训练系统1010可以使用从训练数据库1011接收的训练数据来训练CNN模型用于以

注量图和/或剂量图的形式生成输出图。训练系统1010可以包括处理器和非暂态计算机可

读介质(结合图1详细地讨论的)。处理器可以通过执行计算机可读介质中存储的训练过程

的指令来进行训练。训练系统1010另外地可以包括输入接口和输出接口(结合图1详细地讨

论的)以与训练数据库1011、网络1030和/或用户接口(未示出)进行通信。用户接口可以用

于选择训练数据(即，以一个或更多个原始成像模式和目的成像模式下的图像)、调整训练

过程的一个或更多个参数(例如，每个堆叠中的相邻图像切片的数目)、选择或修改DCNN模

型的框架和/或手动地或半自动地编辑用于训练的图像。下面进一步参照图11详细地描述

训练过程的示例。

[0124] 与一些实施方式一致，训练系统1010可以利用由执行训练过程的软件(例如，如图

1和图7中公开的)具体地编程的硬件(例如，如图1中公开的)来实现。

[0125] 预测系统1020可以从训练系统1010接收至少一个训练过的CNN模型。预测系统

1020可以包括处理器和非暂态计算机可读介质(结合图1详细地讨论的)。处理器可以执行

非暂态计算机可读介质中存储的图像生成过程指令，使预测系统1020执行用于生成输出图

的操作。预测系统1020另外地可以包括输入接口和输出接口(结合图1详细地讨论的)以与

预测数据库1021、网络1030和/或用户接口(未示出，但在一个实施方式中与图1，36对应)进

行通信。用户接口可以用于选择一个或更多个医学图像作为用于生成输出图的基础、初始

化生成过程、输出该输出图和/或基于输出图执行其他分析。

[0126] 与一些实施方式一致，预测系统1020可以利用由配置预测系统1020以生成输出图

的软件(例如，如图12中公开的)具体地编程的硬件(例如，如图1中公开的)来实现。

[0127] 预测系统1020可以与预测数据库1021进行通信以接收输入数据。在一些方面中，

输入数据可以包括一个或更多个医学图像。例如，可以从包含放射疗法治疗期的2D和/或3D

图像的医学图像数据库获得存储在预测数据库1021中的医学图像。如本文中描述的，医学

图像可以包括可以从由医学成像装置，例如图像获取装置图1，32获取的2D投影图像重新构

建的3D医学图像。

[0128] 与所公开的实施方式一致，可以使用各种成像模式，包括MRI、功能性MRI(例如，

fMRI、DCE‑MRI和扩散MRI)、CT、CBCT、螺旋CT、PET、SPECT、X射线、光学断层扫描、荧光成像、

超声成像和放射疗法射野成像等来获取医学图像。在一些实施方式中，预测数据库1021可

以是预测系统1020的集成部分，或者位于预测系统1020的同一站点上，例如在放射疗法治

疗室中。

[0129] 在一些方面中，输入数据还可以包括解剖图。如上所述，一个或更多个解剖图可以

包括对应于一个或更多个医学图像的分割信息。例如，一个或更多个解剖图可以包括一个

或更多个医学图像中的靶体积和正常标准器官的描绘。在一些方面中，输入数据还可以包
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括计划元数据。例如，计划元数据可以包括关于患者的诊断、放射疗法装置的类型和特点的

信息或类似信息。例如，计划元数据可以包括射束机架角度、小射束向量和类似信息。

[0130] 预测系统1020可以使用从训练系统1010接收的至少一个训练过的CNN模型以生成

输出图。当完成该生成时，预测系统1020可以输出该输出图。输出图可以被显示在用户接口

中，以及/或者存储在预测数据库1021中以进一步在治疗计划中使用。在一些实施方式中，

输出图可以自动地存储在训练数据库1011中。例如，输出图可以与所接收的医学图像、所接

收的解剖图和计划元数据相关联。可以将这些相关联的项目中的一个或更多个作为训练数

据存储在训练数据库1011中。

[0131] 网络1030可以提供图像分割系统1000中的任何上述部件之间的连接。例如，网络

1030可以是局域网(LAN)、无线网络、云计算环境(例如，软件即服务、平台即服务、基础设施

即服务)、客户端服务器、广域网(WAN)等。

[0132] 示例性DCNN模型训练过程

[0133] 上面关于图7并且下面参照图11另外详细地描述由输出图生成的所公开的系统和

方法执行的示例性训练过程，图11描绘示出根据本公开内容的一些实施方式的用于训练

DCNN模型的示例性训练过程1100的流程图。在一些实施方式中，可以由训练系统1010执行

训练过程1100。

[0134] 当训练系统1010接收训练数据(步骤1105)时，训练过程1100可以开始。如上所述，

训练数据可以包括使用一个或更多个成像模式获取的至少一个或更多个医学图像和相应

的输出图。医学图像可以是3D或2D医学图像。例如，医学图像可以包括患者的解剖区域例如

头部、躯干、腹部和/或四肢的CT图像。在一些实施方式中，CT图像可以是3D  CT图像或2D图

像的一个或更多个堆叠。输出图可以包括注量图或剂量图。在一些方面中，训练数据还可以

包括一个或更多个解剖图。在各个方面中，训练数据还可以包括计划元数据。

[0135] 在一些实施方式中，训练系统1010可以被配置成预处理训练数据。例如，当一个或

更多个医学图像包括一个或更多个3D医学图像时，训练系统1010可以被配置成根据一个或

更多个3D医学图像生成相邻2D图像的一个或更多个堆叠。一个或更多个堆叠可以基本上构

成整个3D训练图像。一个或更多个堆叠可以包括交叠图像(例如，相同或基本上类似的图像

可以存在于堆叠中的不止一个堆叠中)。如上所述，相邻2D医学图像的堆叠可以共同地包括

沿与解剖平面正交的轴的依赖结构信息。当输出图包括3D医学图像时，训练系统1010可以

被配置成根据3D输出图生成2D输出图。当一个或更多个解剖图包括一个或更多个3D图像

时，训练系统1010可以被配置成根据一个或更多个3D解剖图生成相邻2D解剖图的一个或更

多个堆叠。在相邻2D解剖图的一个或更多个堆叠中的2D解剖图可以对应于相邻2D医学图像

的一个或更多个堆叠中的2D医学图像。在一些实施方式中，训练系统1010可以被配置成将

医学图像的一个或更多个堆叠和相应的输出图共同地用作一批训练数据以训练DCNN模型。

在各个实施方式中，训练系统1010可以被配置成还使用相邻2D解剖图的一个或更多个堆叠

和/或计划元数据。

[0136] 在一些实施方式中，医学图像的一个或更多个堆叠可以沿三个解剖平面例如轴向

平面、矢状平面或冠状平面中的选定平面。在这种情况下，过程1100可以针对该选定平面输

出训练过的DCNN模型(例如，用于根据沿着该选定平面的医学图像来生成输出图)。在一些

实施方式中，可以重复过程1100以输出分别被训练用于沿三个解剖平面生成输出图的三个
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不同的DCNN模型。

[0137] 在其他实施方式中，相邻2D图像的一个或更多个堆叠可以沿两个或更多个选定的

解剖平面。可以执行过程1100以输出可以用于沿两个或更多个选定的解剖平面中的任意一

个生成输出图的一个训练过的DCNN模型。在其他实施方式中，相邻2D图像的一个或更多个

堆叠可以沿三个解剖平面中的任意一个，例如对于每个解剖平面选定相邻2D图像的至少一

个堆叠。可以执行过程1100以获得可以用于沿三个解剖平面中的任意一个来生成输出图的

一个训练过的CNN模型。在这样的情况下，使用沿所有三个解剖平面的相邻2D图像的组合堆

叠来训练DCNN模型。

[0138] 可以迭代地执行步骤1105至步骤1125以训练DCNN模型直到DCNN模型输出令人满

意的输出图。可以通过各种停止标准来确定迭代的数目。在一些实施方式中，可以使用最大

数目的迭代。在每次迭代时，可以接收或者根据先前接收的数据生成新的一批训练数据。可

以使用新的一批训练数据用于训练DCNN模型直到达到最大数目的迭代。另外或替选地，在

训练DCNN模型之前可以预先确定预期准确度。可以重复地执行DCNN模型参数的批次选定和

更新直到输出2D和/或3D标签图的准确度满足预期准确度为止。

[0139] 如上所述，可以在步骤1105中接收和预处理训练数据。训练系统1010可以被配置

成将选定批次的训练数据输入至DCNN模型以用于在步骤1110中进行训练。训练系统1010可

以利用其当前参数例如滤波器权重来使用DCNN模型以计算与原始医学图像的输入堆叠对

应的输出图。在一些实施方式中，可以通过函数Y*＝f(X；θ)来象征性地捕获DCNN模型的动

作，其中Y*是DCNN模型的计算的输出以及θ＝(θ1，θ2，…，θL)是DCNN模型的参数。使用数据集

{X，Y}i，i＝1，...，N来训练DCNN，其中Xi包括输入的图像数据(例如，医学图像、解剖图、图像

或解剖图的函数、计划元数据)以及Yi是相应的输出图。

[0140] 在步骤1120中，训练系统1010可以将计算的输出图与在步骤1105中接收的训练数

据进行比较，并且计算相应的误差图。训练系统1010可以基于在步骤1120中获得的误差图

来确定或更新θ。例如，可以使用反向传播方法基于计算的输出图与训练图之间的差来确定

或更新θ。反向传播方法可以通过使关于DCNN模型中的参数的损失函数最小化来优化参数。

本领域技术人员熟悉各种损失函数，例如，模型预测的平均绝对误差(MAE)或L1范数J(θ*)＝

arg  minθ||Y＝Y*||1，或者平方误差(MSE)或L2范数J(θ*)＝arg  minθ||Y＝Y*||2，其中θ*包括

使Y与Y*之间的差最小化的参数的选择。可以使用反向传播算法来计算误差函数相对于模

型参数或权重的梯度。然后，可以使用随机梯度下降算法迭代地更新θ以收敛于θ*。

[0141] 在一些方面中，成本函数可以将数据近似函数表示为问题变量的概率函数或者给

定X观测Y并且受参数θ的值限制的被表示为P(Y|X；θ)的条件似然，针对其通过使对训练数

据求和的似然θML＝argmaxθP(Y|X；θ)或者替选地 最

大化来获得最佳参数θML。然而，无论如何表示，通过反向传播来确定最佳θ。

[0142] 在步骤1125中，训练系统1010可以确定是否满足停止标准。如上所述，在一些实施

方式中，停止标准可以被表示为最大数目的迭代。因此，例如，训练系统1010可以确定迭代

索引是否等于或大于预定的最大数目索引。另外或替选地，训练系统1010可以例如通过确

定损失函数是否小于阈值来确定输出图的准确度是否满足或超过预期准确度。如果训练系

统1010确定还未满足停止标准，则过程1100可以返回至步骤1105并且接收训练数据，或者
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根据先前接收的训练数据来生成新的训练数据以用于训练DCNN模型。如果训练系统1010确

定已经满足停止迭代的标准，则训练过程1100可以继续行进至步骤1130，在步骤1130中训

练系统1010可以被配置成保存具有更新的参数的DCNN模型并且/或者输出训练过的DCNN模

型。

[0143] 在一些实施方式中，可以使用超过一个训练图像数据集(例如，超过一个3D原始医

学图像和相应的3D目的医学图像，以及可选地解剖图和/或计划元数据)来训练DCNN模型。

在这样的情况下，当在步骤1105中接收训练数据时，训练系统1010可以被配置成选择一个

或更多个训练图像数据集，并且然后选择(或生成)输入数据。然后，步骤1110至步骤1125可

以如上所述地类似地继续行进。

[0144] 示例性基于DCNN模型的输出图生成过程

[0145] 下面参照图12详细地描述由所公开的系统和方法执行的示例性输出图生成过程，

图12描绘了示出示例性输出图生成过程1200的流程图。输出图生成过程1200可以由预测系

统1020执行。

[0146] 如图12中所示，预测系统1020可以被配置成在步骤1210中接收训练过的DCNN模型

(例如，神经网络920)。可以通过关于图11描述的过程1100或者通过另一过程来获得训练过

的DCNN模型。预测系统1020可以被配置成对于特定视点例如沿特定的解剖平面执行输出图

生成过程1200。例如，预测系统1020可以被配置成从三个解剖平面例如轴向平面、矢状平面

或冠状平面中进行选择。所接收的训练过的DCNN模型可能已经利用沿选定的解剖平面的切

片(或切片的堆叠)被训练或者可能已经利用沿包括选定的解剖平面的多个解剖平面的切

片(或切片的堆叠)被训练。

[0147] 在步骤1220中，预测系统1020可以被配置成接收输入数据。输入数据可以包括一

个或更多个医学图像。一个或更多个医学图像可以包括一个或更多个3D医学图像。3D医学

图像可以描绘患者的头部、躯干、腹部、四肢或其他解剖区域中的至少一部分。预测系统

1020可以被配置成预处理原始医学图像。例如，当医学图像包括一个或更多个3D医学图像

时，预测系统1020可以被配置成将一个或更多个3D医学图像转换成2D医学图像的一个或更

多个堆叠。如上所述，2D医学图像的一个或更多个堆叠可以是顺序的并且可以具有一个或

更多个交叠图像，使得堆叠的中间图像基本上一起构成整个3D医学图像。

[0148] 预测系统1020可以被配置成选择在步骤1220中接收的3D图像的平面，并且可以被

配置成基于接收的输入数据和选定的平面来生成原始医学图像的一个或更多个堆叠。在一

些方面中，预测系统1020可以根据沿选定的解剖平面的医学图像中的一个或更多个来生成

切片。在各个方面中，预测系统1020可以根据沿选定的解剖平面的解剖图像中的一个或更

多个来生成切片。在一些方面中，预测系统1020可以生成一序列的单独的医学切片或可选

地生成一序列的解剖切片。在各个方面中，预测系统1020可以生成一序列的切片的堆叠，其

中每个堆叠中的中间切片对应于所生成的输出图。

[0149] 在一些实施方式中，预测系统1020可以被配置成使用在其上训练DCNN模型的同一

类型的医学图像来生成输出图。例如，预测系统1020可以被配置成根据使用同一成像模式

获取的图像作为训练图像来生成输出图。例如，当在CT图像上训练DCNN模型时，预测系统

1020可以被配置成使用CT图像生成输出图。当在3D  CT图像上训练DCNN模型时，预测系统

1020可以被配置成使用3D  CT图像生成输出图。此外，当在相邻医学图像的堆叠上训练DCNN
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模型时，预测系统1020可以被配置成将该模型应用于相邻医学图像的同一类型的堆叠。

[0150] 在一些实施方式中，预测系统1020可以被配置成为具有与从其收集训练数据的患

者相同的一般诊断的当前患者生成输出图。例如，当前患者可以在与从其收集训练数据的

患者的相同的位置处具有同一类型的癌症和/或肿瘤。

[0151] 在一些实施方式中，预测系统1020可以被配置成使用在其上训练DCNN模型的同一

类型的解剖图来生成输出图。例如，当在将像素或体素与关键结构和靶相关联的解剖图上

训练DCNN模型时，预测系统1020可以被配置成使用将像素或体素与关键结构和靶类似地相

关联的解剖图来生成输出图。

[0152] 在步骤1230中，将训练过的DCNN模型应用于输入数据。如上面关于图8至图11所述

的，预测系统1020可以使用输入数据确定输出图。在步骤1240中，输出图生成过程1200还可

以包括输出一个或更多个输出图的预测系统1020。例如，预测系统1020可以被配置成输出

在步骤1230中生成的输出图。输出可以包括显示一个或更多个输出图以供进一步分析或观

察、将一个或更多个输出图存储在非暂态介质中或者将一个或更多个输出图提供给计算机

过程、程序和/或应用。非暂态介质以及计算机过程、程序和/或应用可以是远程系统。

[0153] 在一些实施方式中，预测系统1020可以被配置成将一个或更多个输出图组装成3D

输出图。如上所述，预测系统1020可以被配置成沿三个解剖平面中的两个或更多个解剖平

面处理输入数据。在这样的情况下，过程1200可以包括生成最终的3D输出图。在一些方面

中，预测系统1020可以被配置成通过融合针对两个或更多个解剖平面确定的两个或更多个

3D输出图来确定最终的3D输出图。在一些实施方式中，融合的3D输出图的体素的值可以是

平均值。作为非限制性示例，当三个融合的3D输出图具有0.7、0.8和0.3的注量值时，则体素

可以具有0.6的CT值。如本文中所述，可以使用任何适当的方法来融合在输出图生成过程

1200中确定的三个3D输出图。

[0154] 用于前列腺放射疗法的数据准备、神经网络训练和训练过的神经网络的评估

[0155] 178个前列腺患者的医学图像的数据库被选择为训练数据。如下，为每个患者准备

前列腺放射疗法治疗计划以用作训练数据的预期结果。首先，审查轮廓(相关解剖对象的轮

廓)并且重新绘制很多轮廓以符合放射疗法肿瘤学组和R T O G基金会有限公司

(www.rtog.org/)的组合解剖学指南。然后，使用 中的边缘工具为每个患者生成

临床治疗体积(CTV)和计划治疗体积(PTV)。然后，使用Erasmus  iCycle治疗计划程序为每

个患者生成放射疗法计划。该程序将多标准计划优化应用于严格约束的等级排序列表和医

生的指定靶覆盖范围和危险器官(OAR)保留靶的优化对象。通过医科达Monaco将iCycle计

划用作模板来计算具有剂量图的完整计划，并且图像、结构、计划和剂量文件以DICOM格式

被存储。医学图像被分为165个患者的训练组和13个患者的测试组。在整个组中以大致相等

的间隔选择13个测试病例，旨在对在若干年中纵向获取的数据中固有的方差进行采样。

[0156] 训练数据中的患者的医学图像在许多方面变化。这些变化显示疾病特征的范围，

从非常小至非常大的前列腺精囊治疗体积。该范围在像素密度和切片厚度(从1.25毫米至3

毫米)方面变化。靶区域在视场内的位置也不同。为了使这些可变的源最小化，数据被重新

采样至相同的3D网格尺寸和间距，并且靶被重新定位成一致地位于视场内。首先，将数据从

DICOM格式转换成ITK格式。在一个具体的配置中，图像、结构和剂量数据则被重新采样为体

素间距为2.25mm×2.25mm×2.25mm的(x，y，z)＝(256，256，N)网格，其中N是沿z轴跨越3D剂
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量分布所需的轴向切片的数目。首先，定位PTV质心，以及然后与轴向中心处的PTV一致地转

换剂量。测量剂量的z跨度，并且在与剂量切片的相同的z位置处产生N个重新采样的CT图

像。然后，将数据转换回DICOM格式。

[0157] 肠道气体表现为呈现给神经网络的医学图像中的空隙。这在估计剂量分布中产生

伪影。在DCNN训练的进一步准备中，气体体素被识别以及其强度由从软组织强度范围的随

机采样值替换，并且处理过的图像被呈现给神经网络。先前观察到的伪影不再存在于所估

计的剂量分布中。

[0158] 若干格式的解剖图像被考虑并呈现给神经网络模型，包括详细记录到解剖对象的

边界的最近距离的符号距离图、CT图像本身、图像的增强版本(拉普拉斯锐化、倒置)和索贝

尔边缘检测版本的CT图像。此外，将3D重构应用于这些图像以确定患者外部轮廓和每个视

图的符号距离图。

[0159] 尽管通常使用DCNN的RGB通道层来指定正被输入至DCNN的图像的颜色数据，但是

本发明的实施方式以新颖的方式来使用RGB通道层。使用三个单独的但相关的图像，DCNN的

RGB通道可以填充有与患者的外部轮廓符号距离图相关的图像、危险器官的相应的轴向符

号距离图和患者的计划治疗体积的符号距离图。一旦三个RGB通道被这样填充，就可以使用

复合颜色图像来训练DCNN。在图14中如下所述地示出了在训练中要使用的预期结果，所述

预期结果对应于为该患者预先建立的“金标准”治疗计划。现将利用训练图像13和如图14中

所示的预期结果来训练DCNN(参见图7和图11上面描述训练过程的描述)，目标是选择适当

数目的训练迭代和学习速率参数以允许学习算法收敛于产生与预期结果适当地类似的注

量图并且满足其他诊断标准的网络配置。

[0160] 图13描绘了在下面的附图中进一步分析的轴向CT图。图14示出了对应于预期(基

准)剂量的选定的轴向视图，所述预期(基准)剂量要用于使用患者的解剖结构和治疗信息

来测试训练过的网络准确度。在训练中要使用的预期结果对应于为该患者预先建立的“金

标准”治疗计划。

[0161] 初始训练‑2.25mm×2.25mm×2.25mm的网格体素间距

[0162] 选定的网络模型是由以下描述的U‑Net：Ronneberger,O.,Fischer,P.和Brox,T.,

U‑Net:Convolutional  networks  for  biomedical  image  segmentation(用于生物医学图

像分割的卷积网络)，arXiv:1505.0459/vl,2015，其全部内容通过引用并入本文。该网络将

在若干尺度下的学习特征与在同一尺度下的反池化特征合并。

[0163] 该网络是由以下描述的在开源Caffe平台上使用的模型：Jia,Y.,Shelhammer,E.,

Donahue ,J .,Karayev ,S .,Girshick ,R .,Guadarrama ,S .,Darrell ,T .,Caffe:

Convolutional  architecture  for  fast  feature  embedding(用于快速特征嵌入的卷积

架构),arXiv:1408:5093vl,2014，其全部内容通过引用并入本文。输入图像和剂量尺寸是

256×256，并且选择“增强”选项。利用该选项，Caffe随机地裁剪图像和剂量对的224×224

中心部分，利用随机偏移将数据呈现给网络以降低过度拟合。

[0164] 编写接收来自Caffe的2D剂量图像输出并且在本地DICOM剂量文件中重新构建

DICOM剂量目标的程序。将该剂量添加至现有的DICOM患者数据集，并且读入Monaca程序中

以用于与Erasmus‑iCycle程序的剂量进行比较。使用剂量体积直方图(DVH)绘制解剖对象

的体积的百分比(纵坐标)与由剂量覆盖的解剖对象的百分比(横坐标)以评估结果。

说　明　书 24/26 页

28

CN 109843377 B

28



[0165] 训练集被呈现给配备有nVidia图形处理器单元的计算机上的DCNN模型。学习速率

初始地被设置为0.01，并且该速率每30,000次迭代被降低0.1。具有nVidia  TitanX卡的计

算机完成约10000次迭代/天，以及具有nVidia  Tesla卡的计算机完成3000次迭代/天。然

后，测试集中的图像中的每个被呈现给训练过的模型中的每个。网络提供强大且可视的剂

量估计。这对于训练中的较大的迭代计数和较小的迭代计数(例如，约10k次迭代)都是如

此。

[0166] 为了执行训练，首先，学习速率被设置为0.01，并且使用17400次训练迭代来训练

深度学习模型以产生图15中所示的结果，其中图示的左侧示出了输入图像，中间图像示出

了输入至训练算法的基准或预期结果，以及标记为“unet结构”的最右侧图像示出了对应于

在完成17400次训练迭代之后DCNN产生的输入数据的预测结果输出图(注量图)。

[0167] 图16描绘了预期结果(左图)和预测结果(右图)的剂量分布。图16的可视检查示出

了利用该训练集(2.25mm×2.25mm×2.25mm体素间距，17400次迭代和学习速率为0.01)的

预测结果与预期结果的合理近似。

[0168] 图17示出了相同训练数据的训练场景的状态，其中现在处于60000次迭代下以及

学习速率现在为0.001。与使用仅17400次迭代的先前的图15相比，图17的右侧示出的预测

输出(注量图)更加紧密地接近图17中间的基准预期结果。相应地，图18中的剂量直方图示

出了预期结果(左)与预测输出(右)之间的较紧密的匹配，当与图16相比时，特别是在曲线

的下降峰值处。

[0169] 对于体素间距和学习速率保持相同的各个迭代数目，准备了剂量体积直方图

(DVH)(图19中所示)。在不同的训练试验中使用10k、20k、60k和90k次迭代，以及直方图示出

在90k次迭代训练周期下基准数据与预期结果之间的非常紧密的拟合。在DVH中，PTV以绿色

表示，膀胱图为蓝色以及直肠图为红色。如果训练算法的预测结果精确地匹配基准(或预期

结果)，则基准和产生优化的预测结果的特定迭代数目的DVH曲线基本上相同。可以通过检

查用于训练时间间隔的DVH图如何紧密地收敛于预测结果来实验地确定与体素间距尺寸和

学习速率一起使用的训练迭代的数目。

[0170] 在本文中描述了可以被实现或定义为软件代码或指令的各种操作或功能。这样的

内容可以是直接可执行的(“对象”或“可执行”形式)源代码或不同的代码(“增量”或“补丁”

代码)。可以经由在其上存储有代码或指令的制品或者经由操作通信接口以通过通信接口

发送数据的方法来提供本文中描述的实施方式的软件实现。机器或计算机可读存储介质可

以使机器执行所描述的功能或操作，并且包括以能够由机器(例如，计算装置、电子系统等)

访问的形式存储信息的任何机制，例如可记录/非可记录介质(例如，只读存储器(ROM)、随

机存取存储器(RAM)、磁盘存储介质、光学存储介质、闪存装置等)。通信接口包括与硬连线

介质、无线介质、光学介质等中的任何一种对接以与另一装置例如存储器总线接口、处理器

总线接口、互联网连接、硬盘控制器等进行通信的任何机制。可以通过提供配置参数和/或

发送信号配置通信接口，以使通信接口准备提供描述软件内容的数据信号。可以经由发送

至通信接口的一个或更多个命令或信号来访问通信接口。

[0171] 本发明还涉及用于执行本文中的操作的系统。可以为所需目的具体地构造该系

统，或者该系统可以包括由存储在计算机中的计算机程序选择性地激活或重新配置的通用

计算机。这种计算机程序可以存储在计算机可读存储介质中，例如但不限于，包括软盘、光
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盘、CD‑ROM和磁光盘中的任一类型的硬盘、只读存储器(ROM)、随机存取存储器(RAM)、

EPROM、EEPROM、磁卡或光卡或者适于存储电子指令的任何一种类型的介质，每个介质耦接

至计算机系统总线。

[0172] 除非另有说明，否则本文中示出和描述的本发明的实施方式中的操作的实施或执

行的顺序不一定。也就是说，除非另有说明，否则可以以任何顺序执行操作，并且本发明的

实施方式可以包括与本文中公开的这些操作相比附加或更少的操作。例如，预期的是，在另

一操作之前、同时或之后实施或执行具体的操作在本发明的方面的范围内。

[0173] 可以利用计算机可执行指令来实现本发明的实施方式。计算机可执行指令可以被

组织成一个或更多个计算机可执行部件或模块。可以利用任何数目和组织的这样的部件或

模块来实现本发明的方面。例如，本发明的方面不限于附图中示出的以及本文中描述的具

体的计算机可执行指令或者具体的部件或模块。本发明的其他实施方式可以包括具有比本

文中示出和描述的功能更多或更少的功能的不同的计算机可执行指令或部件。

[0174] 尽管本文中描述了所公开的原理的示例和特征，但是在不偏离所公开的实施方式

的精神和范围的情况下，修改、调整和其他实现是可行的。此外，词语“包括”、“具有”、“包

含”和“包括有”以及其他类似的形式旨在在含义上等同并且被理解为开放式的，使得这些

词语中的任何一个之后的一项或更多项不意味着是一项或更多项的穷尽列表，或者不意味

着限于仅所列的一项或更多项。并且，除非上下文另有明确规定，否则单数形式“一(a)”、

“一个(an)”和“该(the)”旨在包括复数引用。

[0175] 已经详细地描述了本发明的方面，将明显的是，在不偏离如所附权利要求书中限

定的本发明的方面的范围的情况下，修改和变化是可行的。由于在不偏离本发明的方面的

范围的情况下可以在上述构造、产品和方法中进行各种改变，所以上述说明书中包含的以

及附图中示出的所有内容旨在应被理解为说明性的而非限制意义。
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