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ABSTRACT

A computer-implemented method for flexibly storing data in a database so as to allow facile updating and maintenance of the database, including the steps of: (a) providing a first array having rows and columns for storing a first plurality of key entries; (b) arranging the key entries within each of the rows in a monotonic order; (c) providing a second array for storing a second plurality of key entries having rows and at least one column, such that the first and second arrays form a hierarchical structure, wherein the second plurality of entries represents a higher level of the hierarchical structure with respect to the first plurality of entries; (d) identifying an update position for performing a database update operation, and (e) performing the update operation by rearranging a portion of the first plurality of entries.
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FC-Register

TDA

Before Repositioning

<table>
<thead>
<tr>
<th>1</th>
<th>4</th>
<th>5</th>
<th>9</th>
<th>12</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>20</td>
<td>23</td>
<td>25</td>
<td>28</td>
<td>31</td>
</tr>
<tr>
<td>37</td>
<td>39</td>
<td>41</td>
<td>43</td>
<td>45</td>
<td>47</td>
</tr>
<tr>
<td>49</td>
<td>51</td>
<td>53</td>
<td>56</td>
<td>58</td>
<td>60</td>
</tr>
<tr>
<td>52</td>
<td>64</td>
<td>66</td>
<td>69</td>
<td>71</td>
<td>75</td>
</tr>
<tr>
<td>77</td>
<td>79</td>
<td>81</td>
<td>83</td>
<td>86</td>
<td>88</td>
</tr>
<tr>
<td>90</td>
<td>92</td>
<td>95</td>
<td>97</td>
<td>99</td>
<td></td>
</tr>
</tbody>
</table>

After Repositioning

<table>
<thead>
<tr>
<th>1</th>
<th>4</th>
<th>5</th>
<th>9</th>
<th>12</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>20</td>
<td>23</td>
<td>25</td>
<td>28</td>
<td>31</td>
</tr>
<tr>
<td>34</td>
<td>37</td>
<td>39</td>
<td>41</td>
<td>43</td>
<td>45</td>
</tr>
<tr>
<td>47</td>
<td>49</td>
<td>51</td>
<td>53</td>
<td>56</td>
<td>58</td>
</tr>
<tr>
<td>60</td>
<td>62</td>
<td>64</td>
<td>66</td>
<td>69</td>
<td>71</td>
</tr>
<tr>
<td>75</td>
<td>77</td>
<td>79</td>
<td>81</td>
<td>83</td>
<td>86</td>
</tr>
<tr>
<td>88</td>
<td>90</td>
<td>92</td>
<td>95</td>
<td>97</td>
<td>99</td>
</tr>
</tbody>
</table>
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Before Repositioning

After Repositioning
### FC-Register and TDA

#### Before Repositioning

<table>
<thead>
<tr>
<th>Key entries</th>
<th>Row Index entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>47</td>
<td>1</td>
</tr>
<tr>
<td>47</td>
<td>2</td>
</tr>
</tbody>
</table>

#### After Repositioning

<table>
<thead>
<tr>
<th>Key entries</th>
<th>Row Index entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>47</td>
<td>9</td>
</tr>
<tr>
<td>47</td>
<td>10</td>
</tr>
</tbody>
</table>

---

**Figure 7**
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Figure 11
### FC-Register

<table>
<thead>
<tr>
<th>Key entries</th>
<th>Row Index entries</th>
<th>Column Index entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 3 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31 1 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>46 4 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61 2 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77 5 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91 6 0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TDA

#### Before Splitting

<table>
<thead>
<tr>
<th>1 4 5 9 12 14</th>
<th>31 34 37 39 41 43</th>
<th>61 62 64 66 69 71 73 75</th>
<th>17 19 20 24 25 28</th>
</tr>
</thead>
<tbody>
<tr>
<td>46 47 49 51 53 56</td>
<td>61 62 64 66 69 71 73 75</td>
<td>17 19 20 24 25 28</td>
<td>61 62 64 66 69 71 73 75</td>
</tr>
<tr>
<td>77 79 81 83 86 88 90</td>
<td>17 19 20 24 25 28</td>
<td>61 62 64 66 69 71 73 75</td>
<td>17 19 20 24 25 28</td>
</tr>
<tr>
<td>91 92 95 97 99 101 103 105</td>
<td>77 79 81 83 86 88 90</td>
<td>17 19 20 24 25 28</td>
<td>77 79 81 83 86 88 90</td>
</tr>
<tr>
<td>103 104 107 110 112 115 118</td>
<td>91 92 95 97 99 101 103 105</td>
<td>17 19 20 24 25 28</td>
<td>91 92 95 97 99 101 103 105</td>
</tr>
</tbody>
</table>

#### After Splitting

<table>
<thead>
<tr>
<th>1 4 5 9 12 14</th>
<th>31 34 37 39 41 43</th>
<th>61 62 64 66 69 71 73 75</th>
<th>17 19 20 24 25 28</th>
</tr>
</thead>
<tbody>
<tr>
<td>46 47 49 51 53 56</td>
<td>61 62 64 66 69 71 73 75</td>
<td>17 19 20 24 25 28</td>
<td>61 62 64 66 69 71 73 75</td>
</tr>
<tr>
<td>77 79 81 83 86 88 90</td>
<td>17 19 20 24 25 28</td>
<td>61 62 64 66 69 71 73 75</td>
<td>17 19 20 24 25 28</td>
</tr>
<tr>
<td>91 92 95 97 99 101 103 105</td>
<td>77 79 81 83 86 88 90</td>
<td>17 19 20 24 25 28</td>
<td>77 79 81 83 86 88 90</td>
</tr>
<tr>
<td>103 104 107 110 112 115 118</td>
<td>91 92 95 97 99 101 103 105</td>
<td>17 19 20 24 25 28</td>
<td>91 92 95 97 99 101 103 105</td>
</tr>
</tbody>
</table>

**Figure 12a**
<table>
<thead>
<tr>
<th>FC-Register</th>
<th>TDA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Key entries</strong></td>
<td><strong>Row Index entries</strong></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Before Repositioning</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>After Repositioning</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 12b
### FC-Register

<table>
<thead>
<tr>
<th>2</th>
<th>4</th>
<th>10</th>
<th>12</th>
<th>16</th>
<th>20</th>
<th>24</th>
<th>28</th>
<th>30</th>
<th>36</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>48</td>
<td>52</td>
<td>56</td>
<td>60</td>
<td>62</td>
<td>66</td>
<td>70</td>
<td>74</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>84</td>
<td>88</td>
<td>90</td>
<td>92</td>
<td>94</td>
<td>96</td>
<td>100</td>
<td>102</td>
<td>104</td>
<td></td>
</tr>
</tbody>
</table>

### TDA

### Before Repositioning

<table>
<thead>
<tr>
<th>24</th>
<th>4</th>
<th>10</th>
<th>12</th>
<th>16</th>
<th>20</th>
<th>24</th>
<th>28</th>
<th>30</th>
<th>36</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>48</td>
<td>52</td>
<td>56</td>
<td>60</td>
<td>62</td>
<td>66</td>
<td>70</td>
<td>74</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>106</td>
<td>108</td>
<td>110</td>
<td>112</td>
<td>114</td>
<td>116</td>
<td>118</td>
<td>120</td>
<td>126</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>130</td>
<td>132</td>
<td>134</td>
<td>136</td>
<td>138</td>
<td>140</td>
<td>142</td>
<td>144</td>
<td>146</td>
<td>148</td>
<td></td>
</tr>
<tr>
<td>154</td>
<td>156</td>
<td>158</td>
<td>160</td>
<td>162</td>
<td>164</td>
<td>166</td>
<td>168</td>
<td>170</td>
<td>172</td>
<td></td>
</tr>
</tbody>
</table>

### After Repositioning

<table>
<thead>
<tr>
<th>2</th>
<th>4</th>
<th>10</th>
<th>12</th>
<th>16</th>
<th>20</th>
<th>24</th>
<th>28</th>
<th>30</th>
<th>36</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>48</td>
<td>52</td>
<td>56</td>
<td>60</td>
<td>62</td>
<td>66</td>
<td>70</td>
<td>74</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>106</td>
<td>108</td>
<td>110</td>
<td>112</td>
<td>114</td>
<td>116</td>
<td>118</td>
<td>120</td>
<td>126</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>130</td>
<td>132</td>
<td>134</td>
<td>136</td>
<td>138</td>
<td>140</td>
<td>142</td>
<td>144</td>
<td>146</td>
<td>148</td>
<td></td>
</tr>
<tr>
<td>154</td>
<td>156</td>
<td>158</td>
<td>160</td>
<td>162</td>
<td>164</td>
<td>166</td>
<td>168</td>
<td>170</td>
<td>172</td>
<td></td>
</tr>
</tbody>
</table>

### Figure 13b
### ER-Register FC-Register

<table>
<thead>
<tr>
<th>Key entries</th>
<th>Row index entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>23</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
</tr>
</tbody>
</table>

**Before Insertion**

<table>
<thead>
<tr>
<th>TDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>48 4 32 29 24 19</td>
</tr>
<tr>
<td>42 37 34 31 26 21</td>
</tr>
<tr>
<td>38 33 30 25 20 15</td>
</tr>
<tr>
<td>14 17 12 7 19 23</td>
</tr>
</tbody>
</table>

**After Duplication, Insertion and Rearrangement in the New Rows**

<table>
<thead>
<tr>
<th>TDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>48 4 32 29 24 19</td>
</tr>
<tr>
<td>42 37 34 31 26 21</td>
</tr>
<tr>
<td>38 33 30 25 20 15</td>
</tr>
<tr>
<td>14 17 12 7 19 23</td>
</tr>
<tr>
<td>1 4 5 9 12 14 15 17 19 20 21 23 25</td>
</tr>
<tr>
<td>5 11 22 27 35 41 43 45 47 51 53 55</td>
</tr>
<tr>
<td>28 31 34 37 41 43 45 47 51 53 55</td>
</tr>
<tr>
<td>56 58 61 63 64 66 67 69 71 75 77</td>
</tr>
<tr>
<td>79 81 83 85 86 88 90 91 93 95 97 99</td>
</tr>
</tbody>
</table>

**After Final Update of the RAM, FC-Register and ER-Register**

<table>
<thead>
<tr>
<th>TDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 4 5 9 12 14 17 19 20 21 23 25</td>
</tr>
<tr>
<td>28 31 34 37 41 43 45 47 51 53 55</td>
</tr>
<tr>
<td>56 58 61 63 64 66 67 69 71 75 77</td>
</tr>
<tr>
<td>79 81 83 85 86 88 90 91 93 95 97 99</td>
</tr>
</tbody>
</table>

Figure 15a
Figure 15b
The entries shown in the $B^2$ Register, $B^1$ RAM and $B^0$ RAM are the row indices ($J$) of the FC-Register and not their values $K_{0,J}$.

**Figure 17**
The entries shown in the $B^2$ Register, $B^1$ RAM and $B^0$ RAM are the row indices (J) of the FC-Register first column keys and not their values $K_{a,j}$.

**Figure 18**
Figure 21
<table>
<thead>
<tr>
<th>Rows</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>...</th>
<th>g</th>
<th>...</th>
<th>W-1</th>
<th>W</th>
<th>W+1</th>
<th>...</th>
<th>G-2</th>
<th>G-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$K_{0,0}$</td>
<td>$K_{M,0}$</td>
<td>$K_{GM,0}$</td>
<td>$K_{GW,0}$</td>
<td>$K_{GM+1,0}$</td>
<td>$K_{GW+1,0}$</td>
<td>$K_{GM-2,0}$</td>
<td>$K_{GM-1,0}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$K_{0,1}$</td>
<td>$K_{M,1}$</td>
<td>$K_{GM,1}$</td>
<td>$K_{GW,1}$</td>
<td>$K_{GM+1,1}$</td>
<td>$K_{GW+1,1}$</td>
<td>$K_{GM-2,1}$</td>
<td>$K_{GM-1,1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$K_{0,2}$</td>
<td>$K_{M,2}$</td>
<td>$K_{GM,2}$</td>
<td>$K_{GW,2}$</td>
<td>$K_{GM+1,2}$</td>
<td>$K_{GW+1,2}$</td>
<td>$K_{GM-2,2}$</td>
<td>$K_{GM-1,2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>$K_{0,J}$</td>
<td>$K_{M,J}$</td>
<td>$K_{GM,J}$</td>
<td>$K_{GW,J}$</td>
<td>$K_{GM+1,J}$</td>
<td>$K_{GW+1,J}$</td>
<td>$K_{GM-2,J}$</td>
<td>$K_{GM-1,J}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V-1</td>
<td>$K_{0,V-1}$</td>
<td>$K_{M,V-1}$</td>
<td>$K_{GM,V-1}$</td>
<td>$K_{GW,V-1}$</td>
<td>$K_{GM+1,V-1}$</td>
<td>$K_{GW+1,V-1}$</td>
<td>$K_{GM-2,V-1}$</td>
<td>$K_{GM-1,V-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>$K_{0,V}$</td>
<td>$K_{M,V}$</td>
<td>$K_{GM,V}$</td>
<td>$K_{GW,V}$</td>
<td>$K_{GM+1,V}$</td>
<td>$K_{GW+1,V}$</td>
<td>$K_{GM-2,V}$</td>
<td>$K_{GM-1,V}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V+1</td>
<td>$K_{0,V+1}$</td>
<td>$K_{M,V+1}$</td>
<td>$K_{GM,V+1}$</td>
<td>$K_{GW,V+1}$</td>
<td>$K_{GM+1,V+1}$</td>
<td>$K_{GW+1,V+1}$</td>
<td>$K_{GM-2,V+1}$</td>
<td>$K_{GM-1,V+1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N-2</td>
<td>$K_{0,N-2}$</td>
<td>$K_{M,N-2}$</td>
<td>$K_{GM,N-2}$</td>
<td>$K_{GW,N-2}$</td>
<td>$K_{GM+1,N-2}$</td>
<td>$K_{GW+1,N-2}$</td>
<td>$K_{GM-2,N-2}$</td>
<td>$K_{GM-1,N-2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N-1</td>
<td>$K_{0,N-1}$</td>
<td>$K_{M,N-1}$</td>
<td>$K_{GM,N-1}$</td>
<td>$K_{GW,N-1}$</td>
<td>$K_{GM+1,N-1}$</td>
<td>$K_{GW+1,N-1}$</td>
<td>$K_{GM-2,N-1}$</td>
<td>$K_{GM-1,N-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 22
Figure 23
Figure 24
Figure 27
DATABASE STORAGE AND MAINTENANCE
USING ROW INDEX ORDERING

FIELD AND BACKGROUND OF THE INVENTION

[0001] The present invention relates to systems and methods of storing and maintaining lists of key entries and the associated data entries thereof in a database, and, more particularly, to a system and method of improved database storage and maintenance using row index ordering.

[0002] The present invention discloses novel and efficient methods for storing and maintaining lists of key entries and their Associated Data (AD) entries in flexible sequential schemes that allow fast Insert and Remove (update) algorithms involving shifts of entries in only a few rows, thereby significantly increasing the update rate and reducing the operating power consumption.

[0003] These storage and maintenance methods are significant improvements of the Insert and Remove algorithms presented in two previous inventions patented by HyWire Ltd., entitled “The Implementation of a Content Addressable Memory Using a RAM-Cell Structure” (U.S. patent application Ser. No. 10/229,054) and “RAM-Based Range Content Addressable Memory” (U.S. patent application Ser. No. 10/229,065). These two patents disclosed a method for implementing a Binary CAM and a Range CAM (RCAM), using a RAM structure surrounded by search logic in the RAM periphery, running a fast Search algorithm, and keeping lists of the keys and their associated data in perfect sequence by Insert and Remove algorithms.

[0004] The main concepts and principles of operation of the RAM-Based RCAM are very similar to those of the RAM-Based Binary CAM. The main difference is that, whereas the Binary CAM stores an ordered list of single integer keys and a corresponding list of their associated data, the RCAM stores a list of Key entries that represent range boundaries and a list of AD entries that correspond uniquely to these ranges. A key search in a Binary CAM results in an exact match, whereas a key search in an RCAM matches an entire range. The RCAM also stores a list of Associated Boundary Type entries which determine the validity of the corresponding ranges.

[0005] The basic concept underlying the approach of the RAM-Based Binary CAM and RCAM is storing and keeping the Key list and Associated Data list (with Associated Boundary Type list for RCAMs) in perfect sequence, as required by the fast search algorithm; these lists are typically arranged in Two-Dimensional Arrays (TDAs), which are readily implementable in conventional RAMs.

[0006] The update operation is preceded by a search procedure to determine the “update position”, which is the position where the submitted key is to be inserted or removed, provided that these operations are allowed. Key insertion is allowed only if the key is not included in the TDA, whereas key removal is possible only if it is already included in the TDA. The preliminary search procedure is identical for Binary CAMs and RCAMs, and is described in U.S. patent application Ser. No. 10/229,065. In a first step, the TDA row where the inserted/removed key may be located is identified, and subsequently, the precise key location within the TDA row is determined. The row identification is performed in the First Column Register (FC-Register), which stores the Key entries of the TDA first column in ascending sequence, corresponding to the contiguous monotonic order of the TDA Key entries.

[0007] The insertion and removal of entries in the TDAs, as presented in the above patents, are lengthy operations, because these entries are stored in contiguous monotonic order, with no empty TDA cells in between. The contiguity of entries in the TDA requires, in the case of ascending order (starting from the low end of the TDA), a forward/backward shift of the entries that are larger than the updated entry. Shifting a large number of entries contained in many rows (or columns) requires many read, shift and write steps, resulting in relatively long update time and significant power consumption.

[0008] There is therefore recognized need for, and it would be highly advantageous to have, a system and method of storing and maintaining key entries in a database that is more efficient than those known heretofore, requires less repositioning of key entries during database updating, and enables updating operations to be performed as a background operation.

SUMMARY OF THE INVENTION

[0009] The present invention is a system and method of improved database storage and maintenance using row index ordering.

[0010] According to the teachings of the present invention there is provided a computer-implemented method for flexibly storing data in a database so as to allow facile and efficient updating and maintenance of the database, the method including the steps of: (a) providing at least a first array having at least two dimensions, the first array having rows and columns, the first array for storing a first plurality of key entries; (b) arranging the key entries within each of the rows in a monotonic order; (c) providing at least a second array for storing a second plurality of key entries having rows and at least one column, such that the first array and the second array form a hierarchical structure, wherein the second plurality of key entries in the second array represents a higher level of the hierarchical structure with respect to the first plurality of key entries; (d) identifying an update position for performing a database update operation, and (e) performing the database update operation, which includes a rearrangement of a portion of the first plurality of key entries, the portion defined by: \[ \frac{\pi_{\text{avg}}}{\Sigma} \]

wherein \( \pi_{\text{avg}} \) is an average number of the key entries undergoing rearrangement, and \( \Sigma \) is a total number of key entries in the first plurality of key entries, and wherein a ratio defined by \( \frac{\pi_{\text{avg}}}{\Sigma} \) is less than 0.25.

[0011] According to further features in the described preferred embodiments, the identifying of an update position includes identifying a single row among the rows of the first array as a sole row containing the update position.

[0012] According to still further features in the described preferred embodiments, the ratio is less than 0.10.

[0013] According to still further features in the described preferred embodiments, the ratio is less than 0.05.
According to still further features in the described preferred embodiments, the ratio is less than 0.01.

According to still further features in the described preferred embodiments, a row ratio defined by $\rho_{\text{avg}}\Sigma_r$ is less than 0.25, wherein $\rho_{\text{avg}}$ is an average number of rows in the first array in which the rearrangement transpires, and $\Sigma_r$ is a total number of rows containing the first plurality of key entries.

According to still further features in the described preferred embodiments, the row ratio defined by $\rho_{\text{avg}}\Sigma_r$ is less than 0.10.

According to still further features in the described preferred embodiments, the row ratio is less than 0.01.

According to still further features in the described preferred embodiments, the monotonic order includes a cyclic monotonic order.

According to still further features in the described preferred embodiments, the key entries representing the higher level of the hierarchical structure are stored in a column register.

According to still further features in the described preferred embodiments, the database update operation is performed solely between lookups.

According to another aspect of the present invention there is provided a computer-implemented method for flexibly storing data in a database so as to allow facile and efficient updating and maintenance of the database, including the steps of: (a) providing at least a first array having rows and columns for storing a first plurality of key entries; (b) arranging the key entries within each of the rows in a monotonic order; (c) providing at least a second array for storing a second plurality of key entries having rows and at least one column, such that the first array and the second array form a hierarchical structure, wherein the second plurality of key entries in the second array represents a higher level of the hierarchical structure with respect to the first plurality of key entries; (d) identifying an update position for performing a database update operation, and (e) performing the database update operation, which includes a rearrangement of a portion of the first plurality of key entries.

According to still further features in the described preferred embodiments, the method further includes the step of: (f) maintaining the database by: (i) comparing a number of the entries in a particular row of the rows in the first array with a parameter that is at least partially derived from an average number of entries per row, and (ii) if a difference between the number of the entries and the parameter exceeds a predetermined value, then repositioning at least a portion of the entries of that particular row, within the arrays, such that the difference is reduced to be within the predetermined value, while maintaining the monotonic order within the rows of the first array.

According to still further features in the described preferred embodiments, the comparison is performed in a background operation.

According to still further features in the described preferred embodiments, the repositioning of the entries is performed in a background operation.
According to still further features in the described preferred embodiments, the rearrangement is performed in a background operation.

According to still further features in the described preferred embodiments, at least two of the position information entries contain an identical row index.

According to still further features in the described preferred embodiments, a foreground operation is performed during the rearrangement of the database, and wherein the database remains fully operational during the rearrangement.

According to still further features in the described preferred embodiments, the method further includes an array containing a plurality of position information entries, each of the position information entries for indicating a row index for associating a row within the first array with a key entry of the second plurality of key entries.

According to still further features in the described preferred embodiments, the method further includes the step of: (f) indicating row indices of a plurality of currently-empty rows within the first array using a second plurality of position information entries.

According to still further features in the described preferred embodiments, each of the rows in the first array contains a pre-determined maximum number of cells $M_{\text{max}}$ filled by key entries of the first plurality of key entries.

According to still further features in the described preferred embodiments, each of the rows in the first array contains a pre-determined minimum number of cells $M_{\text{min}}$ filled by key entries of the first plurality of key entries.

According to still further features in the described preferred embodiments, the method further includes the step of: (f) defining, from a portion of the rows in the first array, a row block containing a plurality of the rows in the first array, each row within the row block containing a pre-determined minimum number of cells $M_{\text{min}}$, filled by key entries of the first plurality of key entries, and a pre-determined maximum number of cells $M_{\text{max}}$, filled by key entries of the first plurality of key entries.

According to still further features in the described preferred embodiments, the row block contains a pre-determined minimum number of rows $N_{\text{min}}$, and a pre-determined maximum number of rows $N_{\text{max}}$.

According to still further features in the described preferred embodiments, a row ratio defined by $\rho_{\text{block}} = \Sigma_{p}$ is less than 0.25, wherein $\rho_{\text{block}}$ is a number of rows in the row block in which the rearrangement transpires and $\Sigma_{p}$ is a total number of rows containing the first plurality of key entries.

According to still further features in the described preferred embodiments, the row ratio is less than 0.10.

According to still further features in the described preferred embodiments, the row ratio is less than 0.01.

According to still further features in the described preferred embodiments, the performance of the database update operation includes inserting at least one key entry into the row block, and wherein the rearrangement transpires solely within the row block, such that key entries of the first array and disposed outside of the row block remain in place.

According to still further features in the described preferred embodiments, the performing of the database update operation includes inserting at least one key entry into the row block, and wherein, when all key-entry containing rows in the row block reach $M_{\text{max}}$, the rearrangement transpires such that at least one new row within the row block is used for key entries moved from another row within the row block.

According to still further features in the described preferred embodiments, when all key-entry containing rows in the row block reach $M_{\text{max}}$, the rearrangement transpires such that the row block contains $N_{\text{max}}$ rows containing key entries from the row block.

According to still further features in the described preferred embodiments, the method further includes the step of: (f) specifying, within a given portion of a total key entry storage capacity in the first array, a pre-determined worst-case minimum rate for a rate selected from the group consisting of lookup rate, update rate, and a combination of lookup rate and update rate.

According to still further features in the described preferred embodiments, the pre-determined worst-case minimum rate is the update rate, and wherein the update rate is substantially independent of a size of the database.

According to still further features in the described preferred embodiments, the pre-determined worst-case minimum rate is the update rate, and wherein the update rate is based on a substantially constant number of key entries requiring repositioning.

According to still further features in the described preferred embodiments, the performing of the database update operation includes removing at least one key entry from the row block, such that, when all key-entry containing rows in the row block are reduced to a value of $M_{\text{min}}$, the rearrangement transpires such that at least one row in the row block becomes empty with respect to said key entries in the first array.

According to still further features in the described preferred embodiments, when all key-entry containing rows in the particular row block are reduced to a value of $M_{\text{min}}$, the rearrangement transpires such that the row block contains $N_{\text{min}}$ rows containing key entries from the row block.

According to still further features in the described preferred embodiments, each of the position information entries indicates a row index for associating a row within the first array with a key entry of the second plurality of key entries.

According to still further features in the described preferred embodiments, each of the position information entries indicates a row index of an operative empty row, such that any defective row is unmarked by the second plurality of position information entries.

According to still further features in the described preferred embodiments, the currently-empty rows within the
first array are solely operative empty rows, such that any defective row is unmarked by the second plurality of position information entries.

[0060] According to still further features in the described preferred embodiments, the method further includes the steps of: (f) providing an additional array containing a plurality of empty row position information entries, and (g) indicating a row index of at least one currently-empty row within the first array using at least one of the empty row position information entries, wherein the at least one currently-empty row is solely an operative empty row.

[0061] According to still further features in the described preferred embodiments, the method further includes the step of: (f) providing a third array for storing a third plurality of key entries, the third array belonging to the hierarchical structure, such that the third plurality of key entries represents a higher level of the hierarchical structure with respect to the second plurality of key entries.

[0062] According to still further features in the described preferred embodiments, the method further includes the step of: (f) providing n arrays, n  2, for storing n pluralities of key entries, the n arrays belonging to the hierarchical structure, such that the n pluralities of key entries represent higher levels of the hierarchical structure with respect to the second plurality of key entries, and wherein each n-1 array of the n arrays represents a lower level of the hierarchical structure with respect to each n array.

[0063] According to still further features in the described preferred embodiments, the row block is a dynamic row block.

[0064] According to yet another aspect of the present invention there is provided a computer-implemented system for flexibly storing data in a database so as to allow facile and efficient updating and maintenance of the database, the system including: (a) at least a first array having at least two dimensions, the first array having rows and columns, the first array for storing a first plurality of key entries; (b) at least a second array for storing a second plurality of key entries having rows and at least one column, such that the first array and the second array form a hierarchical structure, wherein the second plurality of key entries in the second array represents a higher level of the hierarchical structure with respect to the first plurality of key entries; (c) at least an additional array containing a plurality of position information entries for indicating a row index for associating a row within the first array with a key entry of the second plurality of key entries, and (d) processing logic for: (i) arranging the first plurality of key entries within each of the rows in a monotonic order; (ii) identifying an update position for performing a database update operation, and (iii) performing the database update operation by rearrangement of a portion of the first plurality of key entries.

[0065] According to further features in the described preferred embodiments, the processing logic is designed and configured for: (iv) maintaining the database by: (A) comparing a number of the entries in a particular row of the rows in the first array with a parameter that is at least partially derived from an average number of entries per row, and (B) if a difference between the number of the entries and the parameter exceeds a predetermined value, then repositioning the entries in the particular row, within the arrays, such that the difference is reduced to be within the predetermined value, while maintaining the monotonic order within the rows of the first array.

[0066] According to still further features in the described preferred embodiments, the system further includes: (e) an array containing a plurality of position information entries, each of the position information entries for indicating a row index for associating a row within the first array with a key entry of the second plurality of key entries.

BRIEF DESCRIPTION OF THE DRAWINGS

[0067] The invention is herein described, by way of example only, with reference to the accompanying drawings. With specific reference now to the drawings in detail, it is stressed that the particulars shown are by way of example and for purposes of illustrative discussion of the preferred embodiments of the present invention only, and are presented in the cause of providing what is believed to be the most useful and readily understood description of the principles and conceptual aspects of the invention. In this regard, no attempt is made to show structural details of the invention in more detail than is necessary for a fundamental understanding of the invention, the description taken with the drawings making apparent to those skilled in the art how the several forms of the invention may be embodied in practice.

[0068] In the drawings:

[0069] FIG. 1 shows the FC-Register with a list of TDA first column key entries arranged in contiguous ascending order with associated row index entries that point to physical TDA rows containing in their first column the corresponding FC-Register key entries;

[0070] FIG. 2 shows an example of a TDA in the process of inserting a key entry in the first row, where the TDA is shown immediately after the insertion, before and after repositioning of the entries;

[0071] FIG. 3 shows an example of a TDA in the process of inserting a Key entry in the first row in the case that cyclic monotonic order is allowed in each row; the TDA is shown immediately after the insertion, before and after repositioning of the entries;

[0072] FIG. 4 shows an example of a TDA in the process of removing a Key entry from the last row, where the TDA is shown immediately after the removal, before and after repositioning of the entries;

[0073] FIG. 5 shows an example of a TDA in the process of inserting a Key entry in a full (first) row; the TDA is shown immediately after the insertion, before and after the split of the first row and shift of Key entries to an empty (fourth) row;

[0074] FIG. 6 shows an example of a TDA and an FC-Register in the process of inserting the key 103 in a full row, causing the key 115 to overflow and be shifted to a partially filled (first) row; the TDA is shown immediately after the insertion, before and after shifting the key 115 to the first row;

[0075] FIG. 7 shows an example of a TDA in the process of removing the key 25 from the first row; the TDA is shown immediately before the removal, and then, after the removal
and repositioning of the Key entries, which only involves a backward shift within the first row;

[0076] FIG. 8 shows an example of a TDA in the process of inserting the key 40 in the first row; the Key entries are rearranged in the first and second rows after the insertion. The TDA is shown before and after the key rearrangement;

[0077] FIG. 9 shows the TDA of FIG. 8 (after the insertion of the key 40) in the process of inserting the key 78 in the second row; the Key entries, arranged in N_{min}=4 rows with a maximum of M=15 entries, are repositioned in N_{max}=5 rows with a minimum of M_{min}=12 entries after the insertion. The TDA is shown before and after the repositioning process;

[0078] FIG. 10 shows an example of a TDA in the process of removing the key 14 from the first row; the Key entries are rearranged in the first and second rows after the removal. The TDA is shown before and after the key rearrangement;

[0079] FIG. 11 shows the TDA of FIG. 10 (after the removal of the key 14) in the process of removing the key 38 from the second row; the Key entries, arranged in N_{min}=5 rows with a minimum of M_{min}=12 entries, are repositioned in N_{max}=4 rows with a maximum of M=15 entries after the removal. The TDA is shown before and after the repositioning process;

[0080] FIGS. 12a and 12b illustrate an efficient Insert algorithm that combines the “Fixed Row Size” and “Split Row” methods. FIG. 12a shows the last row split in which 80% of the rows become occupied. FIG. 12b shows the background repositioning process performed using the “Fixed Row Size” method after the insertion of 100 and 102 in the last occupied row (with row index 7);

[0081] FIGS. 13a and 13b illustrate an efficient Insert algorithm that combines the “Fixed Row Size” and “Split Row” methods. FIG. 13a shows the process of inserting the key 78 in the second row (indexed 1) and repositioning of entries using the “Fixed Block Size” method; FIG. 13b shows the subsequent background repositioning performed using the “Fixed Row Size” method;

[0082] FIG. 14 shows an example of a TDA with two (second and sixth) defective rows; the Row Index entries of the FC-Register point only to the operative (not defective) RAM rows by-passing the defective rows;

[0083] FIGS. 15a and 15b show an example of several steps in the process of inserting the key 15 in the first row of a RAM and updating the FC-Register in a manner suitable for interleaved maintenance using the “Fixed Block Size” algorithm;

[0084] FIG. 16 shows an example of partitioning of the FC-Register into three hierarchical blocks, B^{2} Register, B^{1} RAM and B^{0} RAM;

[0085] FIG. 17 shows a particular case of the example of the FC-Register partitioned into three hierarchical blocks, B^{0} Register, B^{1} RAM and B^{2} RAM, depicted in FIG. 16; the FC-Register consists of 75 entries and the numerical base for the partition is 5 (B=5, A=3);

[0086] FIG. 18 shows a similar partitioning where the three hierarchical blocks have Row Index entries associated with their Key entries, allowing the rows of all the hierarchical blocks (except the highest-hierarchy B^{2} Register) to be arranged in a flexible non-contiguous order;

[0087] FIG. 19 shows an example of a TDA and two hierarchical blocks in the process of inserting 13 in the first row; the TDA and the hierarchical blocks are shown immediately after the insertion, before and after repositioning of the entries;

[0088] FIG. 20 shows an example of a TDA and two hierarchical blocks in the process of removing the Key entry 76 from the fifth row; the TDA and the hierarchical blocks are shown immediately after the removal insertion, before and after repositioning of the entries;

[0089] FIG. 21 shows an example of a TDA and two hierarchical blocks, where the TDA has two defective rows (fifth and tenth) and the B^{2} RAM has one defective row; the Row Index entries in the B^{2} RAM allows point only to the operative TDA rows by-passing the defective rows;

[0090] FIG. 22 shows the first columns of the multiple RAMs composing the G-RAM can be arranged in sequential columns in an integrated First Column RAM (FC-RAM) of N rows and G columns;

[0091] FIG. 23 shows an example of a G-RAM in the process of inserting a Key entry in the first extended row; the figure shows the G-RAM immediately after the insertion, before and after repositioning of the entries;

[0092] FIG. 24 shows an example of a G-RAM in the process of removing a Key entry from the fifth extended row; the figure shows the G-RAM immediately after the removal, before and after repositioning of the entries;

[0093] FIG. 25 shows an example of the G-RAM depicted in FIG. 23, but in this case, the FC-RAM Key entries have associated Row Index entries pointing to the physical rows of individual RAMs of the G-RAM, allowing a flexible arrangement of the physical rows of individual RAMs;

[0094] FIG. 26 shows an example of a G-RAM with two defective rows; the Row Index entries of the FC-Register point only to the operative G-RAM extended rows by-passing the defective extended rows, and

[0095] FIG. 27 shows an example of the same G-RAM with the same defective rows; in this case, the Row Index entries of the FC-RAM point only to the operative rows of the individual RAMs by-passing the defective rows.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0096] The present invention is a system and method of improved database storage and maintenance using row index ordering.

[0097] The principles and operation of the system and method according to the present invention may be better understood with reference to the drawings and the accompanying description.

[0098] Before explaining at least one embodiment of the invention in detail, it is to be understood that the invention is not limited in its application to the details of construction and the arrangement of the components set forth in the following description or illustrated in the drawing. The invention is capable of other embodiments or of being
practiced or carried out in various ways. Also, it is to be understood that the phraseology and terminology employed herein is for the purpose of description and should not be regarded as limiting.

[0099] The present invention discloses several new features involving flexible database schemes that allow fast insert and remove (update) operations. The FC-Register may contain, besides the TDA First Column Key entries, associated Row Index entries that point to the physical TDA rows corresponding to the identified Key entries; the row index entries may be alternatively stored in a separate register. These row index pointers determine the row ordering, which is no longer required to be monotonically. Within the individual rows, the Key entries can be ordered monotonically, or more generally in cyclic monotonic order, where the monotonic order is maintained within a row, but the lowest value entry is not necessarily positioned at the beginning of the row; the monotonic order is kept starting at the lowest value entry position (designated “cyclic position”) and ending at the highest value entry located preceding the lowest value entry. In this case, a Column Index entry may be used in the FC-Register to indicate the position of the lowest value entry in each row. The utilization of cyclic monotonic order in each row reduces significantly the number of shifts of entries within each row, thereby reducing the database maintenance rate and the power consumption. The TDA Key entries may include index pointers to AD entries, which enable non-monotonic AD entry ordering within a row. If the TDA entries are stored in monotonic order along columns (instead of rows), similar database storage and maintenance schemes can be designed using a First Row Register containing the Key entries of the TDA first row along with Column Index pointers that determine a non-monotonic column ordering.

[0100] The varied degrees of freedom in the new storage schemes allow efficient database maintenance operations, which require changes and shifts of entries in only part of the TDA; this results in high maintenance rate, low power consumption, and minor disturbance to the ongoing search operation. Newly inserted entry can be placed in a new row or an empty cell of the row containing the keys with the nearest value; an entry that is removed from a row can leave an empty cell.

[0101] The use of row index pointers that determine the TDA row ordering enables the “repair” and use of RAM devices having defective rows by pre-assigning alternative redundant rows; each defective RAM row is not assigned a row index in the FC-Register, so that the row remains logically inexistant, and its entries are stored instead in an alternative redundant row.

[0102] Furthermore, the maintenance operations can be carried out within the context of a specified operation priority, where search operations (lookups) are typically assigned the highest priority, and update operations (insertions/removals) are performed only when lookups are not currently required; these two types of operations are performed as a foreground operation. Key reordering operations, which may include key shifting within one or more rows of an array, key repositioning in different rows, etc., may be performed as a background operation. This means that the reordering operations may take place only during No-Operation (NOP) cycles or intervals between search (at highest priority) and update operations, so that the search process is not blocked (unimpeded) nor substantially delayed, and the update operations are also performed with minimal possible delay. Key shifting required to keep a monotonic order for an update operation may be performed as a foreground operation. The key update and reordering procedures are designed so that the database is always fully operational for search operation. The novel features allow maintenance to be interleaved with search operation, where key search, update, and reordering are performed at the highest possible rate according to the specified operation priority mentioned above. Furthermore, the ratio between lookup and update operation intervals can be specified by the user so as to boost the speed of either operation.

[0103] Three maintenance algorithms are disclosed herein. The first algorithm, denoted “Fixed Row Size”, keeps a nearly fixed number of entries per row, but the maintenance rate decreases continuously as the rows become filled. The second algorithm, denoted “Split Row”, allows a high maintenance rate when the storage capacity is filled up to 50%; however, this rate decreases as the rows become filled. The third algorithm, denoted “Fixed Block Size”, allows a specified minimum maintenance rate, at the expense of reduced storage capacity. The three algorithms are suitable for hardware implementation.

[0104] These maintenance algorithms using Row Index ordering can be extended to a Multi-RAM Binary CAM or RCAM presented in U.S. patent application Ser. No. 10/206, 189. A Multi-RAM CAM consists of an ordered group of RAMs that can be regarded as an “extended RAM” and is denoted as “G-RAM” because it includes a number G of RAMs. The entries of the multiple RAMs are arranged in an integrated manner, in ascending or descending order along “extended rows” or “extended columns”. If arranged along extended rows, the entries of the first columns of the G RAMs can be stored sequentially in the columns of a First Column RAM, denoted as FC-RAM, that operates similarly to the FC-Register for the RAM-Based CAM. In this case, the FC-RAM may contain, besides the TDA first column Key entries of the TDA, associated Row Index entries that point to the TDA rows in correspondence to the identified Key entries; alternatively, the row index entries may be stored in a separate RAM. With these row index pointers, the monotonic order of the Key entries is not required throughout the TDAs, but only within the individual TDA rows. A newly inserted entry can be placed in a new TDA row or in an empty cell of the row containing the keys with the nearest value; an entry that is removed from a row can leave an empty cell. The FC-Register may be regarded as a higher hierarchical block of the FC-RAM, which in turn may be seen as a higher hierarchical block of the multiple RAMs; this three-hierarchy setting can be used to implement an efficient three-step search procedure.

[0105] To further boost the speed of the steps in the search process in a Single-RAM (or Multi-RAM) CAM, the FC-Register (or first column of the FC-RAM) can be partitioned in increasingly smaller hierarchical blocks according to a numerical system of base B, yielding a Multi-Hierarchy architecture in which the FC-Register entries are stored. In general, a larger number of hierarchies may be advantageous when the FC-Register grows larger. The FC-Register can be partitioned in k hierarchical blocks, a $B^{k-1}$ Register and (k-1) RAMs, $B^{k-2}$ RAM to $B^2$ RAM. The hierarchical
arrangement adds latency because it increases the number of steps in a serial search procedure; however, these steps can be performed in a pipelined procedure to achieve a high throughput. If the FC-Register is partitioned in k hierarchical blocks, the serial search procedure consists of k+2 steps, and a (k+2)-step pipelined procedure is used to obtain one search output per clock cycle. If only the smaller higher-hierarchy blocks are stored in a processor chip and the larger hierarchical blocks are stored in external memories, then the chip size and price can be significantly reduced. A 3-hierarchy arrangement is presented in U.S. patent application Ser. No. 10/206,189 and herein as an example.

In a hierarchical design, only the Key entries of the highest hierarchical block, B^{k-1}, Register, must be arranged in monotonic order; this, because each Key entry of this block is associated with a Row Index entry that points to a specific physical row in the next hierarchical block B^{k-2}, RAM. The Key entries of this second block are similarly associated with Row Index entries pointing to specific rows in the next hierarchical block, down to B^{1}, RAM, which in turn points to a specific row in a Single-RAM (or Multi-RAM) CAM. Using row index pointers in all these hierarchical levels, provides great flexibility in storage and maintenance of the Single-RAM (or Multi-RAM) entries, because the row ordering of the hierarchical blocks (except the highest hierarchical block) is no longer required to be monotonic, and monotonic order must only be kept is kept within individual rows.

The new maintenance methods can be implemented for all above RAM-Based CAM configurations using a Range Search Engine (RSE) in conjunction with external memory devices that enhance the RSE storage capabilities, as disclosed in a co-pending U.S. patent application entitled “Multi-Dimensional Associative Search Engine Having an External Memory” (Ser. No. 10/688,986). In these memory-enhanced configurations, most of the Key entries and their AD entries are stored in the external memory, whereas the Search Logic resides in the RSE. The new method can be implemented as well using any other associative search engine, such as a Binary CAM, Ternary CAM, or an algorithmic search engine.

Single-RAM Binary CAM and RCAM configurations, the RSE may include an FC-Register and an external RAM may store the Key entries and their AD entries. The Multi-RAM Binary CAM or RCAM configurations can be implemented with an FC-RAM in the RSE and multiple external RAMs that store all the Key entries and the AD entries.

The new maintenance methods enable the “repair” and use of RAM devices with defective rows by pre-assigning alternative redundant rows. Since the physical location of the RAM rows is registered in the Row Index list of the FC-Register, each row that is found to be defective is not assigned a row index, so that it remains logically non-existent and the entries are stored in alternative redundant rows. This repair method allows the use of cheaper RAM devices known to have specific defective rows, and also to continue using RAM devices where part of the rows may become defective during operation, by just redefining the row index list in the FC-Register so it points to the redundant rows, thus significantly improving the wafer yield. The same repair concept can be extended to Multi-RAM CAM devices with defective rows, using an FC-RAM with Row Index entries in Single or Multi-Hierarchy architecture.

The new maintenance methods applied in various Single-RAM and Multi-RAM configurations, using internal or external memory, deal with arrays having logical row ordering (determined by row index pointers) with entries ordered in cyclic monotonic order within the rows. This storage arrangement with logical monotonic order is suitable for Linear Search, which denotes herein the sequential search of contiguous Key entries stored in logically successive rows.

In general, to perform an efficient key search in any specific method, it is necessary to store the Key entries in the memory in a suitable pattern that optimizes this search method by minimizing the number of accesses to the memory. U.S. patent application Ser. No. 10/688,986, assigned to HyWire Ltd., discloses three such search methods—Linear Search, Binary Search and B-Tree Search. The storage and search methods presented referred in particular to Dynamic RAMs (DRAMs), but can be used for other external memory devices, such as Static RAMs (SRAMs), ROMs, EPROMs, E'ROMs, Flash-based, Optical, CCD, Magnetic devices, etc. The database stored in a set of physical DRAMs was logically arranged in a corresponding set of Logic RAMs or TDAs. The arrangements in the TDAs and the physical DRAMs were designed to suit the specific search methods disclosed.

The methods of efficient maintenance disclosed herein, applied in conjunction with the storage and fast search schemes (Linear Search, Binary Search and B-Tree Search) in external memories presented in U.S. patent application Ser. No. 10/688,986, can lead to new search and maintenance methods in external memories; these methods may allow non-contiguous row ordering, fast search, and efficient Insert and Remove algorithms in either internal and external memories.

Single-RAM Binary CAM and RCAM

The basic architecture, storage and search methods, and Insert and Remove operations for Single-RAM Binary CAM and Range CAM (RCAM) are described in two previous inventions to HyWire Ltd., RAM-Based Binary CAM (U.S. patent application Ser. No. 10/229,054) and RAM-Based RCAM (U.S. patent application Ser. No. 10/229,065). The Two-Dimensional Arrays (TDAs) disclosed are implemented by means of conventional RAMs. The discussion is limited to the case in which the TDA Key entries are stored in contiguous ascending order, the key list starts at the lowest memory array address, and the empty locations block follows the key list at the highest array addresses.

The TDAs presented in both patents consist of M columns and N rows. The rows are sequenced from top to bottom and indexed with an integer j, where 0 ≤ j ≤ N-1. The columns are sequenced from left to right and indexed with an integer i, where 0 ≤ i ≤ M-1. A key located in column i and row j has an integer value K_{i,j}. The lowest key value K_{0,0} resides in row 0 and column 0. The highest key value $K_{U,V}$ resides in row V and column U.

The RAM-Based Binary CAM contains two TDAs, Key TDA and Associated Data TDA. Each Key entry K_{i,j}
has a corresponding Associated Data entry $D_{ij}$. Since the Binary CAM stores an ordered list of single integer keys, a key search in results in an exact match and a straightforward access to the corresponding associated data.

[0116] The RAM-Based RCAM includes additionally an Associated Boundary Type TDA, where each Associated Boundary Type entry $M_{ij}$ corresponds to the Key entry $K_{ij}$. The RCAM stores a list of Key entries that represent range boundaries, so that a key search results in a matching range, and the retrieval of the associated data and boundary type that corresponds uniquely to this range. The Associated Boundary Type entry determines the validity of the matching range and the associated data.

[0117] A search of the submitted key in the TDA can be completed in two steps. The first step identifies the TDA row where the submitted key may be located. This step is identical for Binary CAMs and RCAMs. It is performed by the Row Locator in the First Column Register (FC-Register), which stores the Key entries of the TDA first column in ascending sequence, and may be regarded as a higher hierarchical block of the TDA that allows simultaneous access to the TDA first column keys in a single clock. In the second step, the row identified in the first step is searched for an exact match (for a Binary CAM) or a range match (for an RCAM). This step is different for Binary CAMs and RCAMs, and is performed using similar Column Locators. The two-step Key Search can be performed sequentially, requiring two clocks for execution, or in pipelined mode, that enables search operations at full clock rate.

[0118] The insertion and removal of Key entries in the TDAs are lengthy operations, because these entries are stored in contiguous ascending order with no empty TDA cells in between. The contiguity of entries requires a forward/backward shift of all the entries that are larger than the inserted/removed entry. Shifting a large number of entries contained in many rows (or columns) requires many read, shift and write steps, resulting in long Insert/Remove times and significant power consumption.

[0119] The key insertion/removal is preceded by a search procedure to determine the position where the submitted key is to be inserted or removed, provided that these operations are allowed. Key insertion is allowed only if the key is not included in the TDA, whereas key removal is possible only if it is already included in the TDA. The preliminary search procedure is identical for Binary CAMs and RCAMs, and similar to the two-step Key Search mentioned above.

[0120] FIG. 1 shows the FC-Register with a list of TDA first column Key entries arranged in contiguous ascending order indexed by the integer $j$ in $K_{ij} (0 \leq j \leq N-1)$ and designated by Latin letters (A, B, C, J, V, etc.). The associated Row Index entries, designated by Greek letters ($\alpha, \beta, \gamma, \epsilon, \lambda$, etc.) are integers that point to physical TDA rows containing in their first column the corresponding FC-Register Key entries. In this specific example, $\alpha=0, \beta=2, \gamma=1$, but these row index entries may point to any other TDA rows, as required in the database maintenance process.

[0121] Additional degrees of freedom may be allowed within individual rows. For instance, the Key entries may be ordered in cyclic monotonic order, where the monotonic order is maintained, but the lowest value entry is not necessarily positioned at the beginning of the row. In this case, Column Index entries may be required in the FC-Register (not included in the figure) to indicate the position of the lowest value entry in each row. Also, the Key entries may include Associated Data (AD) index pointers, which enable cyclic monotonic AD entry ordering within a row.

[0122] Another important feature of the inventive architecture is that the rows may not be necessarily filled. The empty entries in the RAM may be handled in several alternative ways. One alternative is filling these entries with "all ones", based on the specification that no valid Key entry has this value. Another alternative is to fill these entries with "all zeros", based on the specification that a zero value can only be used as the lowest Key entry in the RAM, corresponding to the smallest single integer key in a Binary CAM or to the lowest range boundary in an RCAM. A third alternative is to indicate the number of "valid" Key entries in each row next to the Row Index entry in the FC-Register and disregard the "filling" Key entries of the row.

[0123] The search procedure of the submitted key in the TDA can be completed in two steps:

[0124] Step 1: Identification of the TDA row where the submitted key may be located. This step is identical for Binary CAMs and RCAMs. The submitted key is compared with the FC-Register Key entries using a Row Locator to find a matching Key entry. The Row Index entry associated with this matching Key entry points to the physical TDA row that may contain the submitted key.

[0125] Step 2: Access to the TDA row identified in Step 1 and lookup of the submitted key, to find an exact match (for a Binary CAM) or a range match (for an RCAM). This step is different for Binary CAMs and RCAMs, and is performed using similar Column Locators.

[0126] The two-step Key Search can be performed in sequence, requiring two clocks for execution, or in pipelined mode, which enables search result output at full clock rate.

[0127] The insertion or removal (updating) of keys is required for keeping the Key TDA entries in a sequence that is appropriate for performing fast lookups. The TDA structure is implemented with a RAM consisting of W-bit keys or words per row. The W keys of each row can be read and written in one or more steps, depending on several factors, such as the number of keys per row, the length of each key, the type of RAM used (e.g., DRAM, SRAM, etc.), whether the RAM is embedded in the chip or placed externally, etc. Prior to a key update operation, a search procedure determines the position where the submitted key is to be inserted or removed, provided that the update operation is allowed. Key insertion is allowed only if the key is not included in the TDA, whereas key removal is possible only if it is already included in the TDA. The preliminary search procedure is identical for Binary CAMs and RCAMs. U.S. patent application Ser. No. 10/689,986 disclosed efficient accessing and search schemes (Linear Search, Binary Search and B-Tree Search) for external DRAMs; these schemes can be used to minimize the number of accesses to these DRAMs to improve the efficiency of the update operations disclosed herein, when performed in external DRAMs.

[0128] Three maintenance algorithms are disclosed. The first algorithm, denoted "Fixed Row Size", keeps a nearly
fixed number of entries per row, but the maintenance rate decreases continuously as the TDA becomes filled. The second algorithm, denoted “Split Row”, allows fast update rates when the storage capacity is filled up to 50%, but these rates decrease as the rows become filled. The third algorithm, denoted “Fixed Block Size”, allows fixed minimum update rates at the expense of reduced storage capacity. It operates with blocks having a fixed number of rows, with a predefined minimum and maximum number of entries per row. The three algorithms can be readily implemented in hardware.

[0129] Each of these maintenance algorithms have their advantages and drawbacks, and offer a different tradeoff between storage capacity and maintenance rate. Each maintenance algorithm may operate with a flexible non-contiguous row ordering which can be implemented using an FC-Register (mentioned above); this register contains, along with the TDA First Column Key entries, Row Index entries that point to the physical TDA rows corresponding to the Key entries. The update operations in these three methods can be performed so that the Key entries are kept in cyclic monotonic order within individual rows. The use of cyclic monotonic order in each row reduces significantly the number of shifts of entries within each row, thereby increasing the maintenance rate and reducing the power consumption.

[0130] As mentioned above, maintenance operations, which include key update and reordering operations, can be carried out within the context of a specified operation priority, where search operations are typically assigned the highest priority, and update operations take place only when lookups are not currently required; search and update operations are performed in the foreground. Key reordering may include key shifting within one or more rows of an array, key repositioning in different rows, etc., and may be performed in the background, i.e., only during NOP cycles or intervals between search (at the highest priority) and update operations, so that the search process is not blocked (unimpeded) nor substantially delayed, and the update operations are also performed with minimal possible delay. Key shifting required to keep a monotonic order for an update operation may be performed immediately after this operation (and not in the background). The key update and reordering procedures are designed so that the database is always fully operational for search operation. This allows maintenance interleaved with search operation, where key search, update, and reordering operations are performed at the highest possible rate according to a specified operation priority.

[0131] The TDA and the surrounding hardware that supports the key update are identical for Binary CAMs and RCAMs. The surrounding hardware may include an FC-Register with row index pointers (FIG. 1), which allows a flexible non-contiguous order of the rows. Each change in the TDA first column during key update requires the update of the FC-Register entries, which may involve simple writes, or insertion/removal of register entries if rows are added or deleted in the TDA. The repositioning procedures for the maintenance operations in the TDA are achieved by sequential read, forward/backward shift and write steps (not shown in the figures).

[0132] An Empty Row Register (ER-Register) can be used to track the TDA empty rows; this register consists of Row Index entries pointing to the TDA empty rows. Initially, when the TDA is empty, the ER-Register is filled with entries that correspond to the TDA row numbers (listed in ascending order); on the other hand, the FC-Register is empty. When the TDA empty rows are filled (by insertion), the corresponding FC-Register rows are also filled and the respective Row Index entries listed in the ER-Register are removed. On the other hand, whenever a TDA row is emptied, the corresponding FC-Register row is removed and the respective Row Index entry is inserted in the ER-Register. In this way, the Row Index entries listed in the FC-Register and the ER-Register are always complementary for providing the entire list of the TDA row numbers. Using any means for identifying a filled/empty row, the two registers can be integrated in one to save hardware. This empty row tracking scheme can be efficiently used in the second and third maintenance algorithms disclosed below, in particular when a new row is needed during insertion; then, the ER-Register points to the nearest empty row. The first maintenance algorithm (“Fixed Row Size”) starts by sequentially filling the first TDA column; thus, the TDA generally operates with no empty rows and an ER-Register is not necessary.

“Fixed Row Size” Algorithm

[0133] Considering a TDA with M columns and N rows, the Insert and Remove (update) operations are performed immediately, together with the necessary shifts of entries. Meanwhile, in the background, the number of entries of the TDA rows is sequentially compared with reference to a predefined maximum difference ΔM. This comparison can be made with a number representing a dynamic average number of entries per row, designated M_{avg} or an integral part of this dynamic average, Int[M_{avg}], achieved by truncation or rounding up. If the difference between the number of entries of any row and a dynamic average number exceeds ΔM, then the entries of this row (and possibly adjacent rows) are repositioned so that the difference is reduced and kept within ΔM and the number of entries per row is kept nearly fixed. This “row straightening” is performed during NOP intervals between search and update operations, so that the rates of these operations are not hampered.

[0134] This algorithm starts from initialization by inserting a zero value in the lowest TDA position, and then sequentially filling the first TDA column. Alternatively, the first TDA column may be initially filled at once with statistically selected entries suited to provide a balanced distribution of entries among the TDA rows. Once the first column is full, the Insert operation proceeds to fill the rows in monotonic order according to the values of the first column entries. The number of entries of the TDA rows is compared in the background with a dynamic average number as indicated above; whenever the number of entries in a row is larger than this number and the difference exceeds ΔM, the entries of this row (and possibly adjacent rows) are repositioned (during NOP intervals) to reduce the difference between the numbers of entries in the rows and the dynamic average within ΔM. The Remove operation proceeds similarly by deleting entries and repositioning the remaining entries whenever a row has fewer entries than a dynamic average number and the difference exceeds ΔM. The algorithm can be alternatively performed by comparing in the background the longest and shortest rows in the TDA, and repositioning the entries whenever the difference exceeds
the predefined maximum limit $\Delta M$. The repositioning of TDA the entries in either operation can be performed so to keep a cyclic monotonic order in each row, which reduces the number of shifts of entries within each row; this requires Column Index entries in the FC-Register to indicate the position of the lowest value entry in each row. The small number of shifts in the repositioning procedure is particularly suitable when using external memories because it minimizes the number of accesses to these memories and the bandwidth required, allowing higher-rate operation. As mentioned before, Row Index entries in the FC-Register allow flexible row ordering and empty row handling. In case of monotonic row ordering and no empty rows, Row Index entries are not required.

[0135] In general, if $\Delta M$ is small (e.g., $\Delta M=1$), the repositioning procedure takes more steps than needed for larger values of $\Delta M$, so there is a greater probability that the repositioning procedure will not be completed before a new update operation takes place. On the other hand, the number of free entries per row is kept nearly equal for all rows, and provides a better chance for a burst of keys to be inserted within individual rows, not requiring consequent extensive repositioning of entries in several rows. If $\Delta M>1$, the number of free entries per row may vary, and an insertion of a burst of keys in a long row may cause an overflow, extensive repositioning of entries and long repositioning time. Thus, a narrow margin $\Delta M=1$ is preferable, even though $\Delta M>1$ may involve less repositioning operations and higher maintenance rate at reduced storage capacity. The insertion of a burst of keys may involve extensive repositioning of entries in several rows (for instance, when the number of entries in a particular row exceeds a specified threshold fill limit). Then, the insertion procedure may take increasingly longer time and the maintenance rate may decrease continuously; then, the entry repositioning may not catch up with the key insertion (due to the lack of NOP cycles or intervals). In these conditions, a minimum maintenance rate cannot be specified.

[0136] A typical insertion of a submitted Key entry in the TDA starts with a key search that determines the row and then the column after which the submitted key is inserted, and proceeds with the key insertion in the identified position. At the same time, the number of entries of each row is sequentially compared in the background with a dynamic average number, and if the number of entries of any row is larger than this average exceeding a predefined limit $\Delta M$, then the entries of this row and a group of adjacent rows (ending in a row with less entries than this average) are repositioned to reduce the difference. The algorithm can be alternatively performed by comparing the longest and shortest rows and repositioning the entries whenever the difference exceeds $\Delta M$.

[0137] FIG. 2 shows an example of a TDA and FC-Register in the process of inserting a Key entry, such as 5, in the first row. The number of TDA entries per row is M=15, and the maximal allowed difference between the longest and shortest rows is $\Delta M=1$. The figure shows the TDA immediately after the insertion, before and after repositioning of the entries, which takes place in all the rows, except the last. The FC-Register Key entries are updated in correspondence with the TDA entry repositioning after the insertion. Note that in this example the Row Index entries are not included the FC-Register because they are not necessary, as the rows are arranged in monotonic order and there are no empty rows.

[0138] FIG. 3 shows a second example of a TDA and FC-Register in the process of inserting the Key entry 5 in the first row. The number of TDA entries per row is M=15, and $\Delta M=1$, as in the first example. However, in this case, the Key entries are arranged in cyclic monotonic order, where lowest value entry is not necessarily positioned at the beginning of the row, and Column Index entries are included in the FC-Register to indicate the position of the lowest value entry in each row. The figure shows the TDA immediately after the insertion, before and after repositioning of the entries, which takes place in all the rows, except the last. The insertion of 5 between 4 and 9 in the first row involves a forward shift of the larger entries (9 through 17). The repositioning process starts by moving the largest entry (75) of the fifth row that precedes the shortest (sixth) row to the appropriate location (with Column Index 3) of the shortest row (between 68 and 77) causing a forward shift of the larger entries (77 and 79); the repositioning continues in the preceding rows, until the difference between row sizes is reduced within the specified $\Delta M (=1)$. In this example, the largest entry (60) of the fourth row moves to the empty cell left by 75 in the fifth row; similarly, the largest entry (47) of the third row moves to the empty cell left by 60, 34 moves from the second row to the empty cell left by 47, and 17 moves from the longest (first) row to the empty cell left by 34.

[0139] This example illustrates an important advantage of the use of cyclic monotonic order—it involves a forward shift of entries only in the longest row during the insertion of the submitted key and in the shortest row due to the insertion of a key from the adjacent row at the end of the repositioning process. All the intermediate rows undergo sequential transitions of a sole entry during the repositioning process. The relatively small number of shifts and transitions of entries within each row significantly increases the maintenance rate and reduces the power consumption.

[0140] Note that at the end of the repositioning process, the Column Index entries of the longest and shortest rows remain unchanged, whereas the Column Index entries of the rows in between are reduced by 1.

[0141] The repositioning process disclosed herein is performed from the shortest row to longest one. FIG. 3 illustrates the case in which the longest row precedes the shortest one and the entry repositioning proceeds upwards. However, when the shortest row precedes the longest one, then the entry repositioning proceeds downwards.

[0142] A typical removal of a submitted Key entry from the TDA starts with a key search that determines the row and then the column of the Key entry to be removed; it then proceeds with the removal of the identified key. At the same time, the number of entries of each row is sequentially compared in the background with a dynamic average number, and if the number of entries of any row is smaller than this average exceeding a predefined limit $\Delta M$, then the entries of this row and a group of adjacent rows (ending in a row with more entries than this average) are repositioned to reduce the difference. The algorithm can be alternatively performed by comparing the shortest and longest rows and repositioning the entries whenever the difference exceeds $\Delta M$. 
FIG. 4 shows an example of a TDA and FC-Register in the process of removing a Key entry from the last row. The number of TDA entries per row is $M=15$, and maximal allowed difference between the shortest and longest rows is $\Delta M=1$. The figure shows the TDA immediately after the removal, before and after repositioning of the entries, which takes place in all the rows, except the first. The FC-Register entries are updated reflecting the TDA entry repositioning after the removal. As in FIG. 2 above (for Insert operation), the row removal entries are not included in the FC-Register because they are not necessary. Cyclic monotonic ordering applied in Remove operation is similar to that used in Insert operation (see FIG. 3) and is not exemplified herein; the entry repositioning proceeds from the shortest row to the longest one.

“Split Row” Algorithm

In the “Split Row” Algorithm, the Insert and Remove operations are conducted in a TDA with $M$ columns and $N$ rows at a high rate while the TDA is filled up to 50% of its storage capacity, but this rate decreases as the rows become filled.

This algorithm starts from initialization by inserting a zero value in the lowest TDA key position, and then filling sequentially the first TDA row. After this row becomes filled (or alternatively, when the number of entries of this row exceeds a specified threshold fill limit), upon the next insertion, it splits into two halves and the Key entries of its second half are shifted to a second row. The insert operation proceeds in these two rows, until one of them is filled (or exceeds a specified threshold fill limit) and split in half into a third row upon the next insertion. This procedure is repeated at a high rate until only one row remains empty, and its first half is filled with Key entries resulting from filling and splitting any other row. Then, the first halves of all the TDA rows are filled, some rows beyond 50%, totaling at least 50% (or less if a threshold fill limit is specified) of the storage capacity. From this point, all further insertions are sequentially performed in each row at increasingly slower rates, because the filling of any additional row involves the shifts of one or more entire rows. On the other hand, all the remove operations are performed at a high rate because they only involve shifts within individual rows. Row splitting during insert operations requires tracking the position of the row that contains the shifted Key entries, because the ascending row ordering is not necessarily maintained. An FC-Register with associated Row Index entries may be used to track the row position. The insert rate may be kept high after all the TDA rows are partially filled (and even when part of the TDA rows are totally filled) by shifting the largest Key entry of a filled row undergoing an insertion to another (partially filled) row and adding a new Row Index entry to the FC-Register for the shifted Key entry. In this alternative procedure the number of FC-Register rows exceeds the number of TDA rows. The Key entries in the TDA rows can then be reordered in the background so that each Row Index entry points to a single row and the number of the FC-Register rows are reduced to match the number of TDA rows.

A typical fast insertion of a submitted Key entry in the TDA starts with a key search that determines the row and then the column after which the submitted key is inserted, as long as the TDA still has empty rows. If a new Key entry is inserted in a partially filled row, no further step is required. However, if this Key entry is inserted in a full row, this row is split in half and the Key entries of its second half are shifted to an empty row.

FIG. 5 shows an example of a TDA and an FC-Register in the process of inserting a Key entry in a full (first) row; the figure shows the TDA immediately after the insertion, before and after the split of the first row and shift of Key entries to an empty (fourth) row. This row is selected as the nearest empty row using the ER-Register shown in the figure. The FC-Register and ER-Register are updated in correspondence with the TDA entry repositioning after the insertion.

FIG. 6 shows an example of a TDA and an FC-Register in the process of inserting the key 103 in a full row, causing the key 115 to overflow and be shifted to a partially filled (first) row; the figure shows the TDA immediately after the insertion, before and after shifting the key 115 to the first row. This shift is reflected in the FC-Register by the addition of a new Row Index entry at the register end, so the number of FC-Register rows exceeds that of the TDA rows. The Key entries in the TDA rows can then be reordered in a background operation so that each Row Index entry points to a single row and the number of the FC-Register rows are reduced to match the number of TDA rows; this reordering is not shown in the figure.

A typical removal of a submitted Key entry from the TDA starts with a key search that determines the row and then the column of the Key entry to be removed. The remove operation is always performed at a high rate because it only involves shifts of Key entries within individual rows.

FIG. 7 shows an example of a TDA in the process of removing the key 25 from the first row; the figure shows the TDA immediately before the removal, and then, after the removal and repositioning of the Key entries, which only involves a backward shift within the first row. Since TDA repositioning is not required after the removal, the FC-Register entries remain unchanged.

“Fixed Block Size” Algorithm

The “Fixed Block Size” and “Split Row” algorithms described above have the drawback that the worst-case maintenance rate cannot be specified; they involve repositioning procedures that take increasingly longer time and the maintenance rate decreases continuously. The “Fixed Block Size” algorithm ensures a specified worst-case low limit for the maintenance rate and a maximum number of rearranged entries (within a block); this holds as long as a given factor of the total TDA storage capacity is not exceeded (and thus a number of TDA rows remain empty).

Considering a TDA with $M$ columns and $N$ rows, each Insert or Remove (update) operation in this algorithm is conducted within a block of rows having a specified length (number of rows) ranging between a minimum $N_{min}$ (before repositioning of entries during an insertion, or after reposition during a removal) and a maximum $N_{max}$ (before reposition of entries during a removal, or after reposition during an insertion). The row block is dynamic (i.e., not fixed to a particular row or group of rows) and is determined for each operation by a preceding search procedure that identifies the update position. The update position may be located in any row of the block, but is preferably specified (and exempli-
fied) as the first row of the block. The number of entries in each row of a block ranges from a maximum \(M_{\text{max}}\) to a minimum \(M_{\text{min}}\); when \(M_{\text{max}}\) is exceeded during an insertion or \(M_{\text{min}}\) is exceeded during a removal in any of the block rows, the block entries are rearranged without changing the total number \(B\) of entries in the block (counted before the update operation). During an Insert operation, when the number of entries in any of the initial \(N_{\text{min}}\) block rows exceeds \(M_{\text{max}}\) the block entries are rearranged in these rows until all the rows are filled to \(M_{\text{max}}\); then, upon any subsequent insertion, the block entries in the \(N_{\text{min}}\) rows are repositioned in \(N_{\text{max}}\) rows (using remaining empty rows)—the number of entries in each row decreases, but not below \(M_{\text{min}}\). On the other hand, during a Remove operation, when the number of entries in any of the initial \(N_{\text{max}}\) block rows decreases below \(M_{\text{min}}\), the block entries are rearranged in these rows until all the rows are reduced to \(M_{\text{min}}\) entries; then, any subsequent removal causes repositioning of entries in \(N_{\text{min}}\) rows (leaving new empty rows)—the number of entries in each row increases, but not above \(M_{\text{max}}\). The repositioning process may start either before or after the update operation (or in a background operation), as programmed.

The repositioning of block entries arranged in \(N_{\text{min}}\) rows into a larger number of \(N_{\text{max}}\) rows during insertion can be regarded as a split of entries; then, the “Split Row” algorithm can be viewed as a special case of the “Fixed Block Size” algorithm, where \(N_{\text{min}}=1\) and \(N_{\text{max}}=2\). The ratio \(R=N_{\text{min}}/N_{\text{max}}\) represents a capacity reduction factor; it determines the maximum number of entries that can be stored in the TDA and still ensure a worst-case low limits for the lookup and update rates. If the TDA is filled beyond this capacity ratio, the “Fixed Block Size” algorithm cannot be applied and the insertion rate drops with the increasing number of entries. As long as the TDA is filled within the capacity ratio, a defined lookup rate determines the worst-case low limit for the update rate, and alternatively, a defined update rate determines the worst-case low limit for the lookup rate.

The simplest and preferred case for implementation is that in which the algorithm is aimed to keep an equal number of entries per row after repositioning; then, the number of entries per row varies from a maximum \(B/N_{\text{min}}\) which usually covers the entire row (i.e., \(M_{\text{max}}=M\)), to a minimum \(B/N_{\text{max}}\) during insertion, or from a minimum \(M_{\text{min}}\) to a maximum \(M_{\text{max}}\) during removal. The capacity reduction factor \(R\) can be defined in this case also in terms of the number of entries per row: \(R=N_{\text{min}}/N_{\text{max}}\). In general, the number of entries may not equal in all the rows within a block after repositioning (i.e., when \(M_{\text{min}}=M_{\text{max}}\) \(N_{\text{min}}/N_{\text{max}}\) is not an integer during insertion); however, this case is more difficult to handle and less preferable.

The repositioning procedures take a limited number of steps due to the predefined number of rows in a block, ensuring fixed minimum update rates. These rates hold as long as the TDA is filled up to the factor \(R=N_{\text{min}}/N_{\text{max}}\) of its storage capacity, because then the TDA still includes empty rows. When the TDA is filled exceeding this capacity, empty rows may not remain and the maintenance rates may decrease. As long as the TDA does not exceed this capacity, each repositioning during removal generates a new empty row that can be used in successive Insert operations. Note that the number of entries in the last row (only) may exceed the allowed range (\(M_{\text{min}}\) to \(M_{\text{max}}\)).

In general, there is a tradeoff between storage capacity and maintenance rate. An increase in \(R\) toward 100% storage capacity involves larger \(N_{\text{min}}\) and \(N_{\text{max}}\) integers; then, more repositioning steps are required and the maintenance rate decreases. Similarly, a decrease in \(R\) and storage capacity leads to fewer repositioning steps and faster maintenance.

The first row of a block for consideration is determined in each case by the search procedure prior to the key update. In the method presented herein, the count of \(N_{\text{min}}\) rows for insertion (before repositioning) and the count of \(N_{\text{max}}\) rows for removal (before repositioning) proceeds downwards. A similar method could be implemented with the count proceeding upwards for the key update.

The use of an FC-Register, which contains TDA First Column Key entries and associated Row Index entries that point to the physical TDA rows corresponding to the Key entries, allows non-contiguous row access. After the newly added block rows (due to repositioning) during insertion can be located in empty TDA rows, and newly emptied block rows (due to repositioning) during removal can be left in place; this minimizes shifting of the TDA entries. The rearrangement of block entries (without repositioning) in more than one row during TDA update requires updating of the FC-Register Key entries. The repositioning of block entries requires, besides updating of the FC-Register Key entries, insertion of new FC-Register rows during insertion of entries in the TDA, and removal of FC-Register rows during removal of TDA entries.

A typical insertion of a submitted Key entry in the TDA starts with a key search which determines the first row of a block, and proceeds within this block with \(N_{\text{min}}\) rows. The submitted keys are sequentially inserted and the block entries are rearranged until all the \(N_{\text{min}}\) rows of the block become filled (as exemplified in FIG. 8). The repositioning process in the block may start either before a new key is inserted in a filled block or after the insertion (as shown in FIG. 9), causing an overflow in the first row of the block; then, the Key entries of the \(N_{\text{min}}\) filled rows (\(M_{\text{max}}=M\)) are repositioned in \(N_{\text{max}}\) rows, where the number of entries cannot decrease below \(M_{\text{min}}\), and the total number \(B\) of entries in the block (counted before the insertion) remains unchanged. After this repositioning procedure, the next insertion can be performed within this or any other block.

FIG. 8 shows an example of a TDA in the process of inserting the key 40 in the first row (indexed 0). The block involved in the insertion contains \(N_{\text{min}}=4\) rows (counted downwards and indexed 0 to 3) with a maximum of \(M=15\) entries; the last two rows in the TDA (indexed 4 and 5) do not belong to the block involved in the operation. After the insertion, the Key entries are rearranged in the first and second rows only, because the second row is not filled, and no repositioning in added rows is needed. Note that the FC-Register Key entry in the second row requires updating.

FIG. 9 shows the TDA of FIG. 8 (after the insertion of the key 40) in the process of inserting the key 78 in the second row (indexed 1). Now, a full block is involved in the insertion, having a total number of \(B=60\) entries arranged in \(N_{\text{min}}=4\) rows (counted downwards and indexed
1 to 4) with a maximum of \( M=15 \) entries. The insertion of the key 78 causes an overflow in the second row and requires repositioning in \( N_{\text{max}}=5 \) rows with a minimum of \( M_{\text{min}}=12 \) entries. The capacity reduction factor in this repositioning is \( R=4/5 \) (80\%). The TDA is shown when the repositioning process starts immediately after the new key is inserted (this process could start before the new key is inserted, but this case is not shown). The entries of the block fifth row are repositioned in the TDA seventh row (indexed 6); this saves the shifting of the TDA sixth row entries (which do not belong to the block). This empty row is selected using the ER-Register (not shown in the figure). The repositioning process requires the insertion of a new row in the FC-Register (with a Row Index entry pointing to the TDA seventh row) and the update of several Key entries.

[0162] A typical removal of a submitted Key entry from the TDA starts with a key search which determines the first row of a block, and proceeds within this block with \( N_{\text{max}} \) rows. The submitted keys are sequentially removed and the remaining keys in the block entries are rearranged until all the \( N_{\text{max}} \) rows of the block decrease to \( M_{\text{min}} \) (as depicted in FIG. 10). The repositioning process in the block may start (Fig. 10) on a block entry in the \( N_{\text{max}} \) partially filled rows are repositioned in \( N_{\text{min}} \) rows with a maximum of \( M_{\text{max}}=M \) entries, and the total number \( B \) of entries in the block (counted before the insertion) remains unchanged. After this repositioning procedure, the next removal can be performed within this or any other block.

[0163] FIG. 10 shows an example of a TDA in the process of removing the key 14 from the first row (indexed 0). The block involved in the removal contains \( N_{\text{max}}=5 \) rows (counted downwards and indexed 0 to 4) with a minimum of \( M_{\text{min}}=12 \) entries; the last two rows in the TDA (indexed 5 and 6) do not belong to the block involved in the operation. After the removal, the Key entries are rearranged in the first and second rows only, because the second row has more than \( M_{\text{min}}=12 \) entries; no repositioning in fewer rows is needed. The FC-Register Key entry in the second row requires updating.

[0164] FIG. 11 shows the TDA of FIG. 10 (after the removal of the key 14) in the process of removing the key 38 from the second row (indexed 1). Now, the block involved in the insertion has a total number of \( B=60 \) entries arranged in \( N_{\text{max}}=5 \) rows (counted downwards and indexed 1 to 5) with a minimum of \( M_{\text{min}}=12 \) entries. The removal of the key 38 causes an “overflow” in the second row and requires repositioning in \( N_{\text{min}}=4 \) rows with a maximum of \( M=15 \) entries. The capacity reduction factor in this repositioning is \( R=4/5 \) (80%). The TDA is shown when the repositioning process starts immediately after the key 38 is removed (this process could start before the key is removed, but this case is not shown). The block sixth row (TDA seventh row indexed 6) is left empty (because the capacity is reduced below the reduction factor \( R=N_{\text{min}}/N_{\text{max}} \)); this saves the shifting of the TDA sixth row entries (which do not belong to the block). The new empty row is inserted in the ER-Register (not shown in the figure). The repositioning process requires the removal of a FC-Register row (corresponding to the empty TDA sixth row indexed 5) and the update of several Key entries.

Combining the Maintenance Algorithms

[0165] Each of the three maintenance algorithms disclosed above has advantages and drawbacks, and offers a different tradeoff between storage capacity and maintenance rate. Each of them can operate with a flexible non-contiguous row ordering implemented using Row Index entries in the FC-Register that point to the physical TDA rows corresponding to the Key entries; these rows do not have to be completely filled. The Key entries can be kept in cyclic monotonic order within individual rows during Insert and Remove (updating) operations using Column Index entries. The use of cyclic monotonic order in each row reduces significantly the number of shifts of entries within each row, which increases the maintenance rate and reduces the power consumption. The update operations are subject to a specified operation priority, where search operations are typically assigned the highest priority, and update operations are performed only when lookups are not currently required. Key reordering operations may be performed in the background, i.e., only during NOP cycles or intervals between search (at highest priority) and update operations, so that the search process is not blocked (unimpeded) nor substantially delayed, and the update operations are performed with minimal possible delay. The key update and reordering procedures are performed so that the database is always fully operational for search operation. This allows maintenance interleaved with search operation, where key search, update, and reordering operations are performed at the highest possible rate according to specified operation priority, and using a suitable combination of different algorithms with non-contiguous row ordering and cyclic monotonic order in each row can be applied to enhance the update operation efficiency.

[0166] In the “Fixed Row Size” algorithm, the number of entries per row is kept nearly fixed, within a predefined maximal allowed margin of \( \Delta M \) entries between the number of entries of longest or shortest row and a dynamic average number of entries per row, as defined above. The nearly fixed row size is achieved by background repositioning of entries in different rows following the insertion or removal of single keys or bursts of keys. As described hereinafter, the algorithm starts by filling completely the first TDA column. Then, the Insert operation proceeds by filling the rows in monotonic order according to the first column entries; whenever the longest row exceeds the dynamic average by \( \Delta M \) entries, the entries of the TDA rows are repositioned (during NOP intervals) to reduce the difference between the number of entries in the rows and the dynamic average \( \Delta M \). The Removal operation proceeds similarly, by deleting entries and repositioning the remaining entries whenever the shortest row has \( \Delta M \) fewer entries than the dynamic average and the difference exceeds \( \Delta M \). The algorithm can be alternatively performed, by comparing, in the background, the longest and shortest rows in the TDA and repositioning the entries whenever the difference exceeds \( \Delta M \). The repositioning of the TDA entries in any update operation is performed so to keep a monotonic order or preferably a cyclic monotonic order in each row, which reduces the number of shifts of entries within each row; cyclic monotonic order requires Column Index entries in the FC-Register to indicate the position of the lowest value entry in each row. The main advantage of this algorithm resides in the relatively small number of shifts of entries required for repositioning and the performance of the repositioning in the
background. The main drawback is that the minimum maintenance rate cannot be specified, and during high-rate key insertion, such as the case of a burst of keys, the background repositioning process may not catch up with the ongoing insertion, and the insertion process may be delayed.

[0167] In the “Split Row” algorithm, the TDA rows are sequentially filled by insertion, and when any row becomes completely filled, it splits into two halves and the Key entries of its second half are shifted to a new row. This algorithm uses flexible row ordering designated by Row Index entries included in the FC-Register. The insert operation proceeds at a high rate as long as there are empty rows left in the TDA; at this point, the first halves of all the TDA rows are filled, some rows beyond 50%, totaling at least 50% of the storage capacity. Then, all further insertions are performed at increasingly slower rates, because the filling of any additional row involves the shifts of one or more entire rows; these insertions and shifts are performed immediately. The remove operations are always performed at a high rate because they only involve shifts within individual rows. This algorithm is very efficient as long as the TDA has empty rows left, and then it becomes disadvantageous.

[0168] The “Fixed Block Size” algorithm is conducted within a block of rows having a specified length (number of rows) ranging between a minimum \( N_{\text{min}} \) and a maximum \( N_{\text{max}} \). The number of entries in each row of a block ranges from a maximum \( M_{\text{max}} \) to a minimum \( M_{\text{min}} \) when \( M_{\text{max}} \) is exceeded during an insertion or \( M_{\text{min}} \) is exceeded during a removal in any of the block rows. The block entries are rearranged without changing the total number \( B \) of entries in the block (counted before the insertion/removal). During an Insert operation, when the number of entries in any of the initial \( N_{\text{max}} \) block rows exceeds \( M_{\text{max}} \), the block entries are rearranged in these rows until all the rows are filled to \( M_{\text{max}} \); then, upon any subsequent insertion, the block entries are repositioned in \( N_{\text{max}} \) rows (using remaining empty rows) in the number of entries in each row decreases, but not below \( M_{\text{min}} \). On the other hand, during a Remove operation, when the number of entries in any of the initial \( N_{\text{max}} \) block rows decreases below \( M_{\text{min}} \), the block entries are rearranged in these rows until all the rows are reduced to \( M_{\text{min}} \) entries; then, any subsequent removal causes repositioning of entries in \( N_{\text{min}} \) rows (leaving new empty rows)—the number of entries in each row increases, but not above \( M_{\text{max}} \). The ratio \( R = \frac{N_{\text{min}}}{N_{\text{max}}} \) represents a capacity reduction factor. In the simplest and preferred implementation, the algorithm is aimed to keep an equal number of entries per row after repositioning; then, the number of entries per row varies from a maximum \( M_{\text{max}} = B \times N_{\text{min}} \), which usually covers the entire row (i.e., \( M_{\text{max}} = M \)), to a minimum \( M_{\text{min}} = B \times N_{\text{max}} \) during insertion, or from a minimum \( M_{\text{min}} \) to a maximum \( M_{\text{max}} \) during removal. The capacity reduction factor \( R \) can be defined in this case also in terms of the number of entries per row: \( R = \frac{N_{\text{min}}}{N_{\text{max}}} = \frac{M_{\text{min}}}{M_{\text{max}}} \). The main advantage of the “Fixed Block Size” algorithm is that it ensures a specified worst-case lower limit for the maintenance rate and a maximum number of rearranged entries (within a block); this holds as long as the factor \( R = \frac{N_{\text{min}}}{N_{\text{max}}} \) of the total TDA storage capacity is not exceeded (and thus a number of TDA rows remain empty). Then the repositioning procedures take a limited number of steps due to the predefined number of rows in a block, ensuring fixed minimum Insert and Remove rates. When the TDA is filled exceeding this capacity, empty rows may not remain and the maintenance rates may decrease. This algorithm can be easily tested and its results can be easily verified as long as empty rows remain and the entry repositioning proceeds properly.

[0169] An example of an efficient Insert algorithm that combines the “Fixed Row Size” and “Split Row” methods is illustrated in FIGS. 12a and 12b. This combined algorithm starts using the “Split Row” method, where the Key entries are inserted in monotonic order. When any row becomes completely filled, it splits into two halves, and the Key entries of its second half are shifted to a new row, which is flexibly located in the TDA, using Row Index entries to point the row locations. This row splitting proceeds until a specified number of rows are occupied, for instance 80% of the TDA rows, in order to leave 20% of the rows empty. Once 80% of the TDA rows are occupied, the “Fixed Row Size” method is used to perform immediate Key entry insertions and background entry repositioning, keeping a cyclic monotonic order in each row. The entries are repositioned whenever the longest row exceeds the shortest one by \( \Delta M \). The Column Index entries in the FC-Register are used to indicate the position of the lowest value entry in each row. FIG. 12a shows the last row split in which 80% of the rows become occupied. At this stage, the Key entries are arranged in monotonic order and the Column Index entries are all 0’s indicating this condition. On the other hand, non-monotonic Row Index column point to flexible row locations in the TDA. FIG. 12b shows the background repositioning process performed after the immediate insertion of 100 and 102 in the last occupied row (with row index 7). The repositioning is aimed in this example to reduce the difference between the longest row (indexed 7) and the nearest shortest row (starting with 31—row index 3) within \( \Delta M = 1 \); the three intermediate rows involved in the repositioning start with the entries 46 (with row index 2), 61 (indexed 1) and 77 (indexed 5). The insertion of 100 between 99 and 101 in the last occupied row involves a forward shift of 101; the insertion of 102 at the end requires no shift. Since, in this case, the shortest row precedes the longest one, the repositioning process proceeds downwards (from the lower to the higher key values). It starts by moving 46 (the smallest entry of the row indexed 2) to the end of the row that starts with 31 (indexed 3) requiring no entry shift; it continues by moving 61 to the empty cell left by 46. Similarly, 77 (the smallest entry of the row indexed 5) moves to the empty cell left by 61, and 91 (the smallest entry of the row indexed 6) moves to the empty cell left by 77.

[0170] Note that, in this example, the use of cyclic monotonic order involves a forward shift of entries only in the longest (last) row during the insertion of the submitted keys; the repositioning process involves sequential transitions of a sort entry in the intermediate rows and no shift in the shortest row. The Key entries of the FC-Register corresponding to the three intermediate TDA rows in the repositioning process change to the next higher values in these rows due to translation of the lowest entries to the succeeding rows. The Column Index entries of the longest and shortest rows remain unchanged, whereas the Column Index entries of the rows in between increase by 1.

[0171] The background entry repositioning illustrated in FIG. 12b can be performed as long as the immediate key insertion takes place at a rate that allows the repositioning
process to catch up with it; otherwise, a row split process will take place, as allowed due to the empty rows left for this purpose.

[0172] An example of an efficient Insert algorithm that combines the “Fixed Row Size” and “Fixed Block Size” methods is illustrated in FIGS. 13a and 13b. The combined algorithm starts using the “Fixed Block Size” method, where the Key entries are inserted in monotonic order within a block having a minimum number of Nmin rows. When the number of entries in any of the block rows exceeds Mmax, the block entries are repositioned in these rows until all the rows are filled to Mmax, then, upon any subsequent insertion, the block entries in the Nmin rows are repositioned in Nmax rows (using remaining empty rows)—the number of entries in each row decreases, but not below Mmin. The total number B of entries in the block (counted before the insertion) does not change. The block rows can be flexibly located in non- contiguous order using Row Index entries in the FC-Register to point to the row locations. The “Fixed Row Size” method is then used in a background operation for entry repositioning, specifying a suitable maximum difference AM between row sizes. The entries are repositioned in a cyclic monotonic order in each row whenever the row exceeds the shortest one by AM. Column Index entries are included in the FC-Register to indicate the position of the lowest value entry in each row. The row entry repositioning can be performed as long as the immediate key insertion takes place at a rate that allows catching up with it; otherwise, the block entries in the Nmin rows will be repositioned in Nmax rows according to the “Fixed Block Size” method.

[0173] FIG. 13a shows the process of inserting the key 78 in the second row (indexed 1) and repositioning of entries using the “Fixed Block Size” method. The block involved in the insertion has a total number of B=30 entries arranged in Nmin=2 rows (counted downwards and indexed 1 and 2) with a maximum of M=15 entries. The insertion of the key 78 causes an overflow in the second row and requires repositioning in Nmax=3 rows with a minimum of Mmin=10 entries. The capacity reduction factor in this repositioning is R=2/3 (66.6%). The TDA is shown when the repositioning process starts immediately after the new key is inserted. The “extra” entries of the block second row are repositioned in the TDA sixth row (indexed 5); this saves the shifting of the TDA entries of the fourth and fifth rows (which do not belong to the block). The repositioning process requires the insertion of a new row in the FC-Register (with a Row Index entry pointing to the TDA sixth row) and the updating of several Key entries.

[0174] FIG. 13b shows the subsequent background repositioning performed using the “Fixed Row Size” method. The repositioning is aimed in this example to reduce the difference between the longest row (indexed 3) and the nearest shortest row (starting with 106—row index 5) within AM=2; the intermediate row involved in the repositioning starts with the entry 130 (with row index 2). The repositioning process proceeds downwards (from the lower to the higher key values). It starts by moving 130 (the smallest entry of the row indexed 2) to the end of the row that starts with 106 (indexed 3) requiring no entry shift, and continues by moving 154 to the empty cell left by 106. The use of cyclic monotonic order involves a forward shift of entries only in the longest (last) row; the repositioning process involves sequential transitions of a sole entry in the intermediate row and no shift in the shortest row. The Key entries of the FC-Register corresponding to the intermediate TDA row changes to the next higher value due to translation of the lowest entry to the succeeding row. The Column Index entries of the longest and shortest rows remain unchanged, whereas the Column Index entry of the intermediate row increases by 1.

Row Repair by Redundancy

[0175] The new architecture, where the TDA operates with an FC-Register having Row Index entries, enables the “repair” and use of RAM devices with defective rows by pre-assigning alternative redundant rows. Since the Row Index entries of the FC-Register point to the RAM physical rows, each RAM row that is found to be defective is not assigned a row index in the FC-Register, so that the row remains logically inexistent and no entries are physically stored in it, but in an alternative redundant row. This repair method allows the use of cheaper RAM devices known to have specific defective rows detected in a preliminary Built-In Self Test (BIST), and also continue to use RAM devices where part of the rows may become defective during operation, by just redefining the row index list in the FC-Register so it points to the redundant rows, thus significantly improving the wafer yield.

[0176] This repair concept can be used for an embedded or an external RAM, and can also be extended to Multi-RAM CAM devices with defective rows, using an FC-RAM in a Single or Multi-Hierarchy architecture.

[0177] The repair scheme operates with processing means that determine the minimal number of redundant rows required to ensure that enough redundant rows are provided to replace the defective rows. A small memory device can be used to register the defective RAM rows detected in the BIST. As in the maintenance algorithms disclosed above, an Empty Row Register (ER-Register) can be used to track the operative RAM empty rows, whereas the RAM row numbers listed in this register initially correspond to the Row Index entries of the FC-Register. However, in this repair scheme, all the defective RAM rows detected in the BIST are removed upon initialization from the ER-Register and from the FC-Register; thus, these defective rows are always by-passed and remain unused.

[0178] FIG. 14 shows an example of a RAM with ten rows, two (the second and sixth) being defective. The Row Index entries of the FC-Register point only to the operative partially filled rows, whereas the ER-Register entries point to the operative empty rows, and the defective rows are by-passed.

Maintenance Interleaved with Search Operation

[0179] As described above, the maintenance operations can be carried out within the context of a specified operation priority, where search operations are typically assigned the highest priority, and update operations (insertions/removals) are performed only when lookups are not currently required. Key reordering operations (including key shifting and key repositioning) may be performed in the background, i.e., only during NOP cycles or intervals between search (at highest priority) and update operations, so that the search process is not blocked (unimpeded) nor substantially delayed, and the update operations are performed with
minimal possible delay. The key update and reordering procedures are designed so that the database is always fully operational for search operation. These novel features allow maintenance interleaved with search operation, where key search, update, and reordering operations are performed at the highest possible rate according to specified operation priority mentioned above. Furthermore, the ratio between lookup and update operation intervals can be specified by the user to boost the speed of either operation.

One efficient interleaved update procedure consists in copying the rows of Key entries involved in the update operations to other rows in the memory (in the same RAM or another RAM in case of a Multi-RAM CAM), perform the insertions and removals (and necessary shifts) in the duplicated rows using one of the three maintenance algorithms disclosed hereinabove, and, when completed, change the Row Index entries of the FC-Register so they point to the updated rows and disregard the original rows. The ER-Register is used to keep track of the RAM empty and “irrelevant” rows; the irrelevant rows are disregarded by the FC-Register Row Index entries, so they are logically inexistent and their contents are superfluous.

FIG. 15a shows an example of a RAM in the process of inserting the key 15 in the first row (indexed 0) suitable for interleaved maintenance using the “Fixed Block Size” algorithm described hereinabove. The block in the insertion contains N = 10 rows (counted downwards and indexed 0 to 2) with a maximum of M=10 entries; the last four rows in the RAM (indexed 4 to 7) are empty, as recorded in the ER-Register.

The three rows (indexed 0 to 2) involved in the insertion are copied to the empty rows indexed 4 to 7 and the necessary rearrangements of the Key entries are performed in the duplicated rows. After the duplication and insertion of the key 15 in the row indexed 4, only the Key entries in the three rows indexed 4 to 6 require rearrangement because the row indexed 6 is not filled; thus, no repositioning in additional rows is needed. In this stage (shown in the figure), the RAM contains the original and copied rows, and the FC-Register and ER-Register still contain their original entries. The rows indexed 4 to 6 are not shaded to indicate that they are so far disregarded by the FC-Register.

Then, the Key entries and row index entries in the FC-Register are updated in three steps (see FIG. 15b) in correspondence with the RAM first column entries starting from the RAM last row (and the row indexed 2 of the FC-Register) in descending order of the rearranged key values; this ensures that the FC-Register Row Index entry always points to the appropriate RAM row. The ER-Register entries can also be updated in the same order as the FC-Register. The two figures show the final updated condition of the three devices, where the Key entries in the RAM first three rows (indexed 0 to 2) are disregarded (not shaded). All the steps of Insert procedure take place during NOP cycles between the different operations of the search process.

Single-RAM Multi-Hierarchy Architecture

The concept of Multi-Hierarchy Architecture was presented in the U.S. patent application on Multi-RAM Binary CAM or RCAM (Ser. No. 10/206,189), where the first column of the FC-RAM was partitioned in increasingly smaller hierarchical blocks according to a numerical system of base B. A general hierarchical structure consists of k hierarchical blocks, a B^k Register and (k-1) RAMs, B^{k-1} RAM to B^0 RAM. In the case of a single RAM, the FC-Register is similarly partitioned into k hierarchical blocks.

FIG. 16 shows an example of partitioning of the FC-Register into three hierarchical blocks, B^2 Register, B^1 RAM and B^0 RAM, similar to the partitioning of the FC-RAM first column presented in U.S. patent application Ser. No. 10/206,189. The FC-Register contains A-B^2 Key entries, where the number A is selected to meet the condition A* B^2 ≥ N, so that the three storing devices contain all the first column entries. If A*B^2 ≥ N, some of the last entries of the B^0 RAM remain empty. It should be noted that the entries shown in the B^2 Register, B^1 RAM and B^0 RAM in FIG. 16 are the row indices (i) of the FC-Register entries, and not their values K_0,j.

The partitioning process is performed in recursive mappings of a one-dimensional first column array into RAMs with the same entries. In the first step, the FC-Register first column is mapped into a RAM (denoted as B^0 RAM) with AB rows and B columns (see FIG. 16), so that all the entries whose row indices are multiples of B are arranged in its first column; B^0 RAM may be stored without its first column to save storage space. This first column is mapped into the next-hierarchy block (denoted as B^1 RAM) with A rows and B columns, so that all the entries whose row indices are multiples of B are arranged in its first column. These first column entries are stored in the next-hierarchy block (highest-hierarchy block in this case), which is a one-dimensional register with A cells, denoted as B^1 Reg-}

Thus, the B^2 Register contains all the first column entries whose row indices are multiples of B^2, i.e., K_0,j, where J=m* B^2, 0 ≤ m ≤ A-1. The B^2 RAM has A rows and B columns, and stores all the entries whose row indices are multiples of B, i.e., K_0,j, where J=n* B, 0 ≤ n ≤ A*B-1. The lowest-hierarchy block B^0 RAM stores all the entries of the FC-Register in A-B rows and B columns. As in the FC-Register, the last entries of the B^2 Register, B^1 RAM and B^0 RAM may remain empty. In general, when the FC-Register first column is large and is partitioned in k hierarchical blocks, the serial search procedure consists of k+1 steps. The use of increasingly smaller hierarchical blocks speeds up the search steps but adds latency because it increases the number of steps in a serial search procedure; however, these k+1 steps can be performed in a pipelined procedure to achieve a high throughput.

A key search in the TDA starts with a search in the hierarchical blocks, specifically in the highest-hierarchy block, the B^{k-1} Register, using a Row Locator to locate the largest Key entry that is smaller than (or equal to) the submitted key; this Key entry points to a specific row in the next-hierarchy block, the B^{k-2} RAM. Then, the submitted key is searched in the specific row of this RAM using a Column Locator to locate the largest Key entry that is smaller than (or equal to) the submitted key; this points to a specific row in the B^{k-3} RAM. Similar search procedures are then performed in the subsequent hierarchical blocks down to the B^0 RAM. The matching Key entry in this last RAM points to a specific FC-Register entry and TDA row.

In the 3-hierarchy example shown in FIG. 16, the key search starts with a search in the B^2 Register, to locate
the largest Key entry that is smaller than (or equal to) the submitted key; this Key entry points to a specific row in the B⁰ RAM. Then, the submitted key is searched in the specific row of this RAM to locate the largest Key entry that is smaller than (or equal to) the submitted key; this points to a specific row in the B¹ RAM. A similar search procedure is then performed in the B² RAM. The matching Key entry in this RAM points to a specific FC-Register entry and TDA row.

0190 The search procedure in the TDA row is identical to that described for the single-hierarchy architecture, where the matching Key entry leads to a specific row in the TDA, and then, the submitted key is searched in this row to find an exact match (for a Binary CAM) or a range match (for an RCAM).

0191 A key insertion or removal in the TDA starts with a search in the hierarchical blocks, following an identical procedure to that used for lookups, described above. This search points to a specific FC-Register entry and TDA row. Then, the search proceeds in this TDA row, to determine whether the key exactly matches a Key entry. In case of an exact match, the submitted key can be removed but not inserted; otherwise, the submitted key can be inserted after the largest Key entry that is smaller than this key.

Novel Single-RAM Multi-Hierarchy Architecture

0192 The Single-RAM Multi-Hierarchy architecture of the present invention also consists of one TDA and k hierarchical blocks resulting from partitioning the FC-Register according to a numerical system of base B. However, in this design the Key entries in the hierarchical blocks are stored along with associated Row Index entries that point to the FC-Register entries; these row index pointers allow a flexible non-contiguous arrangement of the FC-Register and the TDA rows.

0193 When Row Index entries are used, only the Key entries of the highest-hierarchy block, B⁻¹ Register, requires listing in contiguous monotonic order. The rows of all the subsequent hierarchical blocks can be arranged in non-contiguous order. By means of the Row Index entries associated with its Key entries, the B⁻¹ Register determines the row ordering of the subsequent block, the B⁻² RAM, so that the rows of this block can be arranged in a non-contiguous order. Similarly, the Key entries of the B⁻² RAM and the subsequent hierarchical blocks down to the B¹ RAM may be stored with associated Row Index entries pointing to the physical rows of the succeeding hierarchical blocks. This arrangement allows “independent” row ordering in each hierarchy. The Row Index entries of the B⁰ RAM point to the FC-Register entries and the corresponding TDA rows. If, additionally, the FC-Register RAM has Row Index entries, then the TDA rows can be arranged in a flexible non-contiguous order.

0194 FIG. 17 shows a particular case of the example of the FC-Register partitioned into three hierarchical blocks, B Register, B¹ RAM and B² RAM, depicted in FIG. 16. In this example, the FC-Register consists of 75 entries and the numerical base for the partition is 5 (B=5, A=3).

0195 FIG. 18 shows a similar partitioning where the three hierarchical blocks have Row Index entries associated with their Key entries, allowing the rows of all the hierarchical blocks (except the highest-hierarchy B² Register) to be arranged in a flexible non-contiguous order.

Multi-Hierarchy Search Procedure

0196 A sequential search of the submitted key in a TDA is performed with an FC-Register. When the FC-Register is partitioned in k hierarchical blocks, the serial Search procedure consists of k+1 steps. The use of multiple increasingly smaller hierarchical blocks speeds up the search steps but adds latency because it increases the number of steps in a Serial Search procedure; however, these k+1 steps can be performed in a pipelined procedure to achieve a high throughput.

0197 Referring to the example with three hierarchical blocks, B² Register, B¹ RAM and B⁰ RAM, shown in FIG. 18 for the FC-Register, a sequential search of the submitted key can be completed in four steps; all these steps, except the last one, are identical for Binary CAMs and RCAMs.

0198 Step 1: Identification of the Key entry in B² Register after which the submitted key may be located by means of a Row Locator; the Row Index entry associated with the identified Key entry points to a specific physical row in the B¹ RAM.

0199 Step 2: Access to the B¹ RAM row identified in Step 1 and identification of the Key entry after which the submitted key may be located (using a Column Locator); the Row Index entry associated with the identified Key entry points to a specific physical row in the B⁰ RAM.

0200 Step 3: Access to the B⁰ RAM row identified in Step 2 and identification of the Key entry after which the submitted key may be located (using a Column Locator); the Row Index entry associated with the identified Key entry points to a specific FC-Register entry and TDA row.

0201 Step 4: Access to the TDA row identified in Step 3 and lookup of the submitted key, to find an exact match (for a Binary CAM) or a range match (for an RCAM). This step is different for Binary CAMs and RCAMs, and is performed using similar Column Locators.

0202 The four-step Key Search can be performed in sequence, requiring four clocks for execution, or in pipelined mode, which enables search result output at full clock rate.

Multi-Hierarchy Insert and Remove Operations

0203 The insertion or removal (updating) of keys is required for keeping the Key entries of the TDA, the FC-Register and the k hierarchical blocks for the FC-Register in a sequence that is appropriate for performing fast lookups.

0204 Prior to a key update operation, a search procedure determines the position where the submitted key is to be inserted or removed, provided that the update operation is allowed. Key insertion is allowed only if the key is not included in the TDA, whereas key removal is possible only if it is already included in the TDA. The preliminary search procedure consists of k+1 steps that are identical for Single-RAM Binary CAMs and RCAMs. Referring to the example with three hierarchical blocks, B² Register, B¹ RAM and B⁰
RAM, shown in FIG. 16 for the FC-Register, the preliminary search procedure of the submitted key can be completed in four steps.

[0205] The three maintenance algorithms disclosed for Single-RAM Architecture ("Fixed Row Size", "Split Row" and "Fixed Block Size") can be used in Multi-Hierarchy Architecture by applying the same principles of operation, i.e., flexible non-contiguous row ordering implemented with an FC-Register and k hierarchical blocks, each containing, along with the Key entries of the FC-Register, associated Row Index entries that point to the physical TDA rows. Only the highest-hierarchy block, B^{k-1} Register, requires listing in contiguous monotonically ordered. Each change in the FC-Register during key insertion/removal requires updating of the k hierarchical blocks; the updates in these blocks may involve simple writes, or insertion/removal of register entries if entries are added or deleted in the FC-Register. The Insert and Remove operations in the three methods can be performed so that the Key entries are kept in cyclic monotonically ordered within individual rows.

[0206] FIGS. 19 and 20 show examples of Insert and Remove operations in Multi-Hierarchy Architecture, which may be seen as extensions of the "Fixed Block Size" algorithms depicted in FIGS. 9 and 11, respectively, for Single-RAM Architecture, where the FC-Register and its hierarchical blocks contain Row Index entries.

[0207] FIG. 19 shows an example of a TDA and two hierarchical blocks in the process of inserting 13 in the first row; the figure shows the TDA and the hierarchical blocks immediately after the insertion, before and after repositioning of the entries. The number of entries per row in the TDA is reduced from a maximum of M_{max}=M=10 entries in N_{min}=4 rows to a minimum of M_{min}=8 entries in N_{max}=5 rows. The count of N_{min} filled rows proceeds downwards. The capacity reduction factor is R=4/5 (80%). The use of Row Index entries in the B^{k} RAM allows flexible row ordering in the TDA, so that the new row resulting from the reduction of the number of entries per row is stored at the end, minimizing the repositioning of the succeeding entries. Similarly, the number of entries per row in the B^{k} RAM is reduced from a maximum of M_{max}=M=3 entries in N_{min}=4 rows to a minimum of M_{min}=2 entries in N_{max}=5 rows. The capacity reduction factor is in this case R=2/3 (66.7%). The use of Row Index entries in the B^{k} RAM allows flexible row ordering in the B^{k} RAM, so that the new row resulting from the reduction of the number of entries per row is stored at the end minimizing the shift of the succeeding entries.

[0208] FIG. 20 shows an example of a TDA and two hierarchical blocks in the process of removing the Key entry 76 from the fifth row; the figure shows the TDA and the hierarchical blocks immediately after the removal insertion, before and after repositioning of the entries. The number of entries per row in the TDA is increased from a minimum of M_{min}=8 entries in N_{max}=5 rows to a maximum of M_{max}=M=10 entries in N_{min}=4 rows. The count of N_{max} rows proceeds downwards. The use of Row Index entries in the B^{k} RAM allows flexible row ordering in the TDA; the last row is moved to occupy the row that becomes empty due to reduction of the number of rows, minimizing the shift of entries in the TDA without leaving intermediate empty rows. Similarly, the number of entries per row in the B^{k} RAM is increased from a minimum of M_{min}=2 entries in N_{max}=5 rows to a maximum of M_{max}=M=3 entries in N_{min}=4 rows. The use of Row Index entries in the B^{k} RAM allows flexible row ordering in the B^{k} RAM; the last row is moved to occupy the intermediate empty row, minimizing the shift of entries in the TDA.

Multi-Hierarchy Row Repair

[0209] The repair of defective rows in a TDA can be extended to Multi-Hierarchy Architecture by pre-assigning redundant rows in the TDA, the FC-Register and the hierarchy blocks, in a scheme similar to that used for Single-Hierarchy Architecture.

[0210] In the Multi-Hierarchy Architecture, the FC-Register is partitioned in k hierarchical blocks according to a numerical system of base B. Only the Key entries of the highest-hierarchy block (B^{k-1} Register) require listing in contiguous monotonically ordered. The Key entries in the first columns of the subsequent (k-1) hierarchical RAMs are stored with associated Row Index entries. The rows of each of these subsequent hierarchical blocks can be arranged in non-contiguous order, determined by the Row Index entries of the preceding higher-hierarchy block. This arrangement allows "independent" row ordering in each hierarchy. The FC-Register entries and the TDA rows are arranged in a non-contiguous flexible order determined by the hierarchical RAMs.

[0211] If a defective row is detected in the TDA in the preliminary BIST, this row is not assigned a row index in the FC-Register; the row index list is redefined so it points instead to a redundant row. In this way, the defective row remains logically inexistent and the entries are stored in an alternative redundant row. Similarly, if a defective row is detected in any of the hierarchical RAMs in the preliminary BIST, this row is not assigned a row index in the preceding hierarchical RAM, and the row index list is redefined pointing instead to a redundant row so that the entries are stored in redundant rows.

[0212] The row repair in Single-RAM Multi-Hierarchy Architecture can be implemented with similar hardware as that used for a single RAM, i.e., a FIFO for storing the Row Index entries of the FC-Register corresponding to the numbers of the defective TDA rows detected in the BIST, and an Empty Row Counter for tracking and registering the number of the first empty row and the number of the new empty row to be filled with the lowest row number listed in the FIFO. If the row is operative (not defective), it is not listed in the FIFO; the row numbers registered in the counter and the FIFO do not match, the row is filled, the row number is registered in the Row Index list of the FC-Register, and the counter is advanced to the next empty row number. However, if a row is defective, the row numbers listed in the counter and the FIFO match, the defective row is bypassed, the row number is not registered in the Row Index list of the FC-Register, the counter is advanced, and the FIFO passes to the next empty number. This hardware arrangement can be used for each hierarchical RAM of the FC-Register.

[0213] FIG. 21 shows an example of a TDA and two hierarchical blocks, where the TDA has two defective rows (fifth and tenth) and the B^{k} RAM has one defective row. The Row Index entries in the B^{k} RAM allow pointing solely to the operative TDA rows by-passing the defective rows. The fifth and tenth TDA rows are effectively disabled.
Multi-RAM Binary CAM and RCAM

[0214] The basic architectures, storage and search methods, and Insert and Remove operations for the Multi-RAM Binary CAM and RCAM are presented in U.S. patent application Ser. No. 10/206,189. A Multi-RAM Binary CAM or RCAM includes an ordered group of RAMs, where g denotes the serial number of the RAMs and G the total number (0≤g≤G–1). This group is regarded as an “extended RAM” and denoted as “G-RAM”.

[0215] The discussion herein is limited to the case in which the RAMs composing the G-RAM are lined in a row along the X-axis. The Key entries are stored in contiguous ascending order along the extended rows of the G-RAM and the key list starts at the lowest extended memory array address.

[0216] The extended RAM or G-RAM is composed of G-M columns by N rows with integrated key indexing. The extended rows are sequenced from top to bottom and indexed with an integer J, where 0≤J≤N–1. The columns are sequenced from left to right and indexed with an integer I, where 0≤I≤G–M–1. A key located in column I and extended row J has an integer value K_{IJ}. The lowest key value K_{0,0} resides in the extended row 0 and column 0. The highest key value K_{G–1,N–1} resides in the extended row N–1 and column G–1.

[0217] The Multi-RAM Binary CAM contains two extended RAMs or G-RAMs, a Key G-RAM and an Associated Data G-RAM. Each Key entry K_{IJ} of the Key G-RAM has a corresponding Associated Data entry D_{IJ} in the Associated Data G-RAM. Since the Binary CAM stores an ordered list of single integer keys, a key search in results in an exact match and a straightforward access to the corresponding associated data.

[0218] The Multi-RAM RCAM includes additionally an Associated Boundary Type G-RAM, where each Associated Boundary Type entry M_{IJ} corresponds to the Key entry K_{IJ}. The RCAM stores a list of Key entries that represent range boundaries, so that a key search results in a matching range, and the retrieval of the associated data and boundary type that corresponds uniquely to this range. The associated boundary type determines the validity of the matching range and the associated data.

Single-Hierarchy Architecture

[0219] The first columns of the multiple RAMs composing the G-RAM can be arranged in sequential columns in an integrated First Column RAM (FC-RAM) of N rows and G columns, as shown in FIG. 22. A generic column g of the FC-RAM contains the first column entries of RAM g in the G-RAM. Thus, the first column of the FC-RAM contains the same entries as the first column of RAM #0. The rows of the FC-RAM list the first column entries with common indices of the multiple RAMs along a Z-axis.

[0220] A key search in the G-RAM starts with a search in the FC-RAM, using one Row Locator and one Column Locator, to locate the largest Key entry that is smaller than (or equal to) the submitted key, which points to a specific row of a specific RAM # g. Then, the submitted key is searched in this row of RAM # g, to find an exact match (for a Binary CAM) or a range match (for an RCAM).

[0221] A key insertion or removal in the G-RAM starts with a search in the FC-RAM, to locate the largest Key entry that is smaller than (or equal to) the submitted key, which points to a specific row in RAM # g. Then, the search proceeds in this row of RAM # g, to determine whether the key exactly matches a Key entry. In case of an exact match, the submitted key can be removed but not inserted; otherwise, the submitted key can be inserted after the largest Key entry that is smaller than this key.

[0222] An implementation that provides more efficient storage when the FC-RAM is used, omits all the Key entries in the first columns of the multiple RAMs (already included in the FC-RAM) from these RAMs, saving storage space of G*N cells. This scheme requires a corresponding arrangement in the Associated Data G-RAM and Associated Boundary Type G-RAM (for an RCAM), using FC-RAMs for these two G-RAMs, and omitting the Key entries already included in these FC-RAMs from the individual RAMs. The Search, Insert and Remove procedures must be adapted to suit these arrangements.

Multi-Hierarchy Architecture

[0223] The first column of the FC-RAM can be partitioned in increasingly smaller hierarchical blocks according to a numerical system of base B. A general hierarchical structure consists of k hierarchical blocks. FIG. 16 shows an example of partitioning in three hierarchical blocks: B² Register, B² RAM and B³ RAM.

[0224] In general, when the first column of the FC-RAM is large and is partitioned in k hierarchical blocks, the serial Search procedure consists of k+2 steps. The use of multiple increasingly smaller hierarchical blocks speeds up the search steps but adds latency because it increases the number of steps in a serial Search procedure; however, these k+2 steps can be performed in a pipelined procedure to achieve a high throughput.

[0225] A key search in the G-RAM starts with a search in the hierarchical blocks, specifically in the highest-hierarchy block, the B²²⁻¹ Register, using a Row Locator to locate the largest Key entry that is smaller than (or equal to) the submitted key; this Key entry points to a specific row in the next-hierarchy block, the B²⁻¹ RAM. Then, the submitted key is searched in the specific row of this RAM using a Column Locator to locate the largest Key entry that is smaller than (or equal to) the submitted key; this points to a specific row in the B¹⁻³ RAM. Similar search procedures are then performed in the subsequent hierarchical blocks down to the B³ RAM. The matching Key entry in this last RAM points to a specific row in the FC-RAM.

[0226] In the 3-hierarchy example shown in FIG. 16, the key search starts with a search in the B² Register, to locate the largest Key entry that is smaller than (or equal to) the submitted key; this Key entry points to a specific row in the B² RAM. Then, the submitted key is searched in the specific row of this RAM to locate the largest Key entry that is smaller than (or equal to) the submitted key; this points to a specific row in the B³ RAM. A similar search procedure is then performed in the B³ RAM. The matching Key entry in this RAM points to a specific row in the FC-RAM.

[0227] The search procedure in the FC-RAM is identical to that described for the single-hierarchy architecture, where the matching Key entry leads to a specific row
in RAM #g; and then, the submitted key is searched in this row in RAM #g, to find an exact match (for a Binary CAM) or a range match (for an RCAM).

[0228] A key insertion or removal in the G-RAM starts with a search in the in the hierarchical blocks, following an identical procedure to that used for lookups, described above. This search points to a specific row in the FC-RAM. The search procedure in the FC-RAM leads to a specific row in RAM #g. Then, the search proceeds in this row of RAM #g, to determine whether the key exactly matches a Key Entry. In case of an exact match, the submitted key can be removed but not inserted; otherwise, the submitted key can be inserted after the largest Key entry that is smaller than this key.

Novel Multi-RAM Architecture

[0229] The discussion herein refers to Multi-RAM Architecture and is limited to the case in which the RAMs composing the G-RAM are lined in a row along the X-axis. The G-RAM consists of M columns and N rows with integrated key indexing. The extended rows are sequenced from top to bottom and indexed with an integer \( J \), where \( 0 \leq J \leq N-1 \). The columns are sequenced from left to right and indexed with an integer \( I \), where \( 0 \leq I \leq G-M-1 \). The Key entries are stored in ascending order along the extended rows of the G-RAM, and the key list starts at the lowest extended memory array address.

Single-Hierarchy Architecture

[0230] In the Single-Hierarchy configuration, a key located in column I and extended row J has an integer value \( K_{IJ} \). If the G-RAM cells are denoted as \( C_{IJ} \), are indexed (I,J) and ordered according to their location in the G-RAM, then any \( K_{IJ} \) is located in the cell \( C_{IJ} \) with the same index. The Key entries in the first columns of the multiple RAMs composing the G-RAM can be arranged in sequential columns in an integrated FC-RAM having N rows and G columns, as shown in FIG. 22. The FC-RAM serves as a starting point for key search for lookup and maintenance purposes.

[0231] The new Single-Hierarchy architecture is also built around a G-RAM consisting of M columns and N rows. However, the G-RAM extended rows can be arranged in non-contiguous order.

[0232] The Key entries of the FC-RAM first column can be stored in contiguous monotonic order in an FC-Register along with associated Row Index entries that point to the physical FC-RAM rows in correspondence to the FC-Register Key entries. Then, the ordering of the physical G-RAM extended rows correspond to that of the non-contiguous physical FC-RAM rows. The FC-RAM Key entries may also have associated Row Index entries pointing to the physical rows of the individual RAMs of the G-RAM. These row index pointers allow a flexible arrangement of the physical rows of individual RAMs that are not in direct correspondence with the physical FC-RAM rows.

Single-Hierarchy Search Procedure

[0233] A sequential search of the submitted key in a G-RAM is performed with an FC-Register and the associated FC-Register, and can be completed in three steps:

[0234] Step 1: Identification of the row in the FC-RAM corresponding to the G-RAM extended row where the submitted key may be located. The submitted key is compared with the FC-Register Key entries using a Row Locator to find a matching Key entry. The Row Index entry associated with this matching Key entry points to the physical FC-RAM row. This step is identical for Binary CAMs and RCAMs.

[0235] Step 2: Access to the physical row of the FC-RAM identified in Step 1 and identification of the Key entry after which the submitted key may be located (using a Column Locator); this Key entry points to a specific row in RAM #g where the submitted key may be located. This step is identical for Binary CAMs and RCAMs.

[0236] Step 3: Access to the specific row in RAM #g identified in Step 2 and lookup of the submitted key, to find an exact match (for a Binary CAM) or a range match (for an RCAM). This step is different for Binary CAMs and RCAMs, and is performed using similar Column Locators.

[0237] The three-step Key Search can be performed in sequence, requiring three clocks for execution, or in pipelined mode, that enables search result output at full clock rate.

Single-Hierarchy Insert and Remove Operations

[0238] The insertion or removal of keys is required for keeping the Key entries of the G-RAM, the FC-RAM and the FC-Register in a sequence that is appropriate for performing fast lookups.

[0239] Prior to a key update operation, a search procedure determines the position where the submitted key is to be inserted or removed, provided that the update operation is allowed. Key insertion is allowed only if the key is not included in the G-RAM, whereas key removal is possible only if it is already included in the G-RAM. The preliminary search procedure is identical for Multi-RAM Binary CAMs and RCAMs.

[0240] The Key entries of the FC-RAM first column are stored in contiguous monotonic order in an FC-Register along with associated Row Index entries that point to the physical FC-RAM rows.

[0241] The three maintenance algorithms disclosed for Single-RAM Architecture (“Fixed Row Size”, “Split Row” and “Fixed Block Size”) can be used in Multi-RAM Single-Hierarchy Architecture by applying the same principles of operation, i.e., flexible non-contiguous row ordering optionally implemented with an FC-Register; this register contains, along with the First Column Key entries of the FC-RAM, associated Row Index entries that point to the physical FC-RAM rows corresponding to the Key entries. Each change in the first column of the FC-RAM during a key insertion/removal in the multiple RAMs requires updating of the FC-Register, which may involve simple writes, or insertion/removal of register entries if rows are added or deleted in the FC-RAM.

[0242] The FC-RAM Key entries may also have associated Row Index entries pointing to the physical rows of the individual RAMs of the G-RAM. These row index pointers allow a flexible arrangement of the physical rows of individual RAMs that are not in direct correspondence with the physical FC-RAM rows. In this scheme, each change in the
first column of each individual RAM during a key insertion/removal in the multiple RAMs requires updating of the FC-RAM, which may involve simple writes, or insertion/removal of register entries if rows are added or deleted in the individual RAMs.

[0243] FIGS. 23 and 24 show examples of Insert and Remove operations in a G-RAM, which may be seen as extensions of the “Fixed Block Size” algorithms depicted in FIGS. 9 and 11, respectively, for Single-RAM Architecture where the FC-Register contains Row Index entries.

[0244] FIG. 23 shows an example of a G-RAM in the process of inserting a Key entry in the first extended row; the figure shows the G-RAM immediately after the insertion, before and after repositioning of the entries. The number of entries per extended row is reduced from a maximum of \( M_{\text{max}} = M = 15 \) entries in \( N_{\text{min}} = 4 \) rows to a minimum of \( M_{\text{min}} = 12 \) entries in \( N_{\text{max}} = 5 \) rows. The count of \( N_{\text{min}} \) filled rows proceeds downwards. The capacity reduction factor is \( R = 4/5 \) (80%). The G-RAM operates with an FC-RAM and an FC-Register whose Row Index entries point to the FC-RAM rows and to the G-RAM extended rows, which are arranged in non-contiguous order. The Key entries are kept in monotonic order within the individual extended rows.

[0245] FIG. 24 shows an example of a G-RAM in the process of removing a Key entry from the fifth extended row; the figure shows the G-RAM immediately after the removal, before and after repositioning of the entries. The number of entries per extended row is increased from a minimum of \( M_{\text{min}} = 12 \) entries in \( N_{\text{max}} = 5 \) rows to a maximum of \( M_{\text{max}} = M = 15 \) entries in \( N_{\text{min}} = 4 \) rows. The count of \( N_{\text{max}} \) rows proceeds downwards. The Row Index entries of the FC-Register point to the FC-RAM rows and to the G-RAM extended rows, which are arranged in non-contiguous order. The Key entries are kept in monotonic order within the individual extended rows.

[0246] FIG. 25 shows an example of the G-RAM depicted in FIG. 24, but in this case, the FC-RAM Key entries have associated Row Index entries pointing to the physical rows of individual RAMs of the G-RAM, allowing a flexible arrangement of the physical rows of individual RAMs.

Single-Hierarchy Row Repair

[0247] Defective extended rows in a G-RAM can be “repaired” pre-assigning redundant extended rows in Multi-RAM configuration, in a scheme similar to that used for a single RAM.

[0248] In Multi-RAM configuration, an FC-Register stores the Key entries of the FC-RAM first column in contiguous monotonic order along with associated Row Index entries that point to the physical FC-RAM rows in correspondence to the FC-Register Key entries. Then, the ordering of the physical G-RAM extended rows correspond to that of the non-contiguous physical FC-RAM rows. The FC-RAM Key entries may also have associated Row Index entries pointing to the physical rows of the individual RAMs of the G-RAM. These row index pointers allow a flexible arrangement of the physical rows of individual RAMs.

[0249] If the FC-RAM does not have Row Index entries, then the row ordering of individual RAMs is common to the extended row ordering of the G-RAM, and is determined by Row Index entries of the FC-Register. Then, if a defective row is detected in any of the multiple RAMs in the preliminary BIST, this row is not assigned a row index in the FC-Register, which redefines the row index list so it points instead to a redundant row. In this way, the extended row of the G-RAM corresponding to the RAM row that is found to be defective is not assigned a row index in the FC-Register, so that it remains logically inexistent and the entries are stored in a redundant extended row. This scheme does not allow the use of operative (not defective) rows of individual RAMs if they share the same extended row with a defective row of another RAM.

[0250] The row repair in Multi-RAM Single-Hierarchy Architecture can be implemented with similar hardware as that used for a single RAM, i.e., a FIFO for storing the Row Index entries of the FC-Register corresponding to the numbers of the defective extended rows detected in the BIST, and an Empty Row Counter for tracking and registering the number of the first empty extended row and the number of the new empty extended row to be filled with the lowest row number listed in the FIFO. If the extended row is operative, it is not listed in the FIFO; the row numbers registered in the counter and the FIFO do not match, the row is filled, the row number is registered in the Row Index list of the FC-Register, and the counter is advanced to the next empty row number. However, if the extended row is defective, the row numbers listed in the counter and the FIFO match, the defective row is by-passed, the row number is not registered in the Row Index list of the FC-Register, the counter is advanced, and the FIFO passes to the next empty row number.

[0251] FIG. 26 shows an example of a G-RAM with two defective rows (second row in RAM #0 and sixth row in RAM #1). The Row Index entries of the FC-Register point only to the operative G-RAM extended rows by-passing the defective extended rows. The entire second and sixth extended rows of the G-RAM are disabled, including some operative rows of individual RAMs because they belong to these extended rows.

[0252] If the FC-RAM has Row Index entries pointing to the physical rows of the individual RAMs of the G-RAM, a flexible ordering of the physical rows of individual RAMs is allowed, which is different from that of the FC-RAM rows. Then, if a defective row is detected in any of the multiple RAMs, the number of this row must be replaced by the number of a redundant row in an individual RAM in the Row Index list of the FC-RAM. This scheme only disables the defective rows of individual RAMs, while allowing the use of operative rows of other RAMs, even if they share the same extended row with a defective row. It also allows the repair of defective rows in the FC-RAM, by pre-assigning redundant rows and redefining the Row Index list in the FC-Register so it points to these redundant rows instead of the defective rows.

[0253] The hardware used for row repair in this case must handle the Row Index entries of the FC-RAM, e.g., a FIFO for storing the Row Index entries of the FC-RAM corresponding to the numbers of the defective rows detected in the individual RAMs by the BIST, and an Empty Row Counter for tracking and registering the numbers of the first empty rows in the individual RAMs and the numbers of the new empty rows to be filled with the lowest row numbers listed in the FIFO. If a row is operative, it is not listed in the
FIFO; the row numbers registered in the counter and the FIFO do not match, the row is filled, the row number is registered in the Row Index list of the FC-Register, and the counter is advanced to the next empty row number. However, if a row is defective, the row numbers listed in the counter and the FIFO match, the defective row is bypassed, the row number is not registered in the Row Index list of the FC-Register, the counter is advanced, and the FIFO passes to the next empty row number.

[0254] FIG. 27 shows an example of the same G-RAM with the same defective rows. However, in this case, the Row Index entries of the FC-RAM point only to the operative rows of the individual RAMs by-passing the defective rows. This scheme only disables the defective second row of RAM # 0 and sixth row of RAM # 1; all the other rows of individual RAMs can be used, even if they share the same extended row with a defective row.

Multi-Hierarchy Architecture

[0255] In Multi-Hierarchy configuration, the FC-Register is partitioned in hierarchical blocks according to a numerical system of base B. A general hierarchical structure consists of k hierarchical blocks, a B\(^{-2}\) Register and (k-1) RAMs, B\(^{-2}\) RAM to B\(^{-1}\) RAM. FIG. 16 shows an example of partitioning in three hierarchical blocks, B\(^2\) Register, B\(^1\) RAM and B\(^0\) RAM.

[0256] The new Multi-Hierarchy architecture also consists of G RAMs and k hierarchical blocks resulting from partitioning the FC-Register according to a numerical system of base B. However, in this design the Key entries in the hierarchical blocks are stored along with associated Row Index entries that point to the FC-RAM rows; these row index pointers allow a flexible non-contiguous arrangement of the FC-RAM rows and the extended G-RAM rows.

[0257] The FC-Register is partitioned into hierarchical blocks according to a numerical system of base B. A general hierarchical structure consists of k hierarchical blocks, a B\(^2\) Register and (k-1) RAMs, B\(^{-2}\) RAM to B\(^{-1}\) RAM. Only the Key entries of the highest-hierarchy block, B\(^{-1}\) Register, require listing in contiguous monotonic order. The rows of all the subsequent hierarchical blocks can be arranged in non-contiguous order. By means of the Row Index entries associated with its Key entries, the B\(_{k-1}\) Register determines the row ordering of the subsequent block, the B\(^{-2}\) RAM, so that the rows of this block can be arranged in a non-contiguous order. Similarly, the Key entries of the B\(^{-2}\) RAM and the subsequent hierarchical blocks down to the B\(^1\) RAM are stored with associated Row Index entries pointing to the physical rows of the succeeding hierarchical blocks. This arrangement allows “independent” row ordering in each hierarchy. The Row Index entries of the B\(^1\) RAM point to the physical FC-RAM rows and the corresponding extended G-RAM rows. If, additionally, the FC-RAM has Row Index entries, then the rows of the individual RAMs can be arranged in a flexible non-contiguous order.

Multi-Hierarchy Search Procedure

[0258] A sequential search of the submitted key in a G-RAM is performed with an FC-RAM and the associated FC-Register. When the FC-Register is large and is partitioned in k hierarchical blocks, the serial Search procedure consists of k+2 steps. The increasing number of hierarchical blocks speeds up the search steps but adds latency because it increases the number of steps in a serial Search procedure; however, these k+2 steps can be performed in a pipelined procedure to achieve a high throughput.

[0259] Referring to the example with three hierarchical blocks, B\(^2\) Register, B\(^1\) RAM and B\(^0\) RAM, shown in FIG. 16 for the FC-Register, a sequential search of the submitted key can be completed in five steps; all these steps, except the last one, are identical for Binary CAMs and RCAMs.

[0260] Step 1: Identification of the Key entry in B\(^2\) Register after which the submitted key may be located by means of a Row Locator; the Row Index entry associated with the identified Key entry points to a specific physical row in the B\(^1\) RAM.

[0261] Step 2: Access to the B\(^1\) RAM row identified in Step 1 and identification of the Key entry after which the submitted key may be located (using a Column Locator); the Row Index entry associated with the identified Key entry points to a specific physical row in the B\(^0\) RAM.

[0262] Step 3: Access to the B\(^0\) RAM row identified in Step 2 and identification of the Key entry after which the submitted key may be located (using a Column Locator); the Row Index entry associated with this Key entry points to a specific row in RAM # g.

[0263] Step 4: Access to the specific row in RAM # g identified in Step 4 and lookup of the submitted key, to find an exact match (for a Binary CAM) or a range match (for an RCAM). This step is different for Binary CAMs and RCAMs, and is performed using similar Column Locators.

[0264] The five-step Key Search can be performed in sequence, requiring five clocks for execution, or in pipelined mode, which enables search result output at full clock rate.

Multi-Hierarchy Insert and Remove Operations

[0266] The insertion or removal of keys is required for keeping the Key entries of the G-RAM, the FC-RAM, the FC-Register and the k hierarchical blocks for the FC-Register in a sequence that is appropriate for performing last lookups.

[0267] Prior to key update operation, a search procedure determines the position where the submitted key is to be inserted or removed, provided that the update operation is allowed. Key insertion is allowed only if the key is not included in the G-RAM, whereas key removal is possible only if it is already included in the G-RAM. The preliminary search procedure consists of k+2 steps is identical for Multi-RAM Binary CAMs and RCAMs. Referring to the example with three hierarchical blocks, B\(^2\) Register, B\(^1\) RAM and B\(^0\) RAM, shown in FIG. 16 for the FC-Register, the preliminary search procedure of the submitted key can be completed in five steps.

[0268] The three maintenance algorithms disclosed for Single-RAM Architecture (“Fixed Row Size”, “Split Row...
and “Fixed Block Size”) can be used in Multi-RAM Multi-Hierarchy Architecture by applying the same principles of operation, i.e., flexible non-contiguous row ordering optionally implemented with an FC-RAM, an FC-Register and k hierarchical blocks, each containing, along with the Key entries of the FC-Register, associated Row Index entries that point to the physical FC-RAM rows corresponding to the Key entries. Only the highest-hierarchy block, $B^{k-1}$ Register, requires listing in contiguous monotonic order. Each change in the FC-Register during key insertion/removal requires updating of the k hierarchical blocks; these changes may involve simple writes, or insertion/removal of register entries if entries are added or deleted in the FC-Register.

**Multi-Hierarchy Row Repair**


[0270] In the Multi-Hierarchy Architecture, the FC-Register associated with the FC-RAM is partitioned in k hierarchical blocks according to a numerical system of base B. Only the Key entries of the highest-hierarchy block ($B^{k-1}$ Register) require listing in contiguous monotonic order. The Key entries in the first columns of the subsequent (k-1) hierarchical RAMs are stored with associated Row Index entries. The rows of each of these subsequent hierarchical blocks can be arranged in non-contiguous order, determined by the Row Index entries of the preceding higher-hierarchy block. This arrangement allows “independent” row ordering in each hierarchy.

[0271] The FC-RAM rows are stored in an order determined by the hierarchical RAMs. Thus, the ordering of the G-RAM extended rows correspond to that of the non-contiguous FC-RAM rows; then, flexible row ordering of individual RAMs is not possible. The FC-RAM Key entries may also have associated Row Index entries pointing to the physical rows of the individual RAMs of the G-RAM. These row index pointers allow a flexible arrangement of the physical rows of individual RAMs.

[0272] If a defective row is detected in any of the multiple RAMs in the preliminary BIST, and the row ordering of individual RAMs is common to the extended row ordering of the G-RAM (the FC-RAM does not have Row Index entries), then this row is not assigned a row index in the FC-Register, the row index list is redefined so it points instead to a redundant row. Thus, this row remains logically inexistent and is disabled together with the corresponding rows of all the other RAMs sharing the same extended row.

[0273] If the FC-RAM has Row Index entries pointing to the physical rows of the individual RAMs of the G-RAM, a flexible ordering of the physical rows of individual RAMs is allowed. Then, if a defective row is detected in any of the multiple RAMs, only this row is disabled and not the entire extended row.

[0274] Similarly, if a defective row is detected in any of the hierarchical RAMs in the preliminary BIST, then this row is not assigned a row index in the preceding RAM; the row index list in this RAM is redefined so it points instead to a redundant row. In this way, the rows of any RAM that are found to be defective are not assigned a row index in the preceding RAM, so that they remain logically inexistent and the entries are stored in alternative redundant rows.

[0275] As used herein in the specification and in the claims section that follows, the term “row” refers to a first line of cells in an array, and the term “column” refers to a second line of cells in an array, the second line of cells being disposed in perpendicular fashion to the first line of cells. For the sake of convenience, all rows are horizontal in the Figures provided herein, and all the columns are vertical.

[0276] As used herein in the specification and in the claims section that follows, the term “monotonic order” and the like refers to a row (or column) in an array in which the key entries are in ascending order or in descending order. This can be achieved in various ways, as demonstrated hereinabove. The term “monotonic order” specifically includes rows having a cyclic monotonic order.

[0277] As used herein in the specification and in the claims section that follows, the term “cyclic monotonic order” refers to a specific case of monotonic order in which ascending or descending order is maintained within a row (or column), but the lowest value entry is not positioned at the beginning of a row; the monotonic order is kept starting at the lowest value entry position (designated “cyclic position”) and ending at the highest value entry, which is located in a position preceding the lowest value entry, e.g., 9, 15, 69, 81, 2, 4, 7, or 23, 105, 222, 611, 8, 14. When a cyclic monotonic order is maintained within a row, a Column Index entry may be used to indicate the position of the lowest value entry in the row. As used herein in the specification and in the claims section that follows, the term “update operation” refers to an insertion of an entry into an array (such as a TDA) or the removal of an entry from the array. If an update operation is performed on a higher hierarchical block of an array (such as a First Column Register for a TDA), such an update operation may involve an insertion, a removal, or a change of value of an entry by a simple write operation.

[0278] As used herein in the specification and in the claims section that follows, the term “update position” refers to the position where the submitted key is to be inserted into an array, in the case of an insertion, or to the position where the submitted key is to be removed from an array, in the case of a removal. As used herein in the specification and in the claims section that follows, the term “threshold fill limit” refers to an upper fill limit for a particular insert operation, the upper fill limit being a function of a dynamic average number of entries per row, designated $M_{avg}$, or an integral part of this dynamic average, Int[$M_{avg}$], achieved by truncation or by rounding up, or other functions of $M_{avg}$.

[0279] As used herein in the specification and in the claims section that follows, the term “operation priority” refers to a specified hierarchy of priorities among operations, in which search (lookup) operations are typically assigned the highest priority, followed by update operations (insertions/removals), which are performed only when lookups do not take place, and in which key reordering operations, which may include key shifting within one or more rows of an array, key repositioning in different rows, etc., are assigned the lowest priority and are performed only when lookup update operations are not performed. This hierarchy of operation priorities ensures non-blocking (unimpeded) search operation.

[0280] As used herein in the specification and in the claims section that follows, the term “foreground operation”
refers to an operation having one of the two higher priorities, i.e., a lookup operation or an update operation, which is subject to the hierarchy of priorities specified above. Depending on the specific maintenance algorithm being used, key shifting required to maintain a monotonic order in the array of key entries during an update operation may also be considered as a foreground operation.

[0281] As used herein in the specification and in the claims section that follows, the term “background operation” refers to key reordering operations, which are assigned a relatively low priority and are performed only during no-operation (NOP) cycles or intervals between lookup or update operations.

[0282] As used herein in the specification and in the claims section that follows, the term “maintenance interleaved with a search operation” refers to the performance of at least one maintenance operation in the midst of search operations (having a higher priority) by means of key update and reordering procedures designed to maintain the database always “fully operational” for search operation, such that the portion or rows of the database where the search operation takes place is updated and the search procedure yields a correct result, in accordance with last update.

[0283] As used herein in the specification and in the claims section that follows, the term “row block” refers to a designated set of rows in which an update operation is to be performed, each row in the block having a number of entries ranging from a maximum $M_{\text{max}}$ to a minimum $M_{\text{min}}$. Preferably, the row block also has a specified length (i.e., number of rows) ranging between a minimum $N_{\text{min}}$ and a maximum $N_{\text{max}}$. When $M_{\text{max}}$ is exceeded during an insertion or $M_{\text{min}}$ is exceeded during a removal in any of the rows within the row block, the key entries within the row block are rearranged without changing the total number (B) of entries in the block (the number being counted before the insertion or removal).

[0284] The row block is dynamic (i.e., not fixed to a particular row or group of rows) and is determined for each operation by a preceding search procedure that identifies the update position.

[0285] As used herein in the specification and in the claims section that follows, the term “portion”, with respect to a row block in an array, refers to a fraction less than 0.5, the fraction being defined either in terms of rows or key entries. In terms of rows, the fraction is defined as:

$$\rho_{\text{block}} = \frac{\Sigma}{\rho_{\text{block}}}$$

wherein $\rho_{\text{block}}$ is the number of rows in the row block, and $\Sigma$ is the total number of rows containing key entries in the array having the row block. In terms of key entries, the fraction is defined as:

$$\pi_{\text{block}} = \frac{\Sigma}{\pi_{\text{block}}}$$

wherein $\pi_{\text{block}}$ is the number of key entries in the row block, and $\Sigma$ is the total number of key entries in the array having the row block. Typically, the fraction is less than 0.25, more typically less than 0.1, and most typically, less than 0.01.

[0286] As used herein in the specification and in the claims section that follows, the term “average”, with respect to a number of key entries ($\pi_{\text{avg}}$ or a number of rows ($\rho_{\text{avg}}$) undergoing rearrangement in an array, refers to a statistical average, assuming that the insertion and removal of key entries in the array are substantially random, that the update points for insertion and removal fraction are also substantially random, and that all key entries after the update point are shifted. In such a system, the ratios $\pi_{\text{avg}}/\Sigma$ and $\rho_{\text{avg}}/\Sigma$ ($\Sigma$ and $\Sigma$ being defined hereinabove) equal 0.5.

[0287] Although the invention has been described in conjunction with specific embodiments thereof, it is evident that many alternatives, modifications and variations will be apparent to those skilled in the art. Accordingly, it is intended to embrace all such alternatives, modifications and variations that fall within the spirit and broad scope of the appended claims. All publications, patents and patent applications mentioned in this specification, and in particular, U.S. patent application Ser. Nos. 10/206,189, 10/229,054, 10/229,065 and 10/688,986, are herein incorporated in their entirety by reference into the specification, to the same extent as if each individual publication, patent or patent application was specifically and individually indicated to be incorporated herein by reference.

[0288] In addition, citation or identification of any reference in this application shall not be construed as an admission that such reference is available as prior art to the present invention.

What is claimed is:

1. A computer-implemented method for flexibly storing data in a database so as to allow facile and efficient updating and maintenance of the database, the method comprising the steps of:
   (a) providing at least a first array having at least two dimensions, said first array having rows and columns, said first array for storing a first plurality of key entries;
   (b) arranging said key entries within each of said rows in a monotonic order;
   (c) providing at least a second array for storing a second plurality of key entries having rows and at least one column, such that said first array and said second array form a hierarchical structure, wherein said second plurality of key entries in said second array represents a higher level of said hierarchical structure with respect to said first plurality of key entries;
   (d) identifying an update position for performing a database update operation, and
   (e) performing said database update operation, which includes a rearrangement of a portion of said first plurality of key entries, said portion defined by

$$\pi_{\text{avg}}/\Sigma$$

wherein:

$\pi_{\text{avg}}$ is an average number of said key entries undergoing rearrangement, and $\Sigma$ is a total number of key entries in said first plurality of key entries, and wherein a ratio defined by $\pi_{\text{avg}}/\Sigma$ is less than 0.25.

2. The method of claim 1, wherein said identifying an update position includes identifying a single row among said rows of said first array as a sole row containing said update position.

3. The method of claim 1, wherein said ratio is less than 0.10.

4. The method of claim 1, wherein said ratio is less than 0.05.
5. The method of claim 1, wherein said ratio is less than 0.01.

6. The method of claim 1, wherein:

\[ \rho_{avg} \] is an average number of rows in said first array in which said rearrangement transpires;

\[ \Sigma_\rho \] is a total number of rows containing said first plurality of key entries, and wherein a row ratio defined by \[ \rho_{avg} \Sigma_\rho \] is less than 0.25.

7. The method of claim 6, wherein said row ratio is less than 0.10.

8. The method of claim 6, wherein said row ratio is less than 0.01.

9. The method of claim 1, wherein said monotonic order includes a cyclic monotonic order.

10. The method of claim 1, wherein said key entries representing said higher level of said hierarchical structure are stored in a column register.

11. The method of claim 1, wherein said database update operation is performed solely between lookups.

12. A computer-implemented method for flexibly storing data in a database so as to allow facile and efficient updating and maintenance of the database, the method comprising the steps of:

(a) providing at least a first array having at least two dimensions, said first array having rows and columns, said first array for storing a first plurality of key entries;

(b) arranging said key entries within each of said rows in a monotonic order;

(c) providing at least a second array for storing a second plurality of key entries having rows and at least one column, such that said first array and said second array form a hierarchical structure, wherein said second plurality of key entries in said second array represents a higher level of said hierarchical structure with respect to said first plurality of key entries;

(d) identifying an update position for performing a database update operation, and

(e) performing said database update operation, which includes a rearrangement of a portion of said first plurality of key entries.

13. The method of claim 12, further comprising the step of:

(f) maintaining the database by:

(i) comparing a number of said entries in a particular row of said rows in said first array with a parameter that is at least partially derived from an average number of entries per row, and

(ii) if a difference between said number of said entries and said parameter exceeds a predetermined value, then repositioning, within said arrays, at least a portion of said entries in said particular row, such that said difference is reduced to be within said predetermined value, while maintaining said monotonic order within said rows of said first array.

14. The method of claim 13, wherein said comparing is performed in a background operation.

15. The method of claim 13, wherein said repositioning of said entries is performed in a background operation.

16. The method of claim 13, wherein a foreground operation is performed during said maintaining of the database, and wherein the database remains fully operational during said maintaining of the database.

17. The method of claim 13, wherein the database is fully operational at any stage within a single update operation.

18. The method of claim 13, wherein a threshold fill limit is defined for said key entries within said rows of said first array, and wherein when a particular row of said rows exceeds said threshold fill limit, key entries of said first plurality undergo shifting such that said particular row conforms to said threshold fill limit, while maintaining said monotonic order within said rows of said first array.

19. The method of claim 13, wherein said repositioning is performed such that said monotonic order within said rows includes a cyclic monotonic order.

20. The method of claim 12, further comprising the step of:

(f) providing a third array for storing a third plurality of key entries, said third array belonging to said hierarchical structure, such that said third plurality of key entries represents a higher level of said hierarchical structure with respect to said second plurality of key entries.

21. The method of claim 12, wherein said first array contains at least one empty row devoid of said first plurality of key entries, and wherein a threshold fill limit is defined for said key entries within said rows of said first array, and wherein when a particular row of said rows exceeds said threshold fill limit, a portion of said key entries in said particular row are moved to said empty row, such that said particular row conforms to said threshold fill limit, while maintaining said monotonic order within said rows of said first array.

22. The method of claim 21, further including an array containing a plurality of position information entries, each of said position information entries for indicating a row index for associating a row within said first array with a key entry of said second plurality of key entries.

23. The method of claim 21, further including an array containing a plurality of position information entries, each of said position information entries for indicating a row index of a currently-empty row within said first array.

24. The method of claim 21, wherein said threshold fill limit is a function of said total number of key entries in said first plurality of key entries and a number of rows in said first array.

25. The method of claim 21, wherein said threshold fill limit is a function of said total number of key entries in said first plurality of key entries and a number of rows containing said first plurality of key entries.

26. The method of claim 12, wherein said rearrangement is performed by repositioning at least some of said portion of said first plurality of key entries in at least one row of said rows of said first array, said at least one row being at least partially-filled with at least one of said key entries prior to said rearrangement.

27. The method of claim 21, wherein said repositioning is performed such that said monotonic order within said rows includes a cyclic monotonic order.

28. The method of claim 21, wherein said rearrangement is performed in a background operation.

29. The method of claim 22, wherein at least two of said position information entries contain an identical row index.
30. The method of claim 21, wherein a foreground operation is performed during said rearrangement of the database, and wherein the database remains fully operational during said rearrangement.

31. The method of claim 12, further including an array containing a plurality of position information entries, each of said position information entries for indicating a row index for associating a row within said first array with a key entry of said second plurality of key entries.

32. The method of claim 31, further comprising the step of:

(i) indicating row indices of a plurality of currently-empty rows within said first array using a second plurality of position information entries.

33. The method of claim 31, wherein each of said rows in said first array contains a pre-determined maximum number of cells $M_{\text{max}}$ filled by key entries of said first plurality of key entries.

34. The method of claim 31, wherein each of said rows in said first array contains a pre-determined minimum number of cells $M_{\text{min}}$ filled by key entries of said first plurality of key entries.

35. The method of claim 31, further comprising the step of:

(ii) defining, from a portion of said rows in said first array, a row block containing a plurality of said rows in said first array, each row within said row block containing a pre-determined minimum number of cells $M_{\text{min}}$ filled by key entries of said first plurality of key entries, and a pre-determined maximum number of cells $M_{\text{max}}$ filled by key entries of said first plurality of key entries.

36. The method of claim 35, wherein said row block contains a pre-determined minimum number of rows $N_{\text{min}}$ and a pre-determined maximum number of rows $N_{\text{max}}$.

37. The method of claim 36, wherein:

- $\rho_{\text{block}}$ is a number of rows in said row block in which said rearrangement transpires;
- $\Sigma_{p}$ is a total number of rows containing said first plurality of key entries, and wherein a row ratio defined by $\rho_{\text{block}}/\Sigma_{p}$ is less than 0.25.

38. The method of claim 37, wherein said row ratio is less than 0.10.

39. The method of claim 37, wherein said row ratio is less than 0.01.

40. The method of claim 31, wherein said monotonic order includes a cyclic monotonic order.

41. The method of claim 37, wherein said performed said database update operation includes inserting at least one key entry into said row block, and wherein said rearrangement transpires solely within said row block.

42. The method of claim 37, wherein said performed said database update operation includes inserting at least one key entry into said row block, and wherein said rearrangement transpires solely within said row block, such that key entries of said first array and disposed outside of said row block remain in place.

43. The method of claim 37, wherein said performed said database update operation includes inserting at least one key entry into said row block, and wherein, when all key-entry containing rows in said row block reach $M_{\text{max}}$, said rearrangement transpires such that at least one new row within said row block is used for key entries moved from another row within said row block.

44. The method of claim 43, wherein when all key-entry containing rows in said row block reach $M_{\text{max}}$, said rearrangement transpires such that said row block contains $N_{\text{max}}$ rows containing key entries from said row block.

45. The method of claim 31, further comprising the step of:

(i) specifying, within a given portion of a total key entry storage capacity in said first array, a pre-determined worst-case minimum rate for a rate selected from the group consisting of lookup rate, update rate, and a combination of lookup rate and update rate.

46. The method of claim 45, wherein said pre-determined worst-case minimum rate is said update rate, and wherein said update rate is substantially independent of a size of the database.

47. The method of claim 45, wherein said pre-determined worst-case minimum rate is said update rate, and wherein said update rate is based on a substantially constant number of key entries requiring repositioning.

48. The method of claim 31, further comprising the step of:

(ii) providing a third array for storing a third plurality of key entries, said third array belonging to said hierarchical structure, such that said third plurality of key entries represents a higher level of said hierarchical structure with respect to said second plurality of key entries.

49. The method of claim 35, wherein said performing said database update operation includes removing at least one key entry from said row block, such that, when all key-entry containing rows in said row block are reduced to a value of $M_{\text{min}}$, said rearrangement transpires such that at least one row in said row block becomes empty with respect to said key entries in said first array.

50. The method of claim 49, wherein when all key-entry containing rows in said particular row block are reduced to a value of $M_{\text{min}}$, said rearrangement transpires such that said row block contains $N_{\text{min}}$ rows containing key entries from said row block.

51. The method of claim 31, wherein each of said position information entries indicates a row index for associating a row within said first array with a key entry of said second plurality of key entries.

52. The method of claim 31, wherein each of said position information entries indicates a row index of an operative empty row, such that any defective row is unmarked by said second plurality of position information entries.

53. The method of claim 32, wherein said currently-empty rows within said first array are solely operative empty rows, such that any defective row is unmarked by said second plurality of position information entries.

54. The method of claim 35, wherein said rearrangement is performed in a background operation.

55. The method of claim 31, further comprising the steps of:

(f) providing an additional array containing a plurality of empty row position information entries, and

(g) indicating a row index of at least one currently-empty row within said first array using at least one of said empty row position information entries,
56. The method of claim 31, further comprising the step of:

(f) providing a third array for storing a third plurality of key entries, said third array belonging to said hierarchical structure, such that said third plurality of key entries represents a higher level of said hierarchical structure with respect to said second plurality of key entries.

57. The method of claim 31, further comprising the step of:

(f) providing an additional array containing a plurality of position information entries for indicating a row index for associating a row within said first array with a key entry of said second plurality of key entries.

(d) processing logic for:

(i) arranging said first plurality of key entries within each of said rows in a monotonically increasing order;

(ii) identifying an update position for performing a database update operation, and

(iii) performing said database update operation by rearrangement of a portion of said first plurality of key entries.

60. The system of claim 59, wherein said processing logic is designed and configured for:

(iv) maintaining the database by:

(A) comparing a number of said entries in a particular row of said rows in said first array with a parameter that is at least partially derived from an average number of entries per row, and

(B) if a difference between said number of said entries and said parameter exceeds a predetermined value, then repositioning said entries in said particular row, within said arrays, such that said difference is reduced to be within said predetermined value, while maintaining said monotonically increasing order within said rows of said first array.

61. The system of claim 59, further comprising:

(c) an array containing a plurality of position information entries, each of said position information entries for indicating a row index for associating a row within said first array with a key entry of said second plurality of key entries.