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COMPRESSED DOMAIN ENCODING APPARATUS AND METHODS FOR USE
WITH MEDIA SIGNALS
RELATED APPLICATION
[0001] This application claims the benefit of the filing date of U.S. Provisional
Application No. 60/661,527, filed on March 14, 2005, the entire disclosure of which
is incorporated herein by reference.
FIELD OF THE DISCLOSURE
[0002] The present disclosure relates generally to media metering and, more
specifically, to encoding apparatus, methods, and articles of manufacture for encoding
compressed media signals.
BACKGROUND
[0003] The monitoring or metering of audience media consumption activities, such
as the consumption of television and/or radio programs, often involves the encoding
of broadcast media at a headend distribution station. Typically, the encoding process
encodes or otherwise embeds information such as, for example, ancillary codes
identifying respective broadcast sources or stations and/or particular programs, time
stamp information, or any other information that may be useful for identifying and
analyzing the media consumption activities and/or characteristics of aﬁdience

members.

[0004] The mandate by the Federal Communications Commission that television
stations migrate to Advanced Televisions Standards Committee (ATSC) digital
television (DTV) service has caused many television network providers to adopt new
distribution models that change the characteristics of the network feeds provided to
local affiliates for distribution to consumption sites (e.g., consumer homes). For

example, in some cases, media content is distributed from the network origination
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source through the local affiliate(s) and to the consumption sites in a pre-packaged
ATSC motion picture experts group version 2 (MPEG-2) DTV format. In other
words, the media content is provided in and remains in a compressed digital format
throughout the distribution process and is only decompressed and decoded at its final
consumption destinations (e.g., consumer homes). Tile distribution of media content
in such a compressed format can significantly reduce transmission costs for high
definition program content (e.g., reduces the costs associated with having to purchase
satellite bandwidth and the like) and can reduce the capital expenditures (e.g.,
equipment purchases) by affiliate stations needed to convey high definition program
content to consumers. Rather, in these compressed content distribution systems, the
local affiliate or final distributor can insert local content (e.g., local programs,
commercials, etc.) using an MPEG splicer or the like, which does not require the
decompression and/or decoding of the compressed media signal(s) received from the

upstream network provider.

[0005] The above-noted migration by television stations to distribution models
based on the distribution of compressed media content has complicated the task of
encoding media signals with metering data (e.g., ancillary codes, timestamps, etc.).
For example, some known systems encode media transmitted via a local affiliate with
one or more codes identifying that affiliate as a final distributor by encoding an
uncompressed version of an audio portion of the media signal with the identifying
codes. However, in the case where a local affiliate receives network broadcast media
content in a compressed format (e.g., MPEG-2 format), the local affiliate or final
distributor cannot easily access the uncompressed audio portion of the compressed
media signal(s) received from the upstream network provider. More specifically, in

the case of an MPEG-2 compliant media signal, the media signal is provided in a
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packet-based transport stream or digital data stream that may be carrying multiple
programs and, thus, multiple video and/or audio streams. The audio streams are
typically composed of compressed audio data (e.g., AC-3 formatted) packets that are
interleaved among one another and a variety of other types of packets (e.g., video
packets, program association table (PAT) packets, program and system information
protocol (PSIP) packets, program map table (PMT) packets, etc.). In any event, the
local affiliate or distributor cannot typically easily decompress one or more
compressed audio streams, encode those decompressed streams with metering data,

and recompress the encoded streams in real-time.

BRIEF DESCRIPTION OF THE DRAWINGS
[0006] FIG. 1 depicts an example media monitoring system that uses the example
encoding methods, apparatus, and articles of manufacture described herein.
[0007] FIG. 2 is a diagram depicting an example manner in which the packets
composing a frame of a media stream may be interleaved within a transport stream.
[0008] FIG. 3 is a detailed block diagram of an example implementation of the
encoder shown in FIG. 1.
[0009] FIG. 4 is a flow diagram depicting an example encoding process that may
be performed by the example encoder shown in FIG. 3.
[0010] FIG. 5 is detailed flow diagram depicting an example process that may be
performed by the packet store of FIG. 3 to identify a next transport stream packet for
processing. |
[0011] FIG. 6 is a detailed flow diagram depicting an example process that may be
used to implement the buffer manager pointer request process of FIG. 5.
[0012] FIG. 7 is a detailed flow diagram depicting an example process that may be

used to implement parse/process packet process of FIG. 4.
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[0013] FIG. 8 is a detailed flow diagram depicting an example process that may be
used to implement the parse packet payload for slice boundaries process of FIG. 7.
[0014] FIG. 9 is a detailed flow diagram depicting an example process that may be
used by the hold queue of FIG. 3 to receive packet objects from the example
parse/process packet process of FIG. 7.
[0015] FIG. 10 is a detailed flow diagram depicting an example process that may
be used to implement the remove frame from hold queue process of FIG. 4.
[0016] FIG. 11 is a detailed flow diagram depicting an example process that may
be used to implement the transmit packet(s) block of FIG. 4.
[0017] FIG. 12 is block diagram depicting an example of the relationships between
programs in a transport stream, elementary streams composing the programs, and
major/minor channel pairs.
[0018] FIG. 13 is a block diagram of an example processor system that may be
used to implement one or more of the functional blocks of the example encoder
apparatus of FIG. 3 and/or one or more of the blocks of the example processes shown
in FIGS. 4-11.

DETAILED DESCRIPTION
[0019]  Although the example systems described herein include, among other
components, software executed on hardware, such systems are merely illustrative and
should not be considered as limiting. For example, it is contemplated that any or all
of the disclosed hardware and software components could be embodied exclusively in
dedicated hardware, exclusively in software, exclusively in firmware or in some
combination of hardware, firmware, and/or software.
[0020] In addition, while the following disclosure is made with respect to example

television and radio systems, it should be understood that the disclosed system is
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readily applicable to many other media systems. Accordingly, while the following
describes example systems and processes, persons of ordinary skill in the art will
readily appreciate that the disclosed examples are not the only way to implement such
systems.

[0021] In general, the example apparatus, methods, and articles of manufacture
described herein may be used to insert, embed, or otherwise encode data such as
media source identifiers, timestamps, alternative audio, or any other information in a
compressed media signal such as, for example, a compressed digital transport stream.
In the particular examples described herein, the compressed digital transport stream is
an MPEG-2 transport stream (e.g., compliant with the ATSC standard, DVB-T
standard, etc.) containing at least one AC-3 formatted audio stream. However, the
apparatus, methods, and articles of manufacture described herein could also be
applied to other compressed digital data formats including similar or different types of
audio and/or video data.

[0022] As described in greater detail below, the example encoding apparatus,
methods, and articles of manufacture enable the encoding or modification of a
compressed digital transport stream including a plurality of media streams (e.g.,
multiple video and/or audio streams associated with one or more programs) without
requiring demultiplexing, decoding, and/or decompression of the data within the
digital transport stream. Further, the examples described herein encode data in the
transport stream while preserving the size (e.g., byte width) and location of the
original data within the transport stream. As a result, the examples described herein
can be used to encode an MPEG data stream, for example, without changing the
timing of the various components making up that data stream. In one example,

encoding is performed by watermarking selected audio data packets. In another



WO 2006/098736 PCT/US2005/013507

example, encoding is performed by inserting data in expanded auxiliary data fields of
audio data frames. In yet another example, encoding is performed using a
combination of watermarking and auxiliary data field data insertion. While media
encoding often involves inserting or embedding code values representative of media
source information, media consumption information, or the like, the apparatus,
methods, and articles of manufacture described herein may also be used to perform
other types of encoding or encode other types of information. For example, the
apparatus, methods, and articles of manufacture described herein may be used to
encode (e.g., insert) other information such as, for example, alternative audio (e.g.,
voice over information) in selected audio data packets.

[0023]  Regardless of the type of information encoded, the example encoding
apparatus, methods, and articles of manufacture described herein buffer a segment of
a multi-program digital data stream or transport stream and selectively parse the
buffered segment of the transport stream to extract copies of compressed audio data
packets, each of which may contain data associated with one or more of plurality of
component audio data streams. The locations of the copied compressed audio data
packets within the original digital transport stream are stored for reference during a
subsequent re-insertion or copying process. The examples described herein assemble
the copied compressed audio data packets into respective frames, each of which is
associated with one of the plurality of audio data streams. When a complete frame is
assembled (i.e., with copies of the relevant audio data packets or slices), the frame is
encoded with metering data (e. g., a source identifier, timestamp, etc.). The encoded
frame is then decomposed into its component data slices, each of which is then copied
using the stored location data over its corresponding location in the buffered segment

of the original transport stream. A portion (e.g., a contiguous sequence of packets) of



WO 2006/098736 PCT/US2005/013507

the buffered transport stream for which all audio packets to be encoded have been
completely encoded is then released and transmitted or broadcast. The released
portions of the buffered transport stream may vary in size from a single transport
packet to multiple transport packets. Thus, the example encoding apparatus, methods,
and articles of manufacture described herein may be used to encode one or more
selected compressed data streams within a multi-program digital transport stream on a
frame-by-frame basis and transmit portions of the encoded digital transport stream on
a packet-by-packet basis.

[0024] Now turning to FIG. 1, an example media metering system 100 includes a
media distribution facility 102, at least one monitored media consumption site 104,
and a central data collection facility 106. In general, the media distribution facility
102 is configured to encode and broadcast or otherwise transmit one or more media
signals containing video and/or audio content to the monitored consumption site 104
(e.g., a household). In turn, the monitored consumption site 104 is configured to
extract the encoded data or information from media signals consumed (i.e., viewed,
listened to, etc.) by one or more panelists or respondents associated with the
monitored consumption site 104. The extracted encoded data may then be conveyed
to the central data collection facility 106 and analyzed to determine viewing behaviors
and, more generally, the characteristics, patterns, etc. of the media consumption
activities associated wifh panelists, multiple consumption sites, etc.

[0025] The media distribution facility 102 may be located at any point or level
within a multi-level media distribution system. For example, the media distribution
facility 102 may be a geographically local broadcast station that is affiliated or
otherwise associated with a national broadcasting company. In that case, the media

distribution facility 102 receives one or more media signals from the national
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broadcasting company to be distributed (e.g., re-broadcast) via cable, wirelessly, or in
any other manner to customers in a particular geographic service region.
Additionally, the media distribution facility 102 may also generate or provide local
media content or programming such as local news, commercials, community service
programs, and the like, to be separately broadcast on different local channels and/or
inserted into the media content and channels received from the national broadcasting
company.

[0026] The media distribution facility 102 includes a plurality of media sources
108 and 110 that provide media content such as audio and/or video programs, web
pages, still images, or any other consumable audio information, image information,
etc. In one example, the media source 108 is provided by a media distribution entity
upstream in the overall media distribﬁtion system. For example, the media source 108
may be a national broadcasting company or another similar headend media source. In
the case where the media source 108 is an upstream entity, the media source 108 may
provide one or more media signals 112 using one or more compressed digital data
streams. Such compressed digital data streams are often generally referred to as
transport streams because such compressed digital data streams are specifically
configured to packetize and/or encapsulate information for reliable transport via a
communication link. Accordingly, the terms “transport stream” and “data stream”
may be used interchangeably throughout the description herein.

[0027]  The transport stream 112 provided by the media source 108 may have any
desired format or protocol. However, in the examples described herein, the media
source 108 is configured to provide an MPEG compliant transport stream. MPEG is a
well-known compressed digital data transmission standard that enables the

transmission of a plurality of audio and/or video programs within a single data stream.
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As a result, the transport stream 112 provided by the media source 108 may be
referred to as a multi-program transport stream, including, for example, a plurality of
broadcast channels, each of which may be associated with particular media programs
broadcast at particular times, conveying audio and/or video information. In some
examples, the media source 108 provides an ATSC compliant MPEG-2 transport
stream and, in other examples, the media source 108 provides a DVB-T MPEG-2
compliant transport stream.

[0028]  The transport stream 112 provided by the media source 108 is composed of
a sequence of digital data packets, some of which contain video information
associated with one or more programs, channels, etc. Other data packets within the
transport stream contain audio information or programs, which may be separate from
or, alternatively, part of the video programs or information. In other words, the audio
data packets within the transport stream may be associated with an audio portion of a
television program or, alternatively, may be a radio program, which does not have a
video component. Still further, other data packets within the transport stream 112
contain configuration information, information concerning the relationships among
the various data packets within the transport stream 112, etc. In particular, in the case
where the media source 108 provides an MPEG-2 compliant transport stream, the
transport stream 112 contains PSIP tables, program association tables (PAT’s), and
program map tables (PMT"s), all of which may be used to associate particular data
packets with particular major and/or minor channels, particular data packets
containing audio information (e.g., AC-3 packets) with corresponding video packets
Or programs, etc.

[0029]  In contrast to the media source 108, the media source 110 is local to the

distribution facility 102. For example, the media source 110 may be a digital versatile
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disk player, a hard drive containing stored audio and/or video information, a video
tape playback device, etc. In some examples, the media source 110 provides an
analog media signal 114, which is conveyed to an MPEG encoder 116 for conversion
into a digital data stream or transport stream 118 similar or identical in format to the
transport stream 112 provided by the media source 108. The transport streams 112
and 118 are provided to a multiplexer 120, which multiplexes the streams 112 and
118 to form a single multi-program transport stream 122.

[0030] A compressed domain encoder 124 receives the multi-program transport
stream 122 and encodes the multi-program transport stream 122 to include source
identifiers, time stamps, and/or any other information pertaining to the source(s), type,
or nature of the audio and/or video content provided via the transport stream 122. As
noted generally above and described in greater detail below, the compressed domain
encoder 124 encodes (e.g., inserts, embeds, etc.) information in the multi-program
digital transport stream 122 in real-time without decompressing or decoding the
digital information contained therein. More specifically, in the examples described
herein, the compressed domain encoder 124 parses the multi-program transport
stream 122 to identify data packets associated with one or more compressed audio
data streams, each of which may be associated with a different channel or program.
In one example where the transport stream 122 is an MPEG-2 compliant data stream,
the audio packets identified by the encoder 124 are AC-3 formatted audio data
packets, each of which has a 4-byte header and a 184-byte payload. However, the
apparatus, method, and articles of manufacture described herein may be more
generally applied for use with other audio data packet formats, protocols, etc.

[0031]  Once identified by the encoder 124, the audio data packets or portions

thereof are copied and stored in one of a plurality of frame buffers, each of which

10
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uniquely corresponds to a particular audio data stream (e.g., a particular channel or
program). In this manner, the encoder 124 uses the frame buffers to reassemble
copies of one or more audio data frames associated with one or more programs or
channels within the multi-program transport stream 122. Each identified audio data
packet may contain one of more slices of data. For example, some of the identified
audio data packets may contain audio information associated with two audio frames
from a particular audio stream. The portions of information copied and saved in the
frame buffers may be referred to throughout this description as slices, where any
given frame of a particular audio stream is composed of multiple slices, which may
have different data widths (e.g., a different number of data bytes) depending on
whether the slices were part of a data packet containing information relating to
multiple audio frames or part of a data packet containing information relating to only
a single audio frame. |

[0032] When the compressed domain encoder 124 has assembled a copy of a
complete frame within any of its frame buffers, that frame copy is encoded (e.g.,
information is inserted, embedded, etc.) to include source identifying information
(e.g., information identifying a broadcaster, a distribution level, etc.), time stamps,
and/or any other desired ‘information. As the compressed domain encoder 124 copies
and saves slices of frames in respective frame buffers, the original location of each
slice within the multi-program transport stream 122 is saved in association with that
slice. The encoder 124 can then insert each slice of an encoded frame into its
respective original position within a previously buffered portion or segment of the
multi-program transport stream 122. Thus, the encoder 124 encodes compressed
digital audio frames on a frame-by-frame basis and inserts the encoded information in

the original multi-program transport stream 122 in a manner that preserves the size of

11
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the packets within the transport stream 122 and the timing of the data contained with
the transport stream 122.

[0033] The encoder 124 monitors an encoded version of the transport stream 122
to determine whether one or more packets of the encoded transport stream should be
conveyed to a transmitter 126. As described in greater detail below, the encoder 124
only releases contiguous blocks of packets (or a single packet) from the encoded
transport stream in sequence and only those packets which are no longer needed for
the encoding process. Thus, because the audio packets making up audio frames
within the transport stream 122 are typically interleaved, the encoding process
performed by the encoder 124 may complete its encoding activities for packets
temporally located subsequent to packets for which encoding activities are not yet
complete.

[0034] Turning to FIG. 2, an example segment of the multi-program transport
stream 122 (FIG. 1) processed by the encoder 124 (FIG. 1) includes twenty-eight
transport packets or data packets. In the case where the transport stream 122 is an -
MPEG-2 data stream, one or more audio streams may be carried within the transport
stream as AC-3 packets. As depicted in the example of FIG. 2, a first frame 128 of a
first audio stream is composed of slices corresponding to packets 1, 5, 9, 11, and 15.
Similarly, a first frame 130 of a second audio stream is composed of slices
corresponding to transport packets 6, 12, 16, 18, and 22. Thus, each of the frames 128
and 130 is composed of five slices, where the first and fifth slices of each of the
frames 128 and 130 are composed of only a portion of its corresponding packet. For
example, the first and fifth slices of the first frame 128 of the first audio stream
correspond to portions of transport packets 1 and 11, respectively. Second frames 132

and 134 of the first and second audio streams are composed of slices corresponding to

12
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at least packets 15, 19, 22, and 23 as shown. The remaining slices of the frames 132
and 134 may correspond to transport packets occurring subsequent to the twenty-
eighth packet. Thus, certain packets (e.g., those for which only a portion is used to
compose a respective slice) such as, for example, packets 15 and 22, are shared by
different frames of a given audio stream. Each of the frames 128, 130, 132, and 134
may be associated with a frame buffer. For example, the slices of the first and second
frames 128 and 132 of the first audio stream may be stored in a first frame buffer, and
the slices of the first and second frames 130 and 134 of the second audio stream may
be stored in a second frame buffer. Additionally, those packets not associated with
one of the frames 128, 130, 132, and 134 in FIG. 2 may be associated with audio
packets of audio streams that are not to be encoded, video packets, PMT packets,
PSIP packets, PAT packets, etc. |

[0035] During the encoding process, the encoder 124 (FIG. 1) assembles a
complete copy of the first frame 128 of the first stream before copies of the remaining
audio frames 130, 132, and 134 are complete. Thus, the encoder 124 encodes the
frame 128 with identifying information as desired and substitutes, copies, or
overwrites the slices of the encoded frame to the original data packet locations in the
transport stream from which those slices were obtained during the copying process.
For example, the first slice of the encoded frame 128 is returned or copied to the
location of packet 1, the second slice is copied to the location of packet 5, the third
slice is copied to the location of packet 9, the fourth slice is copied to the location of
packet 11, and the fifth slice is copied to the location of packet 15.

[0036]  After having processed packets 1-15 of the transport stream and after
encoding the first frame 128 of the first stream, the encoder 124 may determine what

portion, if any, of the transport stream can be released or conveyed to the transmitter
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126 (FIG. 1). In this example, although the encoder 124 has copied and encoded
packets among packets 1-15, the encoder 124 has not yet encoded packet 6, for
example, because a copy of the first frame 130 of the second stream is not complete
until packet 22 has been processed by the encoder 124. Thus, the encoder 124 cannot
yet convey packet 6 to the transmitter 126. Accordingly, in this example, the encoder
124 conveys only packets 1-5 to the transmitter 126 because those packets are no
longer needed to complete the encoding process for any other frame. As can be seen
from the above example, the encoder 124 is configured to encode the multi-program
transport stream 122 on a frame-by-frame basis (i.e., one frame at a time) and to
transmit an encoded transport stream on a packet-by-packet basis (i.e., one or more
packets at a time). A more detailed discussion of the manner in which packet
interleaving affects the order in which frames are encoded and the manner in which
packets of an encoded transport stream are released and/or transmitted is provided in
connection with FIGS. 3-12 below.

[0037] Referrihg again to FIG. 1 in detail, the transmitter 126 sends encoded
portions or blocks (e.g., one or more packets) of the transport stream 122 via a
communication link 150 to a receiver 152 (e.g., a set-top box). The communication
link 150 may be a wireless link (e.g., a satellite link, a radio frequency link, etc.), a
hardwired link (e.g., a cable link), or any combination thereof. The réceiver 152 may
provide a variety of tuning functions that enable a person at the consumption site 104
to tune to a particular channel or program. Additionally, the receiver 152 may
provide a variety of user interface features such as graphical program guides, security
features to prevent unauthorized viewing of particular channels and/or programs,

configuration instructions and/or menus, etc.

14
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[0038] The receiver 152 is coupled to a media presentation device 154, which may
be a video monitor, a television, including speakers, or any other device capable of
rendering audio and/or video information in a manner that is consumable by a person.
The receiver 152 is also coupled to a metering device 156, which is configured to
decode or extract the information encoded in the multi-program transport stream 122
by the encoder 124. Thus, the information extracted by the metering device 156 can
include source identifiers (SID’s), time stamps inserted by the encoder 124, or any
other information embedded or otherwise inserted in the transport stream 122 by the
encoder 124, Additionally, the metering device 156 may also associate locally
generated information such as, for example, identifying information (e.g., names,
demographic information, etc.) associated with one or more persons consuming media
presented via the media presentation device 154. Further, the metering device 156
may also include locally generated time information (e.g., time stamps) to be
associated with SID’s or other information associated with programs, channels, etc.
consumed at the consumption site 104.

[0039] The metering device 156 is configured to periodically or substantially
continuously convey the media consumption information it extracts or collects to the
data collection facility 106 via a communication interface 158 and communication
link(s) 160. The communication interface 158 may be a modem or any other suitable
device. The communication link(s) 160 may include any desired combination of
hardwired and wireless links and/or networks including, for example, telephone
networks, cable networks, the Internet, etc.

[0040] The data collection facility 106 includes a processing system 162 and a
database 164 that is coupled to the processing system 162. The processing system

162 is configured to analyze information sent to it by the consumption site 104
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together with information sent by one or more other consumption sites (not shown).
For example, the processing system 162 may be configured to perform statistical
analyses to facilitate the assessment of media consumption behaviors of particular
groups of consumers (e.g., demographic groups), particular geographic regions,
consumption trends, patterns, etc., or any other desired information associated with
metering broadcast media.

[0041] FIG. 3 is a detailed example functional block diagram of the compressed
domain encoder 124 of FIG. 1. As noted generally above, the various functional
blocks of the example encoder 124 of FIG. 3 cooperate or interoperate to encode one
or more audio streams transmitted within a compressed digital transport stream in
real-time without having to decompress or decode the transport stream and without
changing the size and/or timing of the data contained with the transport stream.
Further, as noted above, the blocks of the example encoder of FIG. 3 encode the one
or more audio streams on a frame-by-frame basis and convey or transmit encoded
portions or blocks of the compressed digital transport stream on a packet-by-packet
basis.

[0042] Turning in detail to FIG. 3, a stream reader 300 receives the multi-program
transport stream 122 (FIG. 1) and writes or stores blocks containing one or more
transport packets to an input buffer 302viaa buffer manager 304. The process of
obtaining and writing transport stream packets to the input buffer 302 is carried out by
the stream reader 300 asynchronously with respect to the processes performed by the
remaining blocks and/or processes of the example encoder 124.

[0043]  The input buffer 302 is implemented as a circular buffer, which may be
defined to have a predetermined size (e.g., width in data bytes) and to existin a

particular region within a memory device, within multiple memory devices, within a
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dedicated hardware device, etc. Thus, if the input buffer 302 is sized to hold N
packets from the transport stream 122 (FIG. 1), packets 1 though packet N are written
sequentially to the input buffer 302 so that packet 1 is in the first buffer location and
packet N is in the last buffer location. Then, when the stream reader 300 receives and
writes packets N+1, N+2, N+3, etc. to the buffer 302, the buffer manager 304
overwrites the first buffer location (in which packet 1 is currently stored) with the
contents of packet N+1, the second buffer location (in which packet 2 is currently
stored) with the contents of packet N+2, and so on. The length or size (e.g., number
of bytes) of the input buffer 302 is selected so that packet data is overwritten well
after the packet data to be overwritten is no longer needed to perform the encoding
processes described herein. Thus, the size of the input buffer 302 is determined, at
least in part, by the manner in which frame data is interleaved within the transport
stream 122 and the processing delays associated with the various processes performed
by the functional blocks of the example encoder 124 of FIG. 3.

[0044] To facilitate the coordination or synchronization (e.g., serialization of) the
operations of the stream reader 300 with the operations of the other functional blocks
of the encoder 124, the buffer manager 304 maintains a virtual buffer 306. As will
become clearer in connection with the various processes or operations of the encoder
124 described below, the virtual buffer 306 facilitates the ability of multiple
asynchronous processes to access portions of the data stored in the input buffer 302
which, as noted above, is implemented as a circular buffer (i.e., a physical buffer).
[0045] Unlike the input buffer 302, the virtual buffer 306 is not associated with a
particular block or portion of a memory. Instead, the virtual buffer 306 is
implemented using three counters. Specifically, a first counter counts the cumulative

total number of bytes read by the stream reader 300 and written by the buffer manager
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304 to the input buffer 302. A second counter counts the cumulative total number of
bytes that the buffer manager 304 has passed to the transport parsing function
described in detail below. Finally, a third counter counts the cumulative total number
of bytes that the buffer manager 304 has released to be written to the encoded
transport stream.

[0046] In addition to facilitating the coordination or synchronization of the
processes accessing the input buffer 302 via the buffer manager 304, certain
relationships between the input buffer 302 and the virtual buffer 306 may be analyzed
to identify error conditions and/or assess the relative performance characteristics of
the various processes performed by the functional blocks of the example encoder 124
of FIG. 3. For example, the difference between the first and third counters represents
a total stream delay due to processing, caching, etc. Thus, when the difference
between the first and third counters exceeds the size of the input buffer 302, a buffer
overflow condition has occurred. In other words, the total stream delay exceeds the
size of the portion of the transport stream that can be buffered in the input buffer 302.
Such a condition may be a serious error because it indicates that the stream reader 300
is storing transport packets in the input buffer 302 a rate that exceeds the rate at which
packets are being processed by the encoding processes. In another example, if the
difference between the first and third counters equals zero (i.e., the counter values are
equal), then a buffer underflow condition has occurred. Such a condition is not an
error because it indicates that the encoding processes are running at least as fast as the
stream reader 300. In still another example, the difference between the second and
third counters represents a stream delay associated with the caching of packets to

perform the encoding processes described herein.
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[0047] While the virtual buffer 306 is not truly boundless, it can be made
substantially boundless for practical purposes. For instance, if the three counters used
for the virtual buffer 306 are implemented using 64-bit counters, it would take
approximately 234,000 years to fill the virtual buffer 306 (i.e., roll-over one or more
of the counters making up the virtual buffer 306) at a rate of 2,500,000 bytes per
second.

[0048] The segment of the multi-program transport stream 122 (FIG. 1) stored in
the input buffer 302 is parsed and encoded via the cooperative operation of a transport
stream processor 308, a transport parser 310, a packet store 312, a packet hold queue
314, and a frame store 316. The parsing and encoding operations performed using
these blocks are asynchronous with respect to the operations of the stream reader 300
and, thus, rely on the synchronization or coordination capabilities of the buffer
manager 304 to control the manner in which the parsing and encoding operations
interact with the input buffer 302 and the packet data stored therein.

[0049] In general, the transport stream processor 308 requests packet information
from the packet store 312 one packet at a time. In response to a request for packet
information from the transport stream processor 308, the packet store 312 provides an
encapsulated data structure (e.g., an object-oriented data structure) containing
information relating to a next transport packet in the input buffer 302 to be parsed and
processed (e.g., potentially encoded if the packet is a compressed audio packet
associated with an audio stream to be encoded). In the examples described herein, the
packet store 312 maintains an array of packet objects (i.e., object-oriented data
structures), each of which can be used to temporarily hold information relating to a
single transport packet currently present in the input buffer 302. More specifically,

when the transport stream processor 308 requests packet information from the packet
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store 312, the packet store 312 selects an available packet object (i.e., a packet object
from its array of packet objects available for use) to hold information relating to a
transport packet that has not yet been parsed, processed, encoded, etc. The packet
store 312 then communicates with the buffer manager 304 to obtain pointer
information identifying the location of a next transport packet in the input buffer 302.
The packet store 312 populates the selected packet object with the pointer information
so that the packet object becomes representative of the next transport packet in the
input buffer 302. The use of packet objects and the pointers contained therein
significantly reduces the amount of data (e.g., transport packet contents) that has to be
copied or transferred from the input buffer 302 to another memory location within the
encoder 124. As described in greater detail below, many of the transport packet
parsing, encoding, and other proccséing operations performed by the transport parser
310, the frame store 316, and the packet hold queue 314 can be performed using the
packet objects provided by the packet store 312, thereby enabling processing of the
transport packets in the input buffer 302 without having to physically copy or transfer
the transport packet contents from the input buffer 302 to other memory locations in
the encoder 124. Such a reduction in memory copy or transfer operations
significantly increases the rate at which the encoder 124 can process transport stream
packets and improves the real-time processing capabilities of the encoder 124.

[0050]  Packet objects allocated by the packet store 312 to hold transport packet
information can be reused or recycled after the packet objects have been fully
processed by the encoder 124. Thus, the packet objects in the array of packet objects
maintained by the packet store 312 can be used many times to temporarily hold

information relating to many transport packets.
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[0051] Each packet object received from the packet store 312 by the transport
stream processor 308 is passed to the transport parser 310 for parsing and/or other
processing. The transport parser 310 uses the information (e.g., the pointer
information) in each packet object received from the transport stream processor 308 to
identify the type of information stored in the transport packet associated with that
packet object. More specifically, the transport processor 310 uses the pointer
information in the packet object to read transport packet header information which, in
turn, is used to identify the type of information stored in the transport packet. In the
examples described herein, the transport parser 310 looks for compressed audio
packets (e.g., AC-3 packets) associated with one or more particular audio streams
selected for encoding.

[0052] In addition to parsing the header information, the transport parser 310
further parses each compressed audio packet that it has identified for encoding. In
particular, the transport parser 310 parses selected compressed audio packets to
identify slice boundaries (i.e., the boundaries between audio frames within transport
packets). Using the identified slice boundaries, the transport parser 310 builds copies
of audio frames associated with audio streams to be encoded. The copies of audio
frames are built and maintained by the transport parser 310 using frame buffer objects
provided by the frame store 316. More specifically, the transport parser 310
establishes one frame buffer for each audio stream to be encoded and uses packet
objects associated with the slices of the audio frames to be encoded to push the
contents (e.g., the audio payload data) of the transport packets corresponding to those
packet objects onto a corresponding frame buffer.

[0053] The transport parser 310 may also process other types of transport packets

(i.e., transport packets containing information other than compressed audio to be
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encoded) such as, for example, packets containing PAT information, PMT
information, and PSIP information. In particular, PAT, PMT, and PSIP information
may be used to associate SID’s with particular programs, channels, and/or audio
PID’s to identify audio streams to be encoded, etc.

[0054]  All packet objects processed by the transport parser 310, whether the
packet objects are representative of compressed audio packets selected for encoding
or other types of packets, are pushed to the packet hold queue 314. However, packet
objects that are associated with or representative of transport packets containing
compressed audio data to be encoded (i.e., those packets having contents that have
been pushed onto one of the queues in the packet hold queue 314) are marked or
otherwise identified as “to be edited,” which indicates that those packets are to be
encoded, whereas all other packet objects are marked or otherwise identified as “pass
through,” which indicates that those packets are not to be encoded. Thus, the packet
hold queue 314 holds a sequence of packet objects that corresponds to at least a
portion of the sequence of transport packets stored in the input buffer 302. However,
as described in greater detail below, for all packet objects except those packet objects
associated with compressed audio frames to be encoded, the packet objects are
released for reuse by fhe packet store 312. Although the packet objects are released
for reuse by the packet store 312, the packet hold queue 314 holds the packets referred
to by these released objects by storing the identity of the last byte of the virtual buffer
306 occupied by each of transport packets corresponding to the released packet
objects.

[0055] In addition to receiving all packet objects (i.e., whether they are identified
as “pass-through” objects or “to be edited”) the packet hold queue 314 also maintains

one queue for each compressed audio stream to be encoded. In particular, each queue
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includes packet objects associated with a particular audio stream and may include a
number of packet objects that corresponds to two frames of compressed audio data.
Thus, each packet object corresponds to a single slice of a compressed audio frame or,
in the case of transition packet, a slice of each of two consecutive audio frames.
Further, as noted above and in contrast to the packet objects associated with all other
types of packets, the packet objects corresponding to audio frames to be encoded are
not yet released for reuse by the packet store 312.

[0056] The transport parser 310 monitors the queues in the packet hold queue 314
to identify when complete copies of frames to be encoded are available in the frame
buffer(s). When the transport parser 310 identifies a complete frame, the transport
parser 310 encodes (e.g., inserts or embeds watermark data or other identifying
information in) the completed frame. In this manner, the transport parser 310 encodes
one or more audio streams on a frame-by-frame basis. The transport parser 310 in
cooperation with the buffer manager 304 copies each slice of the encoded frame to its
respective original position in the transport packet stream stored in the input buffer
302. In other words, the transport parser 310 overwrites encoded slice data in
locations in the input buffer 302 corresponding to the original slice data.

[0057]  After the transport parser 310 has copied or overwritten encoded frame data
from a frame buffer to the input buffer 302 (i.e., has used the slices of the encoded
frame data to overwrite the corresponding slices in the original transport stream stored
in the input buffer 302), the transport parser 310 instructs the packet hold queue 314
to remove the packet objects corresponding to that frame from the queue assigned to
hold packet objects associated with the audio stream from which that frame was

originally copied.
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[0058]  After the packet hold queue 314 receives an instruction from the transport
parser 310 to remove packet objects, the packet hold queue 314 determines the
location of the oldest packet currently being held by the packet hold queue 314 in any
of its packet object queues. In other words, the packet hold queue 314 reviews the
sequence of packets held by the packet hold queue 314 (the sequence of packets
corresponds to at least a portion or segment of the sequence of packets in the input
buffer 302) to determine what portion of the packets held can be released and
transmitted. Specifically, the packet hold queue 314 effectively reviews the held
packets in order on a packet-by-packet basis to determine what portion, if any, of the
held packet sequence can be released and transmitted. For example, the packet hold
queue 314 may determine that only the oldest packet being held can be released or,
alternatively, may determine, for example, that the oldest fifteen packets can be
released and transmitted. In any case, once the packet hold queue 314 has identified
packets to be released and transmitted, the packet hold queue 314 instructs a packet
write queue 318 to provide those packets to a stream writer 320, which conveys the
packet information to the transmitter 126 (FIG. 1). In general, the packet write queue
318 cooperates with the buffer manager 304 to identify for the stream writer 320 the
physical locations of the packets in the input buffer 302 that are to be conveyed for
transmission.

[0059] The operations of the various blocks described in connection with FIG. 3
may be implemented using machine or processor executable computer code or
software instructions using any desired programming languages and/or techniques.
The example implementations described herein employ object-oriented programming
techniques and use, for example, encapsulated data structures (i.e., objects) that

facilitate the implementation of the various blocks described in connection with FIG.
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3. However, any other programming techniques could be used instead of or in
addition to those specifically described herein. Additionally or alternatively, the
various blocks described in connection with FIG. 3 may be implemented using any
desired type or combination of hardware (e.g., ASIC’s, digital logic, analog circuitry,
etc.). Further, as described in greater detail below, many of the blocks depicted in the
example block diagram of FIG. 3 generate and/or pass pointers to packet data within
the input buffer 302 rather than passing the actual data or transport packet content.
For example, the buffer manager 304 passes such pointers to the packet store 312 for
each transport packet to be processed or parsed by the transport parser 310. However,
only the packets to be encoded (e.g., only AC-3 packets corresponding to audio
streams to be encoded) require the copying of actual transport packet content to the
frame queues managed by the transport parser 310 as well as the subsequent copying
of encoded frame data back into the segment of the transport stream stored in the
input buffer 302. All other transport packet content or data such as video packet data
may remain in place in the input buffer 302. Thus, because the compressed audio
packets to be encoded typically compose a relatively small portion of the overall
transport stream, the effective rate at which the transport stream can be processed
(e.g., in real-time) can be significantly increased.

[0060] In addition to compressed audio packets to be encoded, the data associated
with certain other packets such as, for example, packets containing PMT data, PSIP
data, PAT data, etc. may be processed by state machines in known manners. As
described below, such additional data may be used to identify which of the audio
streams are to be encoded, to associate SID’s with particular channels, etc. However,
such additional data typically composes only a small portion of the data contained

within a transport stream (e.g., in comparison to the amount of video data in the
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transport stream) and, thus, copying of such additional data does not significantly
reduce the rate at which a transport stream can be encoded using the example
apparatus, methods, and articles of manufacture described herein.

[0061] FIG. 4 depicts an example encoding process 400 that may be performed by
the example encoder 124 shown in FIG. 3. The various blocks or operations shown in
FIG. 4 may be implemented as machine readable and executable instructions or code,
which may be stored on a memory and executed by, for example, a processor.
Alternatively, some or all of the blocks shown in FIG. 4 may instead be implemented
using dedicated hardware devices (e.g., ASIC’s). In the case where one or more
blocks are representative of machine readable and executable instructions or code,
those blocks may be implemented using a processor system such as the example
processor system 1302 shown in FIG. 13. Alternatively or additionally, one or more
of the blocks shown in FIG. 4 may be implemented using one or more blocks of the
example encoding apparatus 124 depicted in FIG. 3.

[0062] In general, the example encoding process 400 of FIG. 4 sequentially
processes and parses the packets of a compressed digital transport stream such as, for
example, an MPEG-2 compliant transport stream or data stream. As will be described
in greater detail below, the contents of selected packets (e.g., compressed audio
packets associated with one or more selected audio streams) are collected into
respective frames. As each collected frame is completed, it is encoded with
identifying information (e.g., SID’s, timestamps, etc.) and/or any other information.
Any desired encoding process may be used to encode the collected frames of
compressed audio data. However, in the examples described herein, a watermarking
encoding technique and/or a technique that inserts data into auxiliary data fields may

be particularly useful when used with the encoding apparatus, methods, and articles of
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manufacture described herein. Regardless of the frame encoding technique used, the
slices composing the encoded frames are inserted (e.g., overwritten) to their original
positions within the transport stream in a manner that preserves the timing and packet
sizes (i.e., byte lengths) of the original transport stream. A portion of the transport
stream for which encoding operations are complete (e.g., a single packet or a plurality
of sequential packets) is released and transmitted to, for example, another media
distribution facility and/or or one or more consumption sites (e.g., households,
business establishments, etc.). Thus, the example encoding process 400 of FIG. 4
may be used to encode one or more compressed audio streams on a frame-by-frame
basis and may release and transmit portions of the encoded transport stream on a
packet-by-packet basis. Such a frame-by-frame encoding and packet-by-packet
release and transmission technique enables the efficient real-time processing and
encoding of a compressed digital data stream or transport stream containing multiple
media streams (e.g., multiple audio and/or video data streams), particularly where the
transport packets composing those media streams to be encoded are temporally
interleaved within the transport stream.

[0063] Turning in detail to FIG. 4, the example encoding process 400 identifies a
next packet within the input buffer 302 (FIG. 3) to be processed, parsed, etc. (block
402). In general, the identification operation (block 402) is performed by identifying
the next packet in sequence within the input buffer 302 to be processed (e.g., via the
buffer manager 304 of FIG. 3), assigning a packet object (e.g., an object-oriented data
structure representative of a packet) to the next packet (e.g., via the packet store 312),
and storing pointer information corresponding to the location of the next packet in the
input buffer 302 in the packet object (e.g., via the packet store 312). The resulting

packet object including the pointer information is then passed to a packet
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parsing/processing operation (e.g., via the transport stream processor 308 to the
transport parser 310).

[0064] In the case of the example encoder 124 of FIG. 3, the identification process
of block 402 is carried out in the following manner. The transport stream processor
308 requests a next transport packet for parsing and/or processing from the packet
store 312. The packet store 312 assigns an available packet object for use in
representing the next transport packet and requests pointer information from the
buffer manager 304. In turn, the buffer manager 304 obtains pointer information
relating to the next packet to be processed, parsed, etc. and provides that pointer
information to the packet store 312. The packet store 312 stores the pointer
information in the assigned packet object and provides the packet object to the
transport stream processor 308. The transport stream processor 308 then provides the
packet object (including the pointer information relating to the next transport packet)
to the transport parser 310. Of course, alternatively, one or more of the activities
associated with the identification process of block 402 may be performed using
machine readable instructi;ms executed by a processor system such as the system
1302 of FIG. 13. A more detailed example of the identification operation of block
402 is described below in connection with FIG. 5.

[0065]  Afier the next packet in the input buffer 302 (FIG. 3) is identified at block
402, the identified packet is parsed and/or processed (block 404). In general, the
operations performed at block 404 use the packet information received from block
402 to identify the type of the packet to be parsed/processed and parse and/or process
the packet information based on the packet type. As described in greater detail in
connection with FIG. 7 below, only compressed audio packets (e.g., AC-3 packets in

the case where an MPEG compliant transport stream is being parsed/processed) from
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selected audio streams are selected for encoding. The packets to be encoded are
copied and decomposed into their component slices, each of which is stored in a
frame buffer corresponding to the audio stream with which the slices are associated.
As noted above, there is one frame buffer for each audio stream to be encoded and,
thus, each frame buffer holds only slices belonging to the same compressed audio
stream.

[0066] The example encoding process 400 then determines (e.g., via the transport
parser 310)whether any current frame within any of the frame buffers is ready for
encoding (i.e., the frame is complete) (block 406). A frame is ready for encoding
when all slices making up that frame have been stored in its corresponding frame
buffer. If a current frame is ready for encoding at block 406, the frame is encoded
(e.g., via the transport parser 310) (block 408) using, for example, a watcnﬂarking
process such as that disclosed in International Patent Application No.
PCT/US04/18953, the entire disclosure of which is incorporated herein by reference.
Alternatively or additionally, the encoding (block 408) may be performed using a data
insertion technique that enlarges auxiliary data fields and inserts information in the
enlarged auxiliary data fields. An example of such a data insertion technique is
disclosed in International Patent Application No. PCT/US03/28037, the entire
disclosure of which is incorporated herein by reference. However, any other desired
encoding method suitable for encoding compressed digital data could be used instead
of or in addition to those specifically mentioned above.

[0067]  After encoding the current frame (block 408), the example encoding
process 400 copies the encoded frame data to the input buifer 302 (FIG. 3) (block
410). More specifically, each slice of the encoded frame is copied to (i.e., overwrites)

the location in the original transport stream from which the slice was copied during
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the parsing and/or other processing at block 404 (e.g., via the transport parser 310 and
the buffer manager 304). As mentioned above, the slices composing any given frame
may be interleaved among one or more other similar or different types of transport
packets (e.g., video, compressed audio associated with other audio streams, PMT
packets, PSIP packets, PAT packets, etc.). Further, as noted above, a transport packet
to be encoded may include slices from different frames of an audio stream. For
example, the last slice of a first frame of an audio stream and first slice of a next or
second frame may both be associated with the same original transport packet. In that
case, the transport packet to be encoded may be referred to as a transition packet and,
as described in greater detail below, such a transition packet is released for
transmission only when all the frames contributing slices to that packet have been
encoded. Accordingly, in the above example, both the first and second frame would
have to be encoded before releasing the transition packet for transmission.

[0068]  After the slices associated with an encoded frame have been copied to (i.e.,
have overwritten) the original transport stream in the input buffer 302 (FIG. 3), the
example encoding process 400 (e.g., via the transport parser 310 and the packet hold
queue 314) removes the encoded frame information from a hold queue (block 412).
For example, in the case where the example encoder 124 (FIG. 3) uses packet objects
within the hold queue (314), the packet objects associated with objects making up the
frame to be removed are released for reuse to the packet store 312. However, if a
frame to be released ends with a transition packet, the packet object associated with
that transition packet is not released. In this manner, the example encoder 124
ensures that the transition packet is fully encoded (i.e., that all slices composing the

transition packet are encoded) prior to releasing the transition packet. A more
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detailed description of an example implementation of the frame removal process
(block 412) is provided in connection with FIG. 10 below.

[0069]  After the packet objects are removed from the hold queue at block 412, the
frame buffer (holding the content associated with the removed packet objects) is
cleared and the first slice of the next frame is copied into the frame buffer (block
413).

[0070] Ifthere are no current frames ready for encoding at block 406 or after
performing the operations at block 413, the example encoding process 400 determines
whether there are one or more packets ready for transmission (e.g., ready for
broadcast) (block 414). For example, in the case of the example encoding apparatus
124 of FIG. 3, the packet hold queue 314 and the packet write queue 318 cooperate to
identify the oldest held byte (which is necessarily part of the oldest held packetj in the
input buffer 302. The contiguous block or sequence of transport packets preceding
the oldest held byte are fully encoded packets and, thus, may be transmitted without
affecting the encoding of any remaining bytes or packets. Thus, the contiguous block
or sequence of transport packets preceding the oldest held byte can then be safely
transmitted (block 416) (e.g., via the stream writer 320 of FIG. 3).

[0071]  As noted generally above, none, one, or multiple packets may be ready for
transmission at any given time. However, if no packets are ready at block 414 or if
ready packets have already been transmitted (block 416), then the example encoding
process 400 determines if there are more packets to process in the input buffer 302
(block 418). If there are more packets to process, control is returned to block 402.
On the other hand, if there are no more packets to process, then the encoding process

400 may be stopped and/or control may be returned to another process.
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[0072] FIG. 5 is flowchart of an example process 500 that may be carried out by
the packet store 312 (FIG. 3) and/or the processor system 1302 (FIG. 13) to identify
the next packet for parsing and/or processing in the input buffer 302 (block 402 of
FIG. 4). The example process 500 initially waits for a transport packet request (block
502). For example, as described in connection with the example encoder 124 of FIG.
3, the transport stream processor 308 requests a next packet from the packet store 312
and, when the packet store 312 receives this request, the packet store 312 identifies
the next available packet object (block 504).

[0073]  After identifying the next available packet object (block 504), the example
process 500 requests a pointer from the buffer manager 304 (block 506). As
described in greater detail in connection with FIG. 6 below, in the case of the example
encoding apparatus 124 of FIG. 3, the buffer manager pointer request process 506
includes the buffer manager 304 receiving a pointer request from the packet store 312
and issuing a pointer to the next packet header in the input buffer 302. The buffer
manager pointer request process 506 returns the pointer to ’the next packet header and
the packet store process 500 assigns the returned pointer to the packet object
identified (block 508). The buffer manager 304 uses the virtual buffer 306 to ensure
that pointer delivered to the packet object, in fact, is a valid transport packet ready for
parsing.

[0074] The example process 500 then determines whether the packet object
including the returned pointer information corresponds to a last packet (block 510). If
the packet object is the last packet at block 510, data indicating that the packet object
is representative of a last packet is stored in the packet object (i.e., the packet object is
marked as being representative of a last packet) (block 512). If the packet object is

not representative of a last packet at block 510 or if the packet object has been marked
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as being representative of a last packet at block 512, then the example process 500
stores in the packet object the virtual buffer locations of the first and last data bytes of
the packet represented by the packet object (block 514).

[0075]  After storing the virtual buffer locations at block 514, the example process
500 determines if the packet represented by the packet object straddles the end of the
input buffer 302 (block 516). If the packet straddles the end of thé input buffer 302,
data indicative of a straddle condition are stored in the packet object (block 518). If
the packet does not straddle the end of the input buffer 302 at block 516 or after the
data indicative of a straddle condition are stored in the packet object at a block 518,
the packet object is marked “in use” (block 520). After the packet object is marked
“in use” at block 520, the process 500 issues a pointer to the packet object to the
transport parser 310 (block 522) and control is returned to block 404 of FIG. 4.
[0076] FIG. 6 is a flow diagram depicting a more detailed example of the buffer
manager request process 506 (FIG. 5). As with the other processes described herein,
the example process 600 may be implemented by the buffer manager block 304 (FIG.
3) and/or by the example processor system 1302 (FIG. 13). Regardless of the
particular implementation, the example process 600 waits for a transport packet
request (block 602) and, when such a request is received, the example process 600
issues a pointer to the next packet header in the input buffer 302 (FIG. 3) (block 604).
After issuing the pointer at block 604, the example process 600 updates the counters
associated with the virtual buffer 306 (FIG. 3) (block 606) and then analyzes the
relationships between the input buffer 302 and the virtual buffer 306 (block 608). As
described above in connection with FIG. 3, the results of these analyses may indicate
a buffer overflow condition (i.e., an overflow of the input buffer 302), a buffer

underflow condition, processing delays or other characteristics, etc.
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[0077] The example process 600 may then determine whether one or more of the
analyses results generated at block 608 are indicative of an error condition (e.g., a
buffer overflow condition) (block 610). If such an error is identified at block 612,
then an error handling process may be performed (block 612). Such an error handling
process (block 612) may include providing notifications (e.g., visual alerts, audible
aierts, etc.) to one or more users, system operators, technicians, etc. and/or may
include automatic corrective action such as, for example, increasing the size of the
input buffer 302 to eliminate an overflow condition. If no error is detected at block
610 or after performing the error handling process 612, control is returned to block
508 of FIG. 5.

[0078] FIG. 7 is a flow diagram that depicts a more detailed example of the
transport packet parsing/processing block 404 shown in FIG. 4. The various blocks or
operations shown in the example of FIG. 7 may be performed by the transport parser
310 (FIG. 3) and/or the processor system 1302 (FIG. 13). Initially, the example
process 404 receives a pointer to a packet object (e.g., via the example packet store
process 500) (block 702). The packet object pointer is then used to locate and parse
the header of the transport packet corresponding to the packet object (block 704). The
transport packet and, thus, the header information are contained in the input buffer
302 (FIG. 3). Additionally, the header of the transport packet contains information
reflecting the type of the transport packet. For example, the header may indicate that
the packet payload contains video data, audio data, PMT information, PSIP
information, PAT information, etc.

[0079] The example process 404 of FIG. 7 reads the packet header information to
determine if the packet payload contains PAT or PMT information (block 706) and, if

so, the process media program information and compressed audio stream information
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(e.g., AC-3 information) therefrom (block 708). In the case where the transport
stream being processed is an MPEG-2 compliant data stream, a program identifier
value of zero in the packet header indicates that the packet contains PAT information.
As is known, PAT information includes a list of program number/PMT program
identifier (PID) pairs, and PMT information provides a list of PID’s for each of the
component media streams within the transport stream being processed.

[0080] In general, the example process 404 uses the PAT and PMT information to
build and maintain tables that are used by other portions of the process 404 to identify
compressed audio packets within the transport stream being processed that are to be
encoded. More specifically, at block 710, the example process 404 updates PMT’s
and PAT’s as needed. For example, if the version information associated with the
information extracted at block 708 indicates that versions have changed, the process
404 updates the PMT and PAT information. Following any needed updates at block
710, the example process 404 uses the PAT and PMT information to associate the
PID’s of compressed audio streams (e.g., AC-3 streams) with particular programs,
associate programs with minor channel information, and minor channel information
with SID’s, SID’s with programs, SID’s with AC-3 PID’s, etc. (block 712).

[0081]  The processing of a packet containing PAT or PMT information concludes
when the process 404 labels or marks the packet object associated with the PAT or
PMT packet as a “pass-through” packet and sends the labeled or mérked packet to the
hold queue 314 (FIG. 3) (block 714). The marking or labeling of the packet objects at
block 714 may be implemented by storing appropriate labeling information in the
packet object.

[0082]  Ifthe process 404 determines that the packet being parsed/processed is not

a PAT or PMT packet (block 706), the example process 404 determines if the packet
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being parsed/processed contains PSIP information (block 716). If the process 404
determines that the packet being parsed/processed contains PSIP information, channel
and program information is extracted (block 718) and is used to update the tables at
block 710. As is known, PSIP information relates a program number or identifier
(PID) to each major/minor channel combination. Additionally, PSIP information may
be used to generate a list of PID’s for each of the elementary streams for each minor
channel and, particularly, a list of PID’s corresponding to the compressed audio
associated with each program.

[0083]  If the example process 404 determines at block 716 that the packet being
parsed/processed does not contain PSIP information, the process 404 determines if the
packet contains compressed audio (AC-3) information associated with a compressed
audio stream selected for encoding (block 720). In particular, the tables updated at
block 710 and the associations made at block 712 may be used to identify compressed
audio packets to be encoded at block 720. If, at block 720, the packet being
parsed/processed is identified as not having been selected for encoding, the packet
object for that packet is marked as “pass-through” at block 714 and the process
returns control to block 406 (FIG. 4). A more detailed description of one manner in
which audio packets to be encoded can be identified at block 720 is provided in
connection with FIG. 13 below.

[0084] On the other hand, if the packet being parsed/processed is identified as
having been selected for encoding (block 720), the example process 404 may perform
one or more error checking processes (block 721). In general, the error checking
performed at block 721 may be used by the encoder 124 (FIG. 1) to ensure that the
audio frames that it has selected for encoding are properly sized and/or aligned. For

example, the transport parser 310 (FIG. 3) may examine header information
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associated with selected audio packets (e.g., AC-3 packets identified as to be
encoded) to check the audio bit rate, frame size, cyclical redundancy check (CRC)
information associated with the frame to be encoded, and/or the encoding mode. If
any of these checks indicate that the audio frame is improperly aligned, improperly
sized, and/or corrupted in any way an error has occurred and the packet object is sent
to the hold queue as “pass through” (block 714). Additionally, in the case that an
etror is detected at block 721, the example process 404 (e.g., transport parser 310
(FIG. 3)) clears the frame buffer associated with the audio frame for which an error
was detected and flushes the corresponding packet objects in the hold queue 314
(FIG. 3). Following the detection of an error at block 721, the encoder 124 (FIG. 1)
searches for the beginning of the next audio frame and resumes encoding activities.
[0085] Ifno error is detected at block 721, the example process 404 parses the
packet payload for slice boundaries (block 722). In general, the packet payload
parsing process performed at block 722 stores slice boundary information within the
packet object representing the packet being parsed/processed to associate one or more
portions of a packet payload with one or more frames of compressed audio
information. As described in greater detail in connection with FIG. 8, one packet
payload may contain compressed audio information associated with only one frame of
a compressed audio stream, while another packet payload may contain compressed
audio information associated with two frames of a compressed audio stream. After
the packet payload has been parsed at block 722, the example process 404 marks the
packet object associated with that payload as “to be edited” (i.e., to be encoded)
(block 7245 and returns control to block 406 of FIG. 4. If during the example process
404, the example encoder 124 (FIG. 1) determines (e.g., by recognizing a change in

PAT, PMT, and/or PSIP information) that the composition of the transport stream 122
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(FIG. 1) has changed and/or that a significant interruption in the stream 122 has
occurred, the example encoder 124 flushes all held packets, writes all previously
parsed data to the output stream, resets all state machines, clears all internal data
tables, and then resumes encoding activities.

[0086] FIG. 8 is a more detailed flow diagram of the example payload parsing
process 722 of FIG. 7. Initially, the example payload parsing process 722 searches
the packet payload for a frame start (block 802). In particular, the example process
722 looks for a particular data value or data sequence (e.g., in the case of an AC-3
compliant audio stream the sequence 0xb77 indicates the start of a frame).

[0087] If a frame start data value or sequence is found at block 804, the example
process 722 determines if the packet being parsed is a transition packet (i.e., is a
packet containing data for multiple frames of a media stream) (block 806). If, at
block 806, the example process 722 determines that the frame start sequence is
associated with the first frame of a compressed audio stream to be encoded, then the
packet to be parsed is not a transiti(;n packet and the example process 722 saves the
location and size (e.g., number of bytes) of the first slice in the packet object
associated with the packet being parsed (block 808). The example process 722 then
clears the frame buffer assigned to hold frame data for the audio stream associated
with the slice of the packet being parsed/processed. As noted above, each frame
buffer is uniquely assigned to hold data from a corresponding audio stream.

[0088]  If, on the other hand, the example process 722 determines that the packet
being parsed/processed at block 806 is a transition packet (i.e., a packet containing
slice data from two frames of a compressed audio stream), the example process 722
saves or stores the locations and sizes of the last slice of a current frame and the first

slice of a next frame in the packet object associated with the packet currently being
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parsed/processed (block 812). The example process 722 then copies the last slice of
the current frame to the frame buffer for the stream associated with the packet being
parsed (block 814).

[0089] If a frame start is not found at block 804, then the example process 722
saves the location of the next slice of the current frame in the packet object
representative of the packet containing the slice. In this case, the packet being
parsed/processed is a continuation packet (i.e., contains a payload associated only
with the current frame). Thus, the example process 722 copies the payload of the
packet to the next slice in the frame buffer associated with the packet (and, thus, the
audio stream) being parsed/processed (block 820).

[0090] FIG. 9is a flow diagram of an example process 900 by which the hold
queue 314 (FIG. 3) receives packet objects from the transport parser 3 10 (FIG. 3).
More specifically, as shown in FIG. 7, the example packet parsing/processing process
404 sends packet objects to the hold queue as either “pass-through” packets (block
714) or as “to be edited” packets (block 724). Turning in detail to FIG. 9, the
example hold queue process 900 determines whether the received packet object
represents a pass-through packet (block 902). If the packet object is representative of
a pass-through packet (i.e., a packet that is not to be encoded), the example process
900 determines whether there is currently at least one packet object in at least one of
the hold queues, each of which corresponds to an audio stream to be encoded (block
904). Ifthere is at least one packet object in at least one of the hold queues at block
904, the example process 900 saves the location of the last byte of the virtual buffer
306 occupied by the pacicet (block 906), indicates that the packet is to be held for later
writing or transmission (block 908), and releases the packet object representing that

packet to the packet store 312 (FIG. 3) for reuse (block 914). On the other hand, if at

39



WO 2006/098736 PCT/US2005/013507

block 904 the process 900 determines that there are currently no packet objects in any
of the hold queues, the process sends the packet to the packet write queue 318 (block
910), and releases the packet object representing the packet currently being processed
to the packet store 312 (block 914). If the example process 900 determines at block
902 that the packet to be processed is not a “pass-through” packet (i.e., the packet is a
“to be edited” packet), the example process 900 pushes the packet object onto a hold
queue corresponding to the audio stream associated with the packet represented by the
packet object (block 916).

[0091] FIG. 10 is a detailed flow diagram of the example hold queue frame
removal process 412 (FIG. 4). The example frame removal process 412 initially
identifies the hold queue holding the packet objects associated with the frame to be
removed (block 1002). After identifying the c:iueue at block 1002, the example frame
removal process 412 identifies the frame number of the oldest packet object (block
1004) and then pops (i.e., removes) packet objects having the same frame number
from the queue, leaving any object associated with a transition packet (i.e., a packet
which also contains data associated with a subsequent frame) (block 1006). The
packet objects popped or removed at block 1006 are then released to the packet store
312 (FIG. 3) for reuse (i.e., are recycled for use) by the packet store 312 (block 1008).
Any packet objects remaining on the queue from which packets have been popped at
block 1006 are then moved to the head of their respective queue (block 1010) and the
remaining transition packet object (i.e., a packet object representing a transport packet
containing slices from two frames) is modified to contain pointer information (i.e., to
point to) only the current frame (block 1012).

[0092] The example process 412 tracks (e.g., stores or otherwise preserves) the

location of the oldest byte of data in the queue from which the frame was removed
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(block 1014). Then, the example process 412 scans all of the hold queues for the
overall oldest byte of data (block 1016) and instructs the packet write queue 318 that
it is now safe to write up to the oldest held byte from the input buffer 302 (block
1018).

[0093]  FIG. 11 is a flow diagram of an example process 1100 that may be used by
the packet write queue 318 (FIG. 3) to perform the transmit packet(s) process 416
(FIG. 4). The example process 1100 determines whether a write instruction has been
received from the hold queue 314 (FIG. 3) and/or the block 1018 of FIG. 10 (block
1102). If the example process 1100 determines that a write instruction has been
received at block 1102, then the example process 1100 determines the number of
bytes to write to the stream writer 320 (FIG. 3) (block 1104). The example process
1100 may determine the number of bytes to be written at block 1104 by subtracting
the number of bytes already written (i.e., the cumulative number of bytes written)
from the virtual buffer location of the oldest held byte to which the process 1100 has
been instructed to write up to by block 1018 (FIG. 10) performed by the hold queue
314. For example, if the example process 1100 has determined that 1880 bytes (or ten
MPEG-2 packets) have been written and the write instruction received from the hold
queus process of FIG. 10 indicates that it is now safe to write up to byte 2256 of the
virtual buffer 306 (FIG. 3), then the example write queue process 1100 determines at
block 1104 that the next 376 bytes of the input buffer 302 are to be written to the
stream writer 320 (i.e., transmitted).

[0094] The example process 1100 then obtains a pointer to the released block of
bytes from the buffer manager 304 (FIG. 3) (block 1106). The example process 1100
then uses the pointer information obtained at block 1106 to call the stream writer 320

to write the next block of data from the input buffer 302 (FIG. 3).
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[0095] FIG. 12 is a block diagram depicting an example manner in which transport
stream programs, elementary streams composing those transport stream programs,
and major/minor channel pairs are related. As described in greater detail below, the
relationships depicted in FIG. 12 may be used to filter, select, or otherwise identify
AC-3 packets to be encoded (e.g., at block 720 of FIG. 7). In the example of FIG. 12,
the relationships depicted are typical of those used in connection with an MPEG-2
transport stream.

[0096] Now turning in detail to FIG. 12, a PSIP terrestrial virtual channel table
(TVCT) 1200, which is defined in the PSIP of the ATSC standard, relates
major/minor channel pairs to particular programs. In the example TVCT 1200, for
instance, program 3 corresponds to major channel 999 and minor channel 1 (i.e.,
channel 999/1), and program 4 corresponds to major channel 999 and minor channel 2
(i.e., channel 999/2). More generally, the TVCT 1200 associates a majot/minor
channel pair with each program (e.g., MPEG-2 program) present in the transporf
stream (e.g., the transport stream 122 of FIG. 1). Additionally, the TVCT 1200 may
also list the elementary streams, each of which may be identified by a transport PID,
composing each of the programs within the transport stream. However, under
prevailing standards (e.g., the ATSC standard A/65B of March 18, 2003), the example
TVCT 1200 is only optionally included in an MPEG-2 transport stream.

[0097] In the example of FIG. 12, a program association table (PAT) 1202
provides respective PID’s identifying respective program map tables (PMT’s) 1204
and 1206 for programs 3 énd 4. Each of the PMT’s 1204 and 1206 identifies
respective groups of elemental streams 1208 and 1210 composing respective
programs 3 and 4. In the example of FIG. 12, program 3 is composed of a video

stream having PID 0x31, and two audio streams having PID’s 0x34 and 0x35.
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Similarly, program 4 is composed of a video stream having PID 0x41 and two audio
streams having PID’s 0x44 and 0x45.

[0098] Having provided some example relationships between program numbers
(e.g., MPEG-2 program numbers), major/minor channel pairs, and elementary streams
(e.g., using PID’s) composing the programs, a manner of using these relationships to
filter, select, or otherwise identify AC-3 packets to be encoded (e.g., at block 720 of
FIG. 7) is now described.

[0099] In one example, a four-part key including a major channel number, a minor
channel number, a program number, and an elementary stream PID is used to identify
elementary streams to be encoded. One or more such keys may be provided to the
example encoding apparatus 124 (FIG. 1) during configuration. Each such key
corresponds to one of a plurality of available encoding methods. In general, each of
the available encoding methods may specify the nature of the data to be inserted into
the elementary stream corresponding to the key. Additionally, in this example, only
non-zero key portions are considered as criteria for filtering. Finally, in the case that
conflicting keys are provided, the encoding method associated with the first submitted
key is applied to its corresponding elementary stream.

[00100] Table 1 below provides an nine example keys that may be applied to a
transport stream having, for example, the relationships between elementary stream
PID’s, major/minor channel pairs, and MPEG-2 PAT’s and PMT’s for programs 3
and 4 shown in FIG. 12. However, it should be recognized that additional or

alternative keys may be used instead of the group of keys shown in TABLE 1.
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Major
Channel

Minor
Channel

Program
Number

Audio
PID

Encoding
Method

Instructions

Result
(Audio
Streams
Encoded)

999

A

Using Method A,
encode all audio
streams associated
with channel 999.

0x34, 0x35,
0x44, 0x45

999

Using Method B,
encode all audio
streams associated

with channel
999/1.

0x34, 0x35

999

Using Method C,
encode all audio
streams associated

with channel
999/2.

0x44, 0x45

Using Method D,
encode all audio
streams associated
with Program
Number 3.

0x34, 0x35

Using Method E,
encode all audio
streams associated
with Program
Number 4.

0x44, 0x45

0x34

Using Method F,
encode only audio
stream 0x34.

0x34

0x35

Using Method G,
encode only audio
stream 0x35.

0x35

0x44

Using Method H,
encode only audio
stream 0x44.

0x44

0x45

Using Method I,
encode only audio
stream 0x45.

0x45

TABLE 1

[00101] With reference to TABLE 1 above, if the first key 999/0/0/0 is provided to

the encoder 124 (FIG. 1), at block 720 (FIG. 7) the example encoder 124 (FIG. 1)

uses encoding method A to encode all audio streams associated with channel 999. In
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particular, as shown in TABLE 1, elementary audio streams having PID’s 0x34, 0x35,
0x44, and 0x45 are selected for encoding at block 720 (FIG. 7). Again, as noted
above, the zero-valued portions of the key (i.e., the minor channel, program number,
and audio PID) are ignored and, thus, all streams associated with major channel 999
are encoded. Also, as noted above, if conflicting keys are submitted, the encoder 124
(FIG. 1) applies the first provided key. Thus, if the example keys in TABLE 1 were
provided to the encoder 124 in the order listed, the first key 999/0/0/0 would be
applied and the remaining eight keys would be ignored. As described above in
connection with FIG. 7, each time the example encoder 124 (FIG. 1) parses a
complete PAT, PMT, or TVCT, the example encoder 124 updates its internal tables at
block 710 (FIG. 7) to reflect changes in, for example, major/minor channel numbers,
program numbers, and/or audio stream PID’s.

}0034}[00102] FIG. 13 depicts an example processor system 1302 that may be used to
implement, for example, one or more of the functional blocks shown in the example
encoder 124 of FIG. 3 and/or to execute machine readable instructions or code
represented by the various blocks of the flow diagrams of FIGS. 4-11. The example
processor-based system 1302 may be, for example, a server, a personal computer, or
any other type of computing device.

J0035}{00103] The processor 1300 may, for example, be implemented using one or
more Intel® microprocessors from the Pentium® family, the Itanium® family or the
XScale® family. Of course, other processors from other families are also appropriate.
The processor 1300 is in communication with a main memory including a volatile
memory 1304 and a non-volatile memory 1306 via a bus 1308. The volatile memory
1304 may be implemented by Synchronous Dynamic Random Access Memory

(SDRAM), Dynamic Random Access Memory (DRAM), RAMBUS Dynamic
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Random Access Memory (RDRAM) and/or any other type of random access memory
device. The non-volatile memory 1306 may be implemented by flash memory and/or
any other desired type of memory device. Access to the memory 1304 is typically
controlled by a memory controller (not shown) in a conventional manner.
}00371{00104] The system 1302 also includes an interface circuit 1310. The interface
circuit 1310 may be implemented by any type of well-known interface standard to, for
example, enable the system 1302 to communicate with the transmitter 126 (FIG. 1)
and/or via the communication link 150 (FIG. 1).

[00105] The system 1302 also includes one or more mass storage devices 1318 for
storing software and/or data. Examples of such mass storage devices include floppy
disk drives, hard drive disks, compact disk drives and digital versatile disk (DVD)
drives. |

[00106] Although certain methods, apparatus and articles of manufacture have been
described herein, the scope of coverage of this patent is not limited thereto. To the
contrary, this patent covers all method, apparatus and articles of manufacture fairly
falling within the scope of the appended claims either literally or under the doctrine of

equivalents.
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What is claimed is:
1. A method of encoding a digital media signal, comprising:

selecting compressed audio packets associated with an audio stream in the
digital media signal;

copying contents of the compressed audio packets into respective frames of
compressed audio data;

identifying a complete one of the respective frames;

encoding the complete frame to include media source identification
information; and

copying portions of the encoded frame into respective corresponding portions

of the digital media signal to form an encoded media signal.

2. A method as defined in claim 1, wherein sélecting the compressed audio

packets comprises selecting AC-3 packets from an MPEG compliant transport stream.

3. A method as defined in claim 1, wherein selecting the compressed audio
packets comprises receiving pointer information associated with the respective

locations of the compressed audio packets in an input buffer.

4, A method as defined in claim 1, wherein selecting the compressed audio
packets comprises reading packet header information to determine packet type

information and audio stream identifying information.

5. A method as defined in claim 1, wherein copying the contents of the
compressed audio packets comprises parsing the compressed audio packets into

slices, each of which corresponds to one of the respective frames.
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6. A method as defined in claim 1, wherein copying the contents of the
compressed audio packets comprises copying the contents of the compressed audio

packets into frame buffers, each of which corresponds to only one audio stream.

7. A method as defined in claim 1, wherein encoding the complete frame to
include the media source identification information comprises at least one of

performing a watermarking operation or inserting data in an auxiliary data field.

8. A method as defined in claim 1, wherein copying the portions of the encoded
frame into respective corresponding portions of the digital media signal comprises
overwriting slices of transport packets within the media signal with corresponding

slices from the encoded frame.

9. A method as defined in claim 1, further comprising using an object-oriented
data structure to represent each of the compressed audio packets and using the object-
oriented data structures to perform one or more of the selecting, copying, identifying,

or encoding operations.

10. A method as defined in claim 9, wherein each of the object-oriented data
structures includes pointer information associated with a location of a transport packet

within a buffer.

11. A method as defined in claim 1, further comprising identifying a contiguous
group of packets within the encoded media signal as ready for transmission and

releasing the contiguous group of packets for transmission.
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12. An apparatus for encoding a digital media signal, comprising:

a processor coupled to a memory and programmed to:

select compressed audio packets associated with an audio stream in the digital
media signal;

copy contents of the compressed audio packets into respective frames of
compressed audio data;

identify a complete one of the respective frames;

encode the complete frame to include media source identification information;
and

copy portions of the encoded frame into respective corresponding portions of

the digital media signal to form an encoded media signal.

13. An apparatus as defined in claim 12, wherein the processor is programmed to
select the compressed audio packets by selecting AC-3 packets from an MPEG

compliant transport stream.

14. An apparatus as defined in claim 12, wherein the processor is programmed to
select the compressed audio packets by receiving pointer information associated with

the respective locations of the compressed audio packets in an input buffer.

15. An apparatus as defined in claim 12, wherein the processor is programmed to
select the compressed audio packets by reading packet header information to

determine packet type information and audio stream identifying information.
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16. An apparatus as defined in claim 12, wherein the processor is programmed to
copy the contents of the compressed audio packets by parsing the compressed audio

packets into slices, each of which corresponds to one of the respective frames.

17. An apparatus as defined in claim 12, wherein the processor is programmed to
copy the contents of the compressed audio packets by copying the contents of the
compressed audio packets into frame buffers, each of which corresponds to only one

audio stream.

18. An apparatus as defined in claim 12, wherein the processor is programmed to
encode the complete frame to include the media source identification information by
at least one of performing a watermarking operation or inserting data in an auxiliary

data field.

19. An apparatus as defined in claim 12, wherein the processor is programmed to
copy the portions of the encoded frame into respective corresponding portions of the
digital media signal by overwriting slices of transport packets within the media signal

with corresponding slices from the encoded frame.

20. An apparatus as defined in claim 12, wherein the processor is programmed to
use an object-oriented data structure to represent each of the compressed audio
packets and to use the object-oriented data structures to perform one or more of the

selecting, copying, identifying, or encoding operations.

21. An apparatus as defined in claim 20, wherein each of the object-oriented data
structures includes pointer information associated with a location of a transport packet

within a buffer.
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22. An apparatus as defined in claim 12, wherein the processor is programmed to
identify a contiguous group of packets within the encoded media signal as ready for

transmission and release the contiguous group of packets for transmission.

23. A machine readable medium having instructions stored thereon that, when

executed, cause a machine to:

select compressed audio packets associated with an audio stream in a digital
media signal;

copy contents of the compressed audio packets into respective frames of
compressed audio data;

identify a complete one of the respective frames;

encode the complete frame to include media source identification information;
and

copy portions of the encoded frame into respective corresponding portions of

the digital media signal to form an encoded media signal.

24. A machine readable medium as défined in claim 23 having instructions stored
thereon that, when executed, cause the machine to select the compressed audio

packets by selecting AC-3 packets from an MPEG compliant transport stream.

25. A machine readable medium as defined in claim 23 having instructions stored
thereon that, when executed, cause the machine to select the compressed audio
packets by receiving pointer information associated with the respective locations of

the compressed audio packets in an input buffer.
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26. A machine readable medium as defined in claim 23 having instructions stored
thereon that, when executed, cause the machine to select the compressed audio
packets by reading packet header information to determine packet type information

and audio stream identifying information.

27. A machine readable medium as defined in claim 23 having instructions stored
thereon that, when executed, cause the machine to copy the contents of the
compressed audio packets by parsing the compressed audio packets into slices, each

of which corresponds to one of the respective frames.

28. A machine readable medium as defined in claim 23 having instructions stored
thereon that, when executed, cause the machine to copy the contents of the
compressed audio packets by copying the contents of the compressed audio packets

into frame buffers, each of which corresponds to only one andio stream.

29. A machine readable medium as defined in claim 23 having instructions stored
thereon that, when executed, cause the machine to encode the complete frame to
include the media source identification information by at least one of performing a

watermarking operation or inserting data in an auxiliary data field.

30. A machine readable medium as defined in claim 23 having instructions stored
thereon that, when executed, cause the machine to copy the portions of the encoded
frame into respective corresponding portions of the digital media signal by
overwriting slices of transport packets within the media signal with corresponding

slices from the encoded frame.
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31. A machine readable medium as defined in claim 23 having instructions stored
thereon that, when executed, cause the machine to use an object-oriented data
structure to represent each of the compressed audio packets and to use the object-
oriented data structures to perform one or more of the selecting, copying, identifying,

or encoding operations.

32. A machine readable medium as defined in claim 31, wherein each of the
object-oriented data structures includes pointer information associated with a location

of a transport packet within a buffer.

33. A machine readable medium as defined in claim 23 having instructions stored
thereon that, when executed, cause the machine to identify a contiguous group of
packets within the encoded media signal as ready for transmission and release the

contiguous group of packets for transmission.

34. A method of encoding a digital media signal, comprising:
extracting a copy of a frame of a compressed media stream from the digital
media signal;
encoding the copy of the frame of the compressed media stream; and
overwriting portions of the digital media signal with corresponding portions of
the encoded copy of the frame of the compressed media stream to form an encoded

media signal.

35. A method as defined in claim 34, wherein extracting the copy of the frame of
the compressed media stream comprises copying slices of the frame from transport

packets to a frame buffer.
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36. A method as defined in claim 35, wherein copying the slices of the frame
comprises using a plurality of packet objects to reference data in an input buffer

containing a segment of the digital media signal.

37. A method as defined in claim 34, wherein encoding the copy of the frame
comprises at least one of embedding watermark information or inserting information

in an expanded data field.

38. A method as defined in claim 34, wherein overwriting the portions of the
digital media stream with the corresponding portions of the encoded copy of the
frame of the compressed media signal comprises overwriting slices of the compressed

media stream with corresponding encoded slices.

39. A method as defined in claim 34, further comprising identifying one or more
packets within the encoded media signal as ready for transmission, wherein at least
one of the one or more packets is associated with a frame having at least another

packet that is not yet ready for transmission.

40. A method as defined in claim 34, wherein at least one of the extracting,
encoding, or overwriting operations is performed using a plurality of object-oriented
data structures, each of which corresponds to a transport packet within the digital

media signal.
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41. An apparatus for encoding a digital media signal, comprising:
a processor coupled to a memory and programmed to:
extract a copy of a frame of a compressed media stream from the
digital media signal;
encode the copy of the frame of the compressed media stream; and
overwrite portions of the digital media signal with corresponding
portions of the encoded copy of the frame of the compressed media stream to form an

encoded media signal.

42. An apparatus as defined in claim 41, wherein the processor is programmed to
extract the copy of the frame of the compressed media stream by copying slices of the

frame from transport packets to a frame buffer.

43. An apparatus as defined in claim 42, wherein the processor is programmed to
copy the slices of the frame by using a plurality of packet objects to reference data in

an input buffer containing a segment of the digital media signal.

44, An apparatus as defined in claim 41, wherein the processor is programmed to
encode the copy of the frame by at least one of embedding watermark information or

inserting information in an expanded data field.

45. An apparatus as defined in claim 41, wherein the processor is programmed to
overwrite the portions of the digital media signal with the corresponding portions of
the encoded copy of the frame of the compressed media stream by overwriting slices

of the compressed media stream with corresponding encoded slices.
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46. An apparatus as defined in claim 41, wherein the processor is programmed to
identify one or more packets within the encoded media signal as ready for
transmission, wherein at least one of the one or more packets is associated with a

frame having at least another packet that is not yet ready for transmission.

47. An apparatus as defined in claim 41, wherein the processor is programmed to
perform at least one of the extracting, encoding, or overwriting operations using a
plurality of object-oriented data structures, each of which corresponds to a transport

packet within the digital media signal.

48. A machine readable medium having instructions stored thereon that, when
executed, cause a machine to:
extract a copy of a frame of a compressed media stream from a digital media
signal,;
encode the copy of the frame of the compressed media stream; and
overwrite portions of the digital media signal with corresponding portions of
the encoded copy of the frame of the compressed media stream to form an encoded

media signal.

49. A machine readable medium as defined in claim 48 having instructions stored
thereon that, when executed, cause the machine to encode the copy of the frame by at
least one of embedding watermark information or inserting information in an

expanded data field.
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50. A machine readable medium as defined in claim 48 having instructions stored
thereon that, when executed, cause the machine to identify one or more packets within
the encoded media signal as ready for transmission, wherein at least one of the one or
more packets is associated with a frame having at least another packet that is not yet

ready for transmission.

51. A machine readable medium as defined in claim 48 having instructions stored
thereon that, when executed, cause the machine to perform at least one of the
extracting, encoding, or overwriting operations using a plurality of object-oriented
data structures, each of which corresponds to a transport packet within the digital

media signal.

52. A method of encoding a media signal, comprising:

processing each of a sequence of transport packets composing the media
signal to identify a subset of transport packets associated with a compressed media
stream; |

arranging copies of the subset of transport packets to form a copy of a frame
of the compressed media stream;

encoding the copy of the frame; and

copying slices of the encoded copy of the frame into corresponding original

locations within the media signal.

53. A method as defined in claim 52, wherein the subset of transport packets
corresponds to a frame of compressed audio data within the compressed media

stream.
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54. A method as defined in claim 52, wherein arranging the copies of the subset of
transport packets comprises buffering packet objects representative of the subset of

transport packets.

55. A method as defined in claim 52, wherein encoding the copy of the frame
comprises at least one of embedding watermark information in the subset of transport
packets or inserting data in an auxiliary data field within the subset of transport

packets.

56. A method of modifying information in a media signal, comprising:
modifying frames associated with one or more compressed media streams
within the media signal on a frame-by-frame basis; and
releasing for transmission a modified version of the media signal containing

the modified frames on a packet-by-packet basis.

57. A method as defined in claim 56, wherein modifying the frames on the frame-
by-frame basis comprises extracting data slices from compressed audio transport
packets within the media signal, arranging the extracted data slices in a frame buffer,
and modifying the data slices in the frame buffer in response to detecting a complete

frame in the frame buffer.

58. A method as defined in claim 56, wherein releasing for transmission the
modified version of the media signal on the packet-by-packet basis comprises
identifying a contiguous block of packets in the encoded version of the media signal,
wherein none of the packets within the contiguous block of packets are needed for a

subsequent modification operation.
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59. An encoder for encoding a media signal containing compressed media
streams, the encoder comprising:
a transport parser configured to encode frames associated with one or more
compressed media streams within the media signal on a frame-by-frame basis; and
a packet hold queue operatively coupled to the transport parser and configured
to release for transmission an encoded portion of the media signal containing the

encoded frames on a packet-by-packet basis.

60. An encoder as defined in claim 59, further comprising a buffer manager
operatively coupled to the transport parser and an input buffer, wherein the input
buffer is configured to hold a segment of the media signal, and wherein the buffer
manager is configured to provide information relating to the location of information

stored in the input buffer to the transport parser.

61. An encoder as defined in claim 60, further comprising a virtual buffer
operatively coupled to the buffer manager to enable serialized access to the

information stored in the input buffer.

62. An encoder as defined in claim 61, wherein the input buffer is a circular buffer

and wherein the virtual buffer comprises a plurality of counters.

63. An encoder as defined in claim 59, further comprising a packet store
operatively coupled to the packet hold queue, wherein the packet store is configured

to provide packet objects representative of transport packets to the transport parser.

64. An encoder as defined in claim 59, further comprising a packet write queue
operatively coupled to the packet hold queue and configured to cause transport packet

information to be transmitted.
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