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(57) ABSTRACT 

A system and method for reducing distance-based distortion 
in a camera image of an object, where the distanced-based 
distortion is due to differences in distance from the camera to 
different parts of the object. In one approach, the distortion is 
reduced by estimating distances to different parts of the object 
and then generating a reprojected image of the object depen 
dent upon the estimated distances and upon a virtual view 
point that is more distant than the camera from the object. In 
a further approach, the image is warped Such that points in the 
image match corresponding points in one or more stored 
templates. In a still further approach, if excessive distortion is 
present in the image, the camera Zoom is increased and a 
magnified image is displayed, prompting a person to move 
farther from the camera thereby reducing the distortion. 
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PERSPECTIVE IMPROVEMENT FOR IMAGE 
AND VIDEO APPLICATIONS 

RELATED APPLICATIONS 

0001. This patent application is related to U.S. application 
Ser. No. 1 1/380,196, entitled Perspective Improvement for 
Image and Video Applications, priority to which is claimed. 

BACKGROUND 

0002 Many camera based products, such as videophones, 
webcams and mobile devices, require wide angle lenses. In 
order to avoid having their faces look too small, users tend to 
move their faces close to the camera. As a result, perspective 
distance effects become large and their faces appear distorted 
in the image, with large noses and pinched cheeks. Users find 
this unflattering. This distance-based perspective effect is an 
undesirable feature of videophone and video email products. 
0003. There are other perspective effects such as wide 
angle (fish-eye) distortion and oblique distortion (which 
causes keystoning). Compensation techniques have been pro 
posed formitigating these effects, but these techniques are not 
applicable to the type of distortion described above. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0004. The novel features believed characteristic of the 
invention are set forth in the appended claims. The invention 
itself, however, as well as the preferred mode of use, and 
further objects and advantages thereof, will best be under 
stood by reference to the following detailed description of an 
illustrative embodiment when read in conjunction with the 
accompanying drawing(s), wherein: 
0005 FIG. 1 is a diagram illustrative of the distance-based 
perspective effect. 
0006 FIG. 2 is a flow chart of a method consistent with 
certain embodiments of the present invention. 
0007 FIG. 3 is a further diagram illustrative of distance 
based distortion. 
0008 FIG. 4 and FIG.5 are flow charts of further methods 
consistent with certain embodiments of the present invention. 
0009 FIG. 6 is a diagrammatic representation of a system 
consistent with certain embodiments of the invention. 

DETAILED DESCRIPTION 

0010 While this invention is susceptible of embodiment 
in many different forms, there is shown in the drawings and 
will herein be described in detail one or more specific 
embodiments, with the understanding that the present disclo 
sure is to be considered as exemplary of the principles of the 
invention and not intended to limit the invention to the spe 
cific embodiments shown and described. In the description 
below, like reference numerals are used to describe the same, 
similar or corresponding parts in the several views of the 
drawings. 
0011. The distance-based perspective effect is illustrated 
in the diagram in FIG. 1. FIG. 1 shows a simplified camera 
100. Light from an object 102 at a first distance from the 
camera 100 passes through the lens 104 and falls on sensor 
array 106 to forman image of height 108. Light from a second 
object 110 passes through the lens 104 and falls on the sensor 
array 106 to form an image of height 112. Although objects 
102 and 110 are of the same height, the image of the more 
distant object 102 is much smaller than the image of the closer 
object 110. Thus, objects (or portions of object) closer to the 
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lens appear disproportionately larger in the image relative to 
more distant objects. The ratio of image heights depends on 
the ratio of distances to the lens. Thus for three-dimensional 
objects, such as faces, the amount of distortion depends on the 
depth of the object relative to the distance of the object to the 
camera lens. For many lenses in wide use, the distortion of the 
image of a face is therefore small when the face is several 
meters from the camera. 
0012. In some video applications, such as video-tele 
phony, the user is able to monitor the image of his or her face 
that is being transmitted. If the image does not fill the image 
frame the user is likely to move closer to the camera. This is 
especially true if the camera uses a wide angle lens. The result 
is that the image of the user's face, while filling more of the 
image frame, becomes distorted due to the distance-based 
perspective effect. The resulting image is unflattering, show 
ing an enlarged nose and pinched cheeks. 
0013. In the description below, an embodiment is 
described in which the object is a face. However, the invention 
has application to the reduction of distance-based distortion 
in images of other objects and images of multiple objects. 
0014 FIG. 2 is a flow chart of a method consistent with 
certain embodiments of the present invention. Referring to 
FIG. 2, following start block 202, an image of a user is 
captured by a camera at block 204. At block 206, an amount 
of camera Zoom required is determined. The amount of cam 
era Zoom is determined such that when the user is sufficiently 
far from the camera that distance-based perspective distortion 
is acceptably small, the image of the user's face fills a signifi 
cant portion of the image frame. If the distortion is not accept 
ably small, as depicted by the negative branch from decision 
block 208, the Zoom is increased at block 210 and a new 
image is displayed at block 212. The Zoom may be a digital 
Zoom, an optical Zoom or a combination thereof. The 
increased amount of Zoom causes the image of the user's face 
to appear too large for the image frame, thus prompting the 
user to move away from the camera. The amount of Zoom may 
be determined by Standard distance measuring systems. 
These include, for example, active systems that use infrared 
or ultrasonic waves to determine the distance to the user, or 
passive systems based on the size of the image of user's face 
(taking into account the current Zoom), Stereo images, or 
some other feature. If the distortion is acceptably small (for 
example, if the user is at a sufficient distance from the cam 
era), as depicted by the positive branch from decision block 
208, the image size is checked at block 214. If the image size 
is not too large or too small, no further adjustment of the Zoom 
is required. Flow continues to block 212 and the image is 
displayed. If the image size is too large or too small, as 
depicted by the negative branch from decision block 214, the 
Zoom is adjusted at block 216 to provide the correct size and 
a new image is displayed at block 212. 
0015. In this way, the image size is adjusted so the user is 
not prompted to move closer to the camera. If the user is too 
close to the camera, so that distance based distortion is unac 
ceptably larger, the Zoom is increased so that image of the 
user's face appears too large for the image frame, prompting 
the user to move farther from the camera, thereby reducing 
the distance-based distortion. 
0016. The region of the image corresponding to the user's 
face may be identified so that the camera can Zoom in on this 
region. Methods of identifying a user's face are well known in 
the art. The region may be identified and tracked as the user 
moves, using techniques well known in the art. 
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0017 FIG. 3 is a diagram illustrating distance-based dis 
tortion. The object is a stack of elliptical discs, shown in 
frontal view in view 300 with no distance-based distortion. 
The large disc 302 is farthest from the lens 104 of the camera 
100 and Small disc 304 is closest to the lens 104. View 306 is 
a view of the image of the stack formed on the image array 
106. The image 308 of the smallest (closest) disc is increased 
in size relative to the image 310 of the largest (farthest) disc. 
A corresponding effect occurs with the image of a face close 
to the camera. 
0.018. If the distance from the lens 104 to a disc is known, 
the image of the disc can be modified in size to compensate 
for the distance-based distortion. This same approach may be 
used with an image such as a face. 
0019 For a given object surface, the distanced from the 
camera lens along the optical axis is a function of the X and y 
coordinates in a plane perpendicular to the optical axis, so 
d=d(x,y). Light at position (x, y, d) meets the image sensor 
array at a position 

C Oy ) (x,y) = (i. 
where C. is a parameter dependent upon the optical character 
istics (such as the magnification) of the camera. The param 
eter C. may be determined by calibration. The image at posi 
tion (x,y) on the sensor array corresponds to an object point 
at a distance 

C Oy ) d(x, y) = d.d. in 

from the camera. If the distance d(x, y) is known, a pixel 
Value p in a corrected image may be calculated from a 
pixel value p, in the captured image as 

Port = p image (x, y), 

where B is a scale factor. In one embodiment, the scale factor 
B is a constant. The constant may be proportional to the mean 
value of d(x,y) or the root mean square value of d(x,y), for 
example. In another embodiment, the scale factor B-Yd+d, 
(x,y) where do is a constant distance and Y is a scale factor. 
In this embodiment, a reprojected or virtual image in obtained 
for which the face appears a distance do farther from the 
camera. In other words, a reprojected image of the object is 
generated that is dependent upon the estimated distances and 
upon a virtual viewpoint that is more distant than the camera 
from the object. A flow chart of an exemplary method for 
estimating the distance d(x,y) is shown in FIG. 4. Following 
start block 402, an image is captured at block 404. A face 
template or other model is matched to the image at block 406. 
A variety of techniques for extracting features and for match 
ing templates or other models are known to those of ordinary 
skill in the art. The face template may comprise, for example, 
simple oval shapes for the periphery of the face and the eyes, 
and a simple nose template. The matching may be performed 
by use of alignment matching and Verification, for example. 
The matching process results in a set of model parameters. At 
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decision block 408, a decision is made as to whether the 
image includes a face. If a face is detected, as depicted by the 
positive path from decision block 408, the distance to one or 
more matched features of the face is estimated at block 410. 
The distance may be estimated from the size of the matched 
templates, the distance between the eyes, or other parameters 
of the templates. Alternatively, the distance could be deter 
mined by an active technique or by Stereopsis. In one embodi 
ment, the distances of various parts of the face are estimated 
from the template parameters at block 412. For example, a 
table may be accessed that contains typical distances for all 
regions of a face obtained from anthropological statistics. For 
example, a point 50% of the distance between the nose and the 
side of the face and 20% of the distance from the center of the 
eye to the chin might be 1 inch farther away than the tip of the 
nose. The distances may be determined for each position in 
the distorted image or for each position in the undistorted 
face. Other distance estimating techniques are well known to 
those of ordinary skill in the art. At block 414, a corrected 
image is formed using the captured image and the distance 
estimates for each point in the image. The corrected image is 
displayed at block 416 and the process terminates at block 
418. The process may be repeated for each consecutive 
image, or it may be performed when a change in face position 
is detected, or it may be repeated at periodic intervals. 
0020 FIG. 5 is a flow chart of a method consistent with 
certain embodiments of the present invention. This embodi 
ment uses pre-stored templates. The templates are several 
views of the user photographed from differentangles (such as 
frontal and profile views). Following start block 502 in FIG. 
5, an image is captured by the camera at block 504. At block 
506 a number of control points or features are identified in the 
captured image. For example, the position of a corner of an 
eye may be identified using a method known in the art. The 
captured image is then warped or morphed to match each 
template at block 508. This process matches the control 
points in the captured image to corresponding control points 
in the templates. At block 510, the best-matching template is 
selected. This image is displayed, transmitted and/or stored at 
block 512. The process terminates at block514. The goodness 
of a match between the warped image and the template may 
be measured, for example, as a combination of an amount of 
deformation and an amount of residual color differences 
between the warped image and the template, where less defor 
mation, less residual difference, or both correspond to a better 
match. In an alternative embodiment, the templates are 
warped to match the image, and the best-matching template is 
selected. This template may be used as the image to be dis 
played/stored, or the captured image can be warped to match 
the selected template. Alternative embodiments will be 
apparent to those of ordinary skill in the art. 
0021. In an alternative embodiment, the position of the 
image of a person's head is detected using matching to tem 
plates or other means known in the art. Then a stored, tem 
plate-independent, warping transformation is applied to the 
image of the head. The transformation may be parameterized 
by the size and orientation of the detected image of the head. 
For example, a geometric model of head, Such as a spherical, 
cylindrical or ellipsoidal model, may be used. The size of the 
image of the head is used to estimate the distance of the head 
from the camera and then the geometric model is used to 
estimate the variation of distance across the image of the 
head. 
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0022. The methods described above with reference to 
FIGS. 2, 4 and 5 may be used in combination. 
0023 Examples of video cameras include a video camera 
of a videoconferencing system, a videophone, a video email 
product, a door camera and a security camera. The approach 
may also be used in still cameras, such as cameras in cellular 
telephone and other portable electronic devices. 
0024 FIG. 6 is a diagrammatic representation of a system 
consistent with certain embodiments of the invention. Refer 
ring to FIG. 6, the system includes a camera 100, which may 
be a still camera or a video camera. A processor 602 is 
coupled to the camera 100. The processor 602 may be incor 
porated in the body of the camera or may be external to the 
camera and coupled to it by a wired or wireless link. In this 
embodiment, the processor also communicates with a display 
604 and a communication circuit 606. In one embodiment, 
the processor operates to control the digital or optical Zoom of 
camera 100. Images captured from the camera may be dis 
played on display unit 604 and/or transmitted via communi 
cation circuit 606 to a remote device. 

0025. In one embodiment of the invention, the camera 100 
is a video camera that captures images of the face of a user in 
a video conferencing or video telephony System. The display 
unit 604 displays images of the user and also images received 
from a remote camera. The processor 602 controls the Zoom 
of camera 100. If the user is so close to the camera that a large 
amount of distance-based distortion is present in the image, 
the Zoom is controlled such that the image of the user on the 
display is too large for the display frame, thereby encouraging 
the user to move farther from the display. 
0026. Additionally, the processor 602 may process images 
captured by the camera to reduce distance-based distortion 
using the methods described above. This may be done by 
estimating distances from the camera to the user's face or by 
matching templates to the image of the user's face. On one 
embodiment, the distance is estimated using a distance mea 
Suring system 608. Such an infrared or ultrasonic system. In 
another embodiment, the distance is estimated using a stereo 
vision system. 
0027. The system shown in FIG. 6 may be incorporated, 
for example, in a mobile device, Such as a radio telephone, or 
in a fixed device. Such as a personal computer. 
0028. The present invention, as described in embodiments 
herein, may be implemented using a programmed processor 
executing programming instructions that are broadly 
described above in flow chart form that can be stored on any 
suitable electronic storage medium. However, those skilled in 
the art will appreciate that the processes described above can 
be implemented in any number of variations and in many 
Suitable programming languages without departing from the 
present invention. For example, the order of certain opera 
tions carried out can often be varied, additional operations 
can be added or operations can be deleted without departing 
from the invention. Error trapping can be added and/or 
enhanced and variations can be made in user interface and 
information presentation without departing from the present 
invention. Such variations are contemplated and considered 
equivalent. 
0029. Alternatively, the invention may be implemented in 
hardware. 

0030 The programmed processor or hardware may be 
integral to the camera or may be a separate processor operat 
ing on images received from the camera. 
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0031 While the invention has been described in conjunc 
tion with specific embodiments, it is evident that many alter 
natives, modifications, permutations and variations will 
become apparent to those of ordinary skill in the art in light of 
the foregoing description. Accordingly, it is intended that the 
present invention embrace all Such alternatives, modifications 
and variations as fall within the scope of the appended claims. 
What is claimed is: 
1. A method for reducing distance-based distortion in an 

image of an object, the image being captured by a camera, 
where the distance-based distortion is due to differences in 
distance from the camera to different parts of the object, the 
method comprising: 

for each template of at least one template of the object, a 
camera determining a set of warping parameters that 
relate points in the image to corresponding points in the 
template of the object; 

selecting by the camera from the set of warping parameters 
for each of the at least one template, the set of warping 
parameters that results in the best match between the 
warped image and the corresponding template; and 

warping, by the camera, the image using the selected set of 
warping parameters. 

2. A method in accordance with claim 1, wherein the at 
least one template of the object comprise a plurality of views 
of the object. 

3. A method in accordance with claim 1, wherein the object 
is a face and wherein the image comprises an image from a 
sequence of video images. 

4. A system for reducing distance-based distortion in an 
image of an object, the system comprising: 

a camera operable to capture an image of the object; 
an estimation element operable to estimate distance-based 

distortion in the captured image: 
a processing element operable to process the captured 

image to reduce distance-based distortion in the cap 
tured image. 

5. A system in accordance with claim 4, wherein the esti 
mation element is operable to estimate the distance to at least 
one region of the object. 

6. A system in accordance with claim 4, wherein the esti 
mation element is operable to estimate the size, in the image, 
of a specified feature of the object. 

7. A system in accordance with claim 4, wherein the esti 
mation element comprises an active distance measuring 
CaS. 

8. A system in accordance with claim 4, wherein the esti 
mation element is operable to estimate the amount of warping 
needed to match points in the captured image to correspond 
ing points in a previously stored image. 

9. A system in accordance with claim 4, wherein the pro 
cessing element is operable to warp the captured image Such 
that points in the captured image match points in a previously 
stored image. 

10. A system in accordance with claim 4, wherein the 
processing element is operable to reproject the captured 
image to simulate a more distant camera view point. 

11. A system for reducing distance-based distortion in an 
image of an object, the system comprising: 

a camera operable to capture an image of the object; 
a means for estimating distance-based distortion in the 

captured image; 
a means for processing the captured image to reduce dis 

tance-based distortion in the captured image. 



US 2010/0208943 A1 

12. A system in accordance with claim 11, wherein the 
means for estimating distance-based distortion in the cap 
tured image comprises a means for estimating the distance to 
at least one region of the object. 

13. A system in accordance with claim 11, wherein the 
means for estimating the distance to at least one region of the 
object comprises a means for estimating the size, in the 
image, of a specified feature of the object. 

14. A system in accordance with claim 11, wherein the 
means for estimating the distance to at least one region of the 
object comprises an active distance measuring means. 

15. A system in accordance with claim 11, wherein the 
means for estimating distance-based distortion in the cap 
tured image comprises a means for estimating the amount of 
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warping needed to match points in the captured image to 
corresponding points in a previously stored image. 

16. A system in accordance with claim 11, wherein the 
means for processing the captured image to reduce distance 
based distortion in the captured image comprises a means for 
warping the captured image such that points in the captured 
image match points in a previously stored image. 

17. A system in accordance with claim 11, wherein the 
means for processing the captured image to reduce distance 
based distortion in the captured image comprises a means for 
reprojecting the captured image to simulate a more distant 
camera view point. 


