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(54) Title: TRACK DATA DETERMINATION SYSTEM AND METHOD
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FIG. 1

Feature

Feature

(57) Abstract: A track data determination system including: a video camera device positioned on a vehicle to capture video data in
at least one field-of-view; a geographic positioning unit associated with the vehicle to generate position data and time data; a record -
ing device to store at least one of the following: at least a portion of the video data, at least a portion of the position data, at least a
portion of the time data, or any combination thereof; and a controller to: (i) receive the video data, the position data, and/or the time
data; and (ii) determine track data based at least in part upon the video data, the position data, and/or the time data. A computer-im-
plemented track data determination method is also disclosed.
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TRACK DATA DETERMINATION SYSTEM AND METHOD
BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The present invention relates generally to railroad data determination and
control systems, e.g., Positive Train Control (PTC) systems, for use in connection with trains
that traverse a complex track network, and in particular to a track data deteraiination system
and method for generating improved and accurate track and track feature location data for use

in ongoing railway operations.

Description of the Related Art

[0001A] Each document, reference, patent application or patent cited in this text is
expressly incorporated herein in their entirety by reference, which means that it should be read
and considered by the reader as part of this text. That the document, reference, patent
application or patent cited in this text is not repeated in this text is merely for reasons of

conciseness.

[0001B] The following discussion of the background to the invention is intended to
facilitate an understanding of the present invention only. It should be appreciated that the
discussion is not an acknowledgement or admission that any of the material referred to was
published, known or part of the common general knowledge of the person skilled in the art in

any jurisdiction as at the priority date of the invention.

[0002] Railway systems and networks are in use in all areas of the world for use in
both transporting people and goods to various locations and destinations. While the layout of
the existing track network (and features associated therewith) in any particular area is
generally known, new track installations, extensions of existing track, and modifications to the
existing track network must be mapped and/or modeled. Such mapping and modeling is
required in order to accurately determine the geographic position of the track and the features
(e.g., a crossing, a wayside device, a signal, etc.) associated with any particular length of track.
As expected, this accurate determination of the track position and associated features is an
initial step for, in turn, accurately determining the position of any specified train or railway

vehicle that is traversing this track.

[0003] Train control, e.g., Positive Train Control (PTC), comprises a system where certain

trains include an on-board system (i.e., an on-board controller (OBC)) and operate in

communication within a track communication network, normally controlled by a computer

system located remotely at a central dispatch location. In the United States, the Federal

Railroad Administration (FRA) has mandated that certain trains and/or railroad implement

PTC by 2015, such that there exists over 100,000 miles of railroad track that will need to be
-1-
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surveyed and validated according to the FRA procedures. This amount of survey data will also
need to be maintained and updated as new track is installed, or existing track (or associated
features) is modified. Accordingly, the transition to PTC for Class 1 freight railroads includes

the detailed mapping and/or modeling of track lines and track features.

[0004] This track data determination effort is a complex and costly technical and business
undertaking. Existing systems for surveying and mapping track lines and track features are
slow and expensive, which represent a hurdle to collecting Federally-mandated PTC track
data. One existing track data determination process includes moving a specially-equipped
vehicle on a length of track that requires location and/or verification. This process requires
coordination of track time with production operations, as well as knowledgeable personnel to
operate the vehicle during this procedure. For example, this project may require 2 individuals
to operate the vehicle and implement the process, with the result of 20 miles of track (and
features) being mapped in an 8-hour day. Further, every time a change occurs on or near the

track, this process must be repeated, as this procedure is not scalable.

[0005] Accordingly, there is a need in the art for an effective track data determination system
and method that generates accurate and reliable data for mapping and/or modeling existing,

new, and/or modified track (and associated features) in a complex track network.

SUMMARY OF THE INVENTION

[005A] According to a first principal aspect, there is provided a track data
determination system for use in connection with at least one vehicle configured to traverse a

track, the system comprising:

at least one video camera device positioned on a portion of the at least one vehicle and
configured to capture video data in at least one field-of-view forward of the at least one
vehicle;

at least one geographic positioning unit associated with the at least one vehicle and

configured to generate position data and time data;

at least one recording device configured to store at least one of the following: at least a
portion of the video data, at least a portion of the position data, at least a portion of the time

data, or any combination thereof; and
at least one controller configured to:

(1) receive at least one of the following: at least a portion of the video data, at
least a portion of the position data, at least a portion of the time data, or any

combination thereof; an
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(1) determine track data based at least in part upon at least one of the
following: at least a portion of the video data, at least a portion of the position data, at

least a portion of the time data, or any combination thereof,

wherein the track data comprises at least one of the following: track centerline data,

feature data, verification data, or any combination thereof,
wherein the track data comprises the track centerline data,

wherein the track centerline data comprises data sufficient to define a centerline

between rails of the track along a section of the track,

wherein the track centerline data is used to determine a position and orientation of the

at least one camera device to the centerline of the track, and
wherein the at least one controller is further configured to:

identify at least one point on a surface of at least one feature located outside of the rails

and in the field of view forward of the at least one vehicle;

receive dimension data including known physical dimensions of the at least one

feature;

determine the relative position of the at least one feature with respect to the at least one
video camera device and the centerline of the track by processing the at least one point on the
surface of the at least one feature against the known dimensions of the at least one feature and

the track centerline data; and

determine the global position of the at least one feature by processing the relative
position of the at least one feature with respect to the at least one video camera device and the
centerline of the track against the at least a portion of the position data.

[005B] Optionally, the at least one controller is further configured to synchronize at
least a portion of the video data with at least a portion of the position data based at least

partially on at least a portion of the time data.

[005C] Optionally, prior to the determination step (i), the controller is configured to
receive camera calibration data, and wherein the camera calibration data includes at least one
of the following: focal length, lens distortion, pose, measured data, position data, orientation

data, viewpoint data, camera data, or any combination thereof.

[005D] Optionally, the at least one geographic positioning unit is a Global Positioning
System device in communication with at least one Global Positioning System satellite, and

wherein the position data comprises raw Global Positioning System data.

[005E] Optionally, the at least one controller is further configured to process at least a
portion of the raw Global Positioning System data by applying at least one processing routine

S2A -
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based at least partially on at least one of the following: pseudo-range data, satellite data,
ephemeris data, clock data, ionosphere data, correction data, third-party data, reference data, or

any combination thereof.

[005F] Optionally, the at least one processing routine comprises a Precise Point

Positioning technique.

[005G] Optionally, the track data determination system further comprises at least one
inertial measurement unit positioned on a portion of the vehicle and configured to generate

inertial data.

[005H] Optionally, the at least one controller is further configured to process at least a
portion of the position data by applying at least one processing routine based at least partially

on the inertial data.
[005]] Optionally, the at least one processing routine comprises a Kalman filter.
[005J] Optionally, the at least one controller is further configured to:

determine camera calibration data comprising at least one of the position of the at least

one video camera device and the orientation of the at least one video camera device; and

based at least partially on the time data, correlate at least a portion of the position data

and at least a portion of the camera calibration data.

[005K] Optionally, the at least one controller is further configured to determine feature
data.
[005L] Optionally, at least a portion of the feature data is determined by applying at

least one object recognition routine to at least a portion of the video data.

[005M] Optionally, at least a portion of the feature data is determined by

applying at least one pose estimation routine to at least a portion of the video data.

[005N] Optionally, at least one component of the at least one video camera device is
mounted to a front of the at least one locomotive that is spaced apart from a roof of the at least
one locomotive and substantially in line with the centerline of the track and a forward wheel

assembly kingpin.

[0050] Optionally, the relative position of the at least one feature with respect to the at
least one video camera device is determined based on a known standard width of the rails of

the track and a pixel width of the track in the video data.

[005P] Optionally, the track data determination system further comprises determining a
lateral distance to the at least one feature from the centerline of the track based on a pixel
width from the centerline of the track to the at least one feature in the video data at an area
perpendicular to the track.

_2B-
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[005Q] Optionally, the at least a portion of the track data including the track centerline
data is used to build an initial track database, and wherein the at least one controller is
configured to: (i) receive track data including track centerline data from the initial track
database; (i1) determine track centerline data based on the position data generated by the at
least one geographic positioning unit; (iii) determine the position and orientation of the at least
one camera device to the centerline of the track based on a difference between a position of the
at least one geographic positioning unit and a position of the at least one camera device and
the determined track centerline data; (iv) compare at least a portion of the track data including
the track centerline data from the initial track database to at least a portion of the determined
track centerline data; (v) based at least partially on the comparison, generate improved track
data; and (vi) populate the initial track database with the improved track data.

[005R] According to a second principal aspect, there is provided a computer-

implemented track data determination method, comprising:

capturing video data in at least one field-of-view forward of the at least one vehicle by
at least one video camera device positioned on a portion of at least one vehicle configured to

traverse a track;

generating position data and time data by at least one geographic positioning unit
associated with the at least one vehicle;

storing, by at least one recording device, at least one of the following: at least a portion
of the video data, at least a portion of the position data, at least a portion of the time data, or

any combination thereof; and

determining track data based at least in part upon at least one of the following: at least
a portion of the video data, at least a portion of the position data, at least a portion of the time

data, or any combination thereof,

wherein the track data comprises at least one of the following: track centerline data,

feature data, verification data, or any combination thereof,
wherein the track data comprises the track centerline data,

wherein the track centerline data comprises data sufficient to define a centerline

between rails of the track along a section of the track,

wherein the track centerline data is used to determine a position and orientation of the

at least one video camera device to the centerline of the track, and
wherein the method further comprises:

identifying at least one point on a surface of at least one feature located outside of the
rails and in the field of view forward of the at least one vehicle;

-2C -



04 Aug 2017

2013364345

10

15

20

25

30

receiving dimension data including known physical dimensions of the at least one

feature;

determining the relative position of the at least one feature with respect to the at least
one video camera device and the centerline of the track by processing the at least one point on
the surface of the at least one feature against the known dimensions of the at least one feature

and the track centerline data; and

determining the global position of the at least one feature by processing the relative
position of the at least one feature with respect to the at least one video camera device and the

centerline of the track against the at least a portion of the position data.

[005S] Optionally, the computer-implemented track data determination method further
comprises synchronizing at least a portion of the video data with at least a portion of the

position data based at least partially on at least a portion of the time data.

[005T] Optionally, prior to the determination step, the method further comprises
generating camera calibration data, and wherein the camera calibration data includes at least
one of the following: focal length, lens distortion, pose, measured data, position data,

orientation data, viewpoint data, camera data, or any combination thereof.

[005U] Optionally, the computer-implemented track data determination method further
comprises applying, to at least a portion of the position data, at least one processing routine
based at least partially on at least one of the following: pseudo-range data, satellite data,
ephemeris data, clock data, ionosphere data, correction data, third-party data, reference data, or

any combination thereof.

[005V] Optionally, the at least one processing routine comprises a Precise Point

Positioning technique.

[005W] Optionally, the computer-implemented track data determination method further

comprises:

generating inertial data by at least one inertial measurement unit positioned on a

portion of the vehicle; and

applying, to at least a portion of the position data, at least one processing routine based

at least partially on the inertial data.

[005X] Optionally, the at least one processing routine comprises a Kalman filter.
[005Y] Optionally, the computer-implemented track data determination method further
comprises:

determining camera calibration data comprising at least one of the position of the at

least one video camera device and the orientation of the at least one video camera device; and

2D -
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based at least partially on the time data, correlating at least a portion of the position

data and at least a portion of the camera data.

[005Z] Optionally, the computer-implemented track data determination method further

comprises determining feature data by at least one of the following:

applying at least one object recognition routine to at least a portion of the video data;

and
applying at least one pose estimation routine to at least a portion of the video data.

[00SAA] Optionally, the computer-implemented track data determination method
further comprises building an initial track database based at least partially on at least a portion
of the track data.

[005AB] Optionally, the computer-implemented track data determination method

further comprises:
receiving track data from an existing track database;

comparing at least a portion of the track data from the existing track database to at least
a portion of the determined track data; and

based at least partially on the comparison, building a corrected track database.

[005AC] Optionally, the computer-implemented track data determination method
further comprises mounting at least one component of the at least one video camera device to a
front of the at least one locomotive that is spaced apart from a roof of the at least one
locomotive and substantially in line with the centerline of the track and a forward wheel

assembly kingpin.

[005AD] According to another principal aspect, there is provided a track data
determination system for use in connection with at least one vehicle configured to traverse a

track, the system comprising:

at least one video camera device positioned on a portion of the at least one vehicle and
configured to capture video data in at least one field-of-view;

at least one geographic positioning unit associated with the at least one vehicle and

configured to generate position data and time data;

at least one recording device configured to store at least one of the following: at least a
portion of the video data, at least a portion of the position data, at least a portion of the time

data, or any combination thereof; and

at least one controller configured to:

_2E-
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(1) receive at least one of the following: at least a portion of the video data,
at least a portion of the position data, at least a portion of the time data,

or any combination thereof; and

(i)  determine track data based at least in part upon at least one of the
following: at least a portion of the video data, at least a portion of the
position data, at least a portion of the time data, or any combination
thereof,

wherein the track data comprises at least one of the following: track centerline data,

feature data, verification data, or any combination thereof,

wherein the at least one vehicle comprises a train having at least one locomotive

including a forward wheel assembly kingpin, and

wherein an antenna of the at least one geographic positioning unit is mounted

substantially directly over the forward wheel assembly kingpin of the at least one locomotive,
wherein the track data comprises the track centreline data,

wherein the track centerline data comprises data sufficient to define a centerline

between rails of the track along a section of the track,

wherein a position of the antenna including a height of the antenna from the track, a
position of the at least one video camera device, and a position of the track are correlated to

each other, and

wherein the track centerline data and correlated positions are used to determine a

position and orientation of the at least one camera device to the centerline of the track.

[005AE] In one embodiment, the at least one controller is further configured to
synchronize at least a portion of the video data with at least a portion of the position data based

at least partially on at least a portion of the time data.

[005AF] In another embodiment, prior to the determination step (ii), the controller is
configured to receive camera calibration data, and wherein the camera calibration data
includes at least one of the following: focal length, lens distortion, pose, measured data,

position data, orientation data, viewpoint data, camera data, or any combination thereof.

[005AG] In a further embodiment, the at least one geographic positioning unit is a Global
Positioning System device in communication with at least one Global Positioning System

satellite, and wherein the position data comprises raw Global Positioning System data.

[005AH] In another embodiment, the at least one controller is further configured to
process at least a portion of the raw Global Positioning System data by applying at least one
processing routine based at least partially on at least one of the following: pseudo-range data,

_2F -
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satellite data, ephemeris data, clock data, ionosphere data, correction data, third-party data,

reference data, or any combination thereof.

[00SAI] In a further embodiment, the at least one processing routine comprises a Precise

Point Positioning technique.

[005AJ] In another embodiment, the method further comprises at least one inertial
measurement unit positioned on a portion of the vehicle and configured to generate inertial
data.

[005AK] In a further embodiment, the at least one controller is further configured to
process at least a portion of the position data by applying at least one processing routine based
at least partially on the inertial data.

[005AL] In another embodiment, the at least one processing routine comprises a Kalman
filter.

[005AM] In a further embodiment, the at least one controller is further configured to:

determine camera calibration data comprising at least one of the position of the at least

one video camera device and the orientation of the at least one video camera device; and

based at least partially on the time data, correlate at least a portion of the position data

and at least a portion of the camera calibration data.

[005AN] In another embodiment, the at least one controller is further configured to

determine feature data.

[005A0] In one embodiment, at least a portion of the feature data is determined by

applying at least one object recognition routine to at least a portion of the video data.

[005AP] In another embodiment, at least a portion of the feature data is determined by

applying at least one pose estimation routine to at least a portion of the video data.
[005AQ)] In a further embodiment, the at least one pose estimation routine comprises:
(1) identifying at least one point on a surface of at least one feature;
(ii) receiving dimension data directed to the at least one feature;

(ii1)  determining the relative position of the at least one feature with respect to the at

least one video camera device; and
(iv)  determining the global position of the at least one feature.

[005AR] In one embodiment, the at least a portion of the track data is used to build an
initial track database.

[005AS] In another embodiment, the at least one controller is configured to:

(1) receive track data from an existing track database;
-2G -
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(1)  compare at least a portion of the track data from the existing track database to

at least a portion of the determined track data; and
(iii)  based at least partially on the comparison, build a corrected track database.

[005AT] In a further embodiment, at least one component of the at least one video
camera device is mounted to a front of the at least one locomotive that is spaced apart from a
roof of the at least one locomotive and substantially in line with the centerline of the track and
the forward wheel assembly kingpin.

[005AU] According to a further principal aspect, there is provided a computer-

implemented track data determination method, comprising:

capturing video data in at least one field-of-view by at least one video camera device

positioned on a portion of at least one vehicle configured to traverse a track;

generating position data and time data by at least one geographic positioning unit

associated with the at least one vehicle;

storing, by at least one recording device, at least one of the following: at least a portion
of the video data, at least a portion of the position data, at least a portion of the time data, or

any combination thereof; and

determining track data based at least in part upon at least one of the following: at least
a portion of the video data, at least a portion of the position data, at least a portion of the time

data, or any combination thereof,

wherein the track data comprises at least one of the following: track centerline data,

feature data, verification data, or any combination thereof,

wherein the at least one vehicle comprises a train having at least one locomotive

including a forward wheel assembly kingpin, and,

wherein an antenna of the at least one geographic positioning unit is mounted

substantially directly over a forward wheel assembly kingpin of the at least one locomotive,
wherein the track data comprises the track centerline data,

wherein the track centerline data comprises data sufficient to define a centerline

between rails of the track along a section of the track,

wherein a position of the antenna including a height of the antenna from the track, a
position of the at least one video camera device, and a position of the track are correlated to

each other, and

wherein the track centerline data and correlated positions are used to determine a

position and orientation of the at least one video camera device to the centerline of the track.

_2H-
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[005AV] In one embodiment, the method further comprises synchronizing at least a
portion of the video data with at least a portion of the position data based at least partially on

at least a portion of the time data.

[005A W] In another embodiment, prior to the determination step, the method further
comprises generating camera calibration data, and wherein the camera calibration data
includes at least one of the following: focal length, lens distortion, pose, measured data,

position data, orientation data, viewpoint data, camera data, or any combination thereof.

[005AX] In a further embodiment, the method further comprises applying, to at least a
portion of the position data, at least one processing routine based at least partially on at least
one of the following: pseudo-range data, satellite data, ephemeris data, clock data, ionosphere
data, correction data, third-party data, reference data, or any combination thereof.

[005AY] In another embodiment, the at least one processing routine comprises a Precise

Point Positioning technique.
[005AZ] In a further embodiment, the method further comprises:

generating inertial data by at least one inertial measurement unit positioned on a

portion of the vehicle; and

applying, to at least a portion of the position data, at least one processing routine based
at least partially on the inertial data.

[00SAAA]  In another embodiment, wherein the at least one processing routine comprises a

Kalman filter.
[005AAB] In a further embodiment, the method further comprises:

determining camera calibration data comprising at least one of the position of the at

least one video camera device and the orientation of the at least one video camera device; and

based at least partially on the time data, correlating at least a portion of the position

data and at least a portion of the camera data.

[00SAAC]  In another embodiment, the method further comprises determining feature data

by at least one of the following:

applying at least one object recognition routine to at least a portion of the video data;

and
applying at least one pose estimation routine to at least a portion of the video data.
[00SAAD] In a further embodiment, the at least one pose estimate routine comprises:
(1) identifying at least one point on a surface of at least one feature;

(i1) receiving dimension data directed to the at least one feature;

_2]-
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(ii1))  determining the relative position of the at least one feature with respect to the at

least one video camera device; and
(iv)  determining the global position of the at least one feature.

[005AAE] In another embodiment, the method further comprises building an initial track

database based at least partially on at least a portion of the track data.
[00SAAF] In one embodiment, the method further comprises:
receiving track data from an existing track database;

comparing at least a portion of the track data from the existing track database to at least

a portion of the determined track data; and
based at least partially on the comparison, building a corrected track database.

[005AAG] In another embodiment, the method further comprises mounting at least one
component of the at least one video camera device to a front of the at least one locomotive that
is spaced apart from a roof of the at least one locomotive and substantially in line with the

centerline of the track and the forward wheel assembly kingpin.

[0006] Embodiments of the present invention seek to provide a track data determination
system and method that address or overcome some or all of the various drawbacks and
deficiencies present in existing railroad track systems and networks. Generally, provided is a
track data determination system and method that generate accurate and useful data regarding
the location of track and/or features associated with the track in a complex track network.
Preferably, provided is a track data determination system and method that facilitate and
support the general implementation of a computerized train control system on numerous trains
navigating this complex track network. Preferably, provided is a track data determination
system and method that are scalable and reliable for mapping and/or modeling the track
infrastructure, with reduced or limited human involvement. Preferably, provided is a track data
determination system and method that facilitate the verification of existing track data, which

can be implemented on a periodic basis for continued verification.

[0007] Accordingly, and in one preferred and non-limiting embodiment, provided is a track
data determination system for use in connection with at least one vehicle configured to
traverse a track. This system includes: at least one video camera device positioned on a portion
of the at least one vehicle and configured to capture video data in at least one field-of-view; at
least one geographic positioning unit associated with the at least one vehicle and configured to
generate position data and time data; at least one recording device configured to store at least
one of the following: at least a portion of the video data, at least a portion of the position data,
at least a portion of the time data, or any combination thereof; and at least one controller to: (i)
receive at least one of the following: at least a portion of the video data, at least a portion of

the position data, at least a portion of the time data, or any combination
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thereof; and (ii) determine track data based at least in part upon at least one of the following:
at least a portion of the video data, at least a portion of the position data, at least a portion of
the time data, or any combination thereof.
[0008] In another preferred and non-limiting embodiment, provided is a computer-
implemented track data determination method. The method includes: capturing video data in
at least one field-of-view by at least one video camera device positioned on a portion of at
least one vehicle configured to traverse a track; generating position data and time data by at
least one geographic positioning unit associated with the at least one vehicle; storing, by at
least one recording device, at least one of the following: at least a portion of the video data, at
least a portion of the position data, at least a portion of the time data, or any combination
thereof; and determining track data based at least in part upon at least one of the following: at
least a portion of the video data, at least a portion of the position data, at least a portion of the
time data, or any combination thereof.
[0009] These and other features and characteristics of the present invention, as well as the
methods of operation and functions of the related elements of structures and the combination
of parts and economies of manufacture, will become more apparent upon consideration of the
following description and the appended claims with reference to the accompanying drawings,
all of which form a part of this specification, wherein like reference numerals designate
corresponding parts in the various figures. It is to be expressly understood, however, that the
drawings are for the purpose of illustration and description only and are not intended as a
definition of the limits of the invention. As used in the specification and the claims, the
singular form of “a”, “an”, and “the” include plural referents unless the context clearly
dictates otherwise.

DETAILED DESCRIPTION OF THE DRAWINGS

[0010] Fig. 1 is a schematic view of one embodiment of a track data determination system
according to the principles of the present invention;

[0011] Fig. 2 is a schematic view of another embodiment of a track data determination
system according to the principles of the present invention;

[0012] Fig. 3 is a schematic view of a further embodiment of a track data determination
system according to the principles of the present invention;

[0013] Fig. 4 is a schematic view of a still further embodiment of a track data
determination system according to the principles of the present invention; and

[0014] Fig. 5 is a schematic view of another embodiment of a track data determination

system according to the principles of the present invention.
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DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT(S)

[0015]  For purposes of the description hereinafter, the terms “end”, “upper”, “lower”,
“right”, “left”, “vertical”, “horizontal”, “top”, “bottom”, “lateral”, “longitudinal” and
derivatives thereof shall relate to the invention as it is oriented in the drawing figures. It is
also to be understood that the specific devices and processes illustrated in the attached
drawings, and described in the following specification, are simply exemplary embodiments of
the invention. Hence, specific dimensions and other physical characteristics related to the
embodiments disclosed herein are not to be considered as limiting. Further, it is to be
understood that the invention may assume various alternative variations and step sequences,
except where expressly specified to the contrary.

[0016] The present invention is directed to a track data determination system 10 and
associated methods for use in connection with a complex track network. Accordingly, the
system 10 and methods of the present invention are useful in connection with a wide variety
of transit systems where the vehicles are traversing a track or line that extends over a
distance. For example, as illustrated in Fig. 1, the system 10 is used in connection with a
vehicle, in this case a train TR that traverses a track T. As further illustrated in Fig. 1, the
track T has various features F associated with it, such as a mile marker, a bridge, a switch, a
signal, a crossing, and the like. These features F are located near or otherwise associated
with a specific length of track T.

[0017]  Collectively, the track T that extends through and between various locations makes
up the track network. As is known in the railroad industry, the existing track network is
complex and constantly being modified and/or newly installed. Therefore, the presently-
invented system 10 and methods are particularly useful in connection with the existing and
expanding track network in this railway industry. However, the invention is not limited
thereto, and is equally effective for use in connection with any track-based vehicle and
network.

[0018]  Further, it should be noted that various components of the system 10 are controlled
by and/or in communication with one or more computing devices. Accordingly, as used

% &

hereinafter, the term “controller,” “central controller,” or “computer” refers to any computing
device that is suitable to facilitate this automated control and communication by and between
the various components and devices in the system 10.

[0019]  One preferred and non-limiting embodiment of the track data determination system

10 is illustrated in schematic form in Fig. 2. In particular, this embodiment of the system 10



WO 2014/098951 PCT/US2013/033783

of the present invention includes at least one video camera device 12 that is positioned on or
otherwise associated with a portion of the train TR, such as a locomotive L. This video
camera device 12 is programmed, configured, or adapted to capture video data 14 in at least
one field-of-view 16. This video data 14 may be in the form of a digital signal, an analog
signal, an optical signal, or any other suitable information signal that can carry or provide
data regarding at least the field-of-view 16. Further, the video camera device 12 can be any
suitable unit, such as a high-resolution or high-definition digital video camera.

[0020]  The system 10 further includes a geographic positioning unit 18, which, like the
video camera device 12, in this embodiment, is positioned on or associated with the train TR.
The geographic positioning unit 18 is programmed, configured, or adapted to generate
position data 20 and time data 22. In particular, the position data 20 includes information
about the position of the geographic positioning unit 18, namely the receiver of this unit 18.
Similarly, the time data 22 includes information relating to the time that the position data 20
was transmitted, received, and/or processed by the geographic positioning unit 18.

[0021] With continued reference to Fig. 2, the system includes at least one recording
device 24, which is programmed, configured, or adapted to store at least a portion of the
video data 14, at least a portion of the position data 20, and/or at least a portion of the time
data 22. Accordingly, this recording device 24 acts as the central repository for the data
streams that are being collected to by the video camera device 12 and/or the geographic
positioning unit 18. Further, it is envisioned that this recording device 24 may receive inputs
from other local components on the train TR, such as the onboard controller (OBC), as well
as remote data feeds from other devices on the train TR or remotely positioned from the train
TR, such as central dispatch or the like.

[0022] In this embodiment, the system 10 also includes at least one controller 26. This
controller 26 may be separate from or integrated with the existing OBC of the train TR. In
addition, this controller 26 also refers to multiple controllers or computers remote from each
other. Accordingly, the various data processing steps can be performed on one or more
controllers, computers, computing devices, and the like, which may be on the train TR,
integrated with the train TR OBC, and/or remote from the train TR (such as at central
dispatch or other railway office). Regardless, this controller 26 is programmed, configured,
or adapted to receive at least a portion of the video data 14, at least a portion of the position
data 20, and/or at least a portion of the time data 22. Accordingly, this information and data
can be received directly or indirectly from the recording device 24, or directly or indirectly

from the video camera device 12 and the geographic positioning unit 18. In addition, the
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controller 26 determines track data 28 based at least partially on at least a portion of the video
data 14, at least a portion of the position data 20, and/or at least a portion of the time data 22.
[0023]  Further, while this track data 28 can include any information regarding the track T,
the features F, and/or the train TR, in one preferred and non-limiting embodiment, the track
data 28 includes track centerline data 30, feature data 32, and/or verification data 34. The
track centerline data 30 includes at least data or information sufficient to determine the
centerline C (i.e., the center between the rails along a section of track T) of the track T upon
which the train TR is traversing. The feature data 32 includes data and information about the
feature F, such as its location with respect to the train TR, its location with respect to the
tracks T, or any other information about the specific feature F. Further, the verification data
34 includes data and information that allows for the verification of existing track data 28,
such that this existing information can be verified or otherwise analyzed.

[0024] In another preferred and non-limiting embodiment, the controller 26 is
programmed, configured, or adapted to synchronize at least a portion of the video data 14
with at least a portion of the position data 20. In particular, this synchronization process is
implemented using the time data 22 from the geographic positioning unit 18. Further, this
synchronization facilitates the accurate location of the centerline C of the track T and/or the
location or position of the feature F in the field-of-view 16. In addition, the controller 26 is
programmed, configured, or adapted to correlate positions between at least one component of
the video camera device 12, at least one component of the geographic positioning unit 18, at
least a portion of the train TR, at least a portion of the track T, or any combination of these
components or positions. Specifically, and whether predetermined, manually-determined, or
dynamically-determined, the relative positioning between the video camera device 12, the
geographic positioning unit 18, the train TR, and/or the track T occurs in order to accurately
place the train TR, the track T, the centerline C of the track T, and/or the feature F in the
field-of-view 16. As discussed, the positions of these components and locations are provided
or determined to ensure appropriate synchronization, correlation, and accuracy in the system
10.

[0025] In another preferred and non-limiting embodiment, and prior to determining the
track data 28, the controller 26 can be programmed, configured, or adapted to receive camera
calibration data 36. It is also envisioned that the controller 26 can create or generate this
camera calibration data 36. Further, the camera calibration data 36 includes, but is not
limited to, focal length, lens distortion, pose, measured data, position data, orientation data,

viewpoint data, and/or camera data. In particular, this camera calibration data 36 includes
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data and information sufficient to correlate and/or translate the incoming information from
the field-of-view 16 and the video data 14 with the other incoming data streams to the
controller 26. In essence, the conditions, physical location, and operating components of the
video camera device 12 should be accurately understood or determined in order to ensure that
the track data 28, such as the feature data 32, and the track centerline data 30, are as accurate
and realistic as possible. In addition, the camera calibration data 36 is important in order to
make further determinations and correlations between the train TR, the track T, and the
features F. For example, the camera calibration data 36 may include camera data relating to
the position and/or the orientation of the video camera device 12, such as the mounting
position on the train TR. Again, all of this camera calibration data is used to provide
accuracy in the determined track data 28.

[0026] In another preferred and non-limiting embodiment, the geographic positioning unit
18 is in the form of a Global Positioning System (GPS) device, which is in communication
with at least one GPS satellite and represents a space-based global navigation satellite system
that provides reliable location and time information anywhere on or near the Earth when there
is a substantially unobstructed line of sight to 4 or more satellites. In this embodiment, at
least a portion of the position data 20 is in the form of raw GPS data 38. Further, the
controller 26 is configured to receive and/or process at least a portion of this raw GPS data 38
by applying one or more processing routines 40. These processing routines 40 can take a
variety of forms, and may take into account pseudo-range data, satellite data, ephemeris data,
clock data, ionosphere data, correction data, third-party data, and/or reference data. Once
processed, corrected GPS data 41 is determined and/or provided for further use in one or
more processing routines of the system 10 for determining the track centerline data 30,
feature data 32, and/or other intermediate or final data points or streams.

[0027] In another preferred and non-limiting embodiment, the processing routine 40 takes
the form of a Precise Point Positioning (PPP) technique or process. Such a technique
provides an automated program that takes into account one or more of the above-listed
features and conditions. For example, certain network data, estimates of GPS clocks, GPS
orbits, satellite orbits, and various latencies and accuracy conditions can be used to process
the raw GPS data 38, as obtained from the geographic positioning unit 18. Further, the
Precise Point Positioning technique and system provides for the precise analysis of raw GPS
data 38, for example, dual-frequency GPS data from stationary receivers, and obviates a need
for a user to learn the specific details of all GPS processing software. This Precise Point

Positioning technique is discussed in the reference: Precise Post-processing of GPS Data:
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Products and Services from JPL; James F. Zumberger and Frank H. Webb; Jet Propulsion
Laboratory, California Institute of Technology; January 2001, the contents of which are
incorporated herein by reference.

[0028] In another preferred and non-limiting embodiment, the processing routine 40
includes the following steps: (1) calibrate the video camera device 12; (2) initialize or begin
the synchronization routine for the incoming data streams (e.g., video data 14, position data
20, track data 28, feature data 32, and the like) based at least partially upon time data 22; (3)
collect/process the video data 14 on a frame-by-frame basis; (4) collect/process position data
20 at a rapid rate; (5) associate and record time data 22 and position data 20 with video data
14 (preferably on a per-frame basis); and (6) determine whether the processing routine 40 is
complete.

[0029] In another preferred and non-limiting embodiment, the processing routine 40
includes the following steps: (1) access or obtain the recorded data; (2) extract the raw GPS
data 38; (3) submit or transmit the raw GPS data 38 to a remote correction service (e.g., a
remotely-operated PPP technique or process) for creation and/or determination of the
corrected GPS data 41; (4) receive corrected GPS data 41; (5) import the corrected GPS data
41 into one or more databases; and (6) store and associate the raw GPS data 38 and the
corrected GPS data 41 for use in further processing, such as video data 14/position data
20/time data 22 matching (e.g., frame-by-frame matching and/or association, as discussed
above). Again, this processing technique (i.e., processing the raw GPS data 38 into corrected
GPS data 41) may be in the form of computer program stored locally on the controller 26, on
the OBC of the train TR, at central dispatch, at a third-party server, or in any other accessible
computing device, server, and the like.

[0030] In a still further preferred and non-limiting embodiment, and as illustrated in Fig.
3, the track data determination system 10 includes at least one inertial measurement unit 42
positioned on a portion of the train TR. This inertial measurement unit 42 is used to generate
inertial data 44 that can be used to provide additional position data 20 (or otherwise augment
this data 20). This inertial measurement unit 42 may be in the form of one or more sensors,
such as an accelerometer, a gyroscope, a magnetometer, a pressure sensor, or the like.

[0031] Accordingly, at least a portion of the inertial data 44 can be used in providing more
accurate track data 28, or providing data in GPS-denied or -limited environments.
Specifically, the controller 26 is further programmed, configured, or adapted to process at
Jeast a portion of the position data 20 by applying at least one processing routine 40 based on

or including some or all of the inertial data 44. Still further, the processing routine 40 may
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utilize or otherwise include a Kalman filter to provide additional accuracy in the
determinations. Such a Kalman filter is a mathematical method that uses the inertial data 44
(which contains noise and other random variations/inaccuracies) and generates values that
tend to be closer to the true values of the measurements and their associated calculated
values.

[0032] In a still further preferred and non-limiting embodiment, the controller 26 is
programmed, configured, or adapted to determine camera calibration data 36 including the
position of the video camera device 12 (on the train TR) and the orientation of the video
camera device 12 (which provides the field-of-view 16). Further, based at least partially on
the time data 22, the controller 26 is programmed, configured, or adapted to correlate at least
a portion of the position data 20 and at least a portion of the camera calibration data 36.
Accordingly, the system 10 of the present invention provides the correlation between position
data 20 and camera calibration data 36 for use in providing the track data 28 and/or
improving the existing track data 28. In addition, in this embodiment, the track data 28 may
be in the form of track centerline data 30.

[0033] In a further preferred and non-limiting embodiment, the controller 26 is
programmed, configured, or adapted to determine feature data 32 (as part of the track data
28). Specifically, at least a portion of the feature data 32 is determined by applying at least
one object recognition routine 46 to at least a portion of the video data 14, thereby utilizing
and/or obtaining object recognition data 47. See Fig. 3. In addition, or in the alternative, at
least a portion of the feature data 32 is determined by applying at least one pose estimation
routine 48 to at least a portion of the video data 14. In particular, and in one preferred and
non-limiting embodiment, the pose estimation routine 48 includes the following processing
steps: (1) identifying at least one point on a surface of at least one feature F (e.g., a mile post,
a bridge, a switch, a signal, a piece of equipment at a crossing, or the like); (2) receiving
dimension data directed to or associated with the feature F; (3) determining the relative
position of the feature F with respect to the video camera device 12; and (4) determining the
global position of the feature F. Accordingly, this process allows for the determination of the
global position of a feature F along a track T (or in the track network) using object
recognition techniques. It is recognized that the dimension data of the feature F, such as
height, width, depth, shape, etc., may be predetermined, manually entered, automatically
recognized, or otherwise dynamically generated during the process. Since many of the
features F and associated equipment have known dimensions, this information and data can

be used in the pose estimation routine 48 to determine the global position of the feature F.
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[0034] In another preferred and non-limiting embodiment, the track data 28 can be
determined by processing the video data 14 (such as one or more frames of the video) to
determined the location of the image of the rails of the track T. Since the rails are a standard
length apart, the distance in front of the video camera device 12 can be determined by the
pixel width of the track T at a certain point. The centerline C of the track T can be
constructed between the track T and the lateral distance to the feature F to the side of the rail
by determining the pixel width at the area perpendicular to the track T. Similar such pixel-
based and other video analytic processes could be used to determine track data T, such as
feature data 32.

[0035] In another preferred and non-limiting embodiment, and as illustrated in Fig, 4, the
track data determination system 10 may facilitate the generation of an initial track database
50. Accordingly, this initial track database 50 is populated with information, i.e., track data
38, that is accurate, as based upon the above-described processing steps. It is further
recognized that this initial track database 50 can be built and/or generated by the controller
26, as located on the train TR, by the controller 26, as located remotely from the train TR,
and/or by some other controller or computing device, such as an offline computing system or
a network system in communication with central dispatch or other central data depository.
[0036] In a further preferred and non-limiting embodiment, and with continued reference
to Fig. 4, once populated with track data 28, the initial track database 50 becomes the
operational database that is used by central dispatch and provided to or used in connection
with the onboard controller for operation of the train TR. Further, and after such
implementation and use, the initial track database 50 is considered the existing track database
for use in operations in the track network. Therefore, and in another preferred and non-
limiting embodiment, the controller 26 (whether local to the train TR or remote therefrom) is
programmed, configured, or adapted to receive track data 28 from an existing track database
(e.g., the initial track database 50). Next, the controller 26 compares at least a portion of the
track data 28 from the existing track database to at least a portion of the determined track data
28 produced by the above-discussed processing steps and routines. Based at least partially
upon this comparison, a corrected track database 52 is built or generated. Accordingly, the
presently-invented system 10 can be used to not only establish the initial track database 50,
but can also be used as a verification tool and/or a corrective process to provide improved
track data 28. Additionally, such improved track data 28 and/or a corrected track database 52
leads to an overall improved operational process of the trains TR on the tracks T in the track

network,

-10-



WO 2014/098951 PCT/US2013/033783

[0037]  With reference to Fig. 5, and in a further preferred and non-limiting embodiment,
the train TR includes at least one locomotive L, which includes at least one, and typically
two, wheel assembly kingpins K; and K,. These wheel assembly kingpins K; and K,
represent the pivot point on which a truck swivels, and are also known as the center pins. In
this embodiment, a component of the geographic positioning unit 18 is mounted substantially
directly over at least one of the wheel assembly kingpins K. In particular, it is preferable that
the antenna of the geographic positioning unit 18, e.g., a GPS unit, is located above the front
or forward wheel assembly kingpin K,. This positioning is particularly beneficial since the
kingpins K; and K, are continually positioned over the centerline C of the track T. Therefore,
the position information received and/or generated by the geographic positioning unit 18 (as
position data 20) is more accurate and reflective of the centerline C, i.e., track centerline data
30.

[0038] In addition, as further illustrated in Fig. 5, in another preferred and non-limiting
embodiment, the video camera device 12 is mounted on or near the front of the locomotive L
and substantially in line with the wheel assembly kingpins K; and K,. As with the
geographic positioning unit 18, this preferential mounting of the video camera device 12 to
the front of a locomotive L optimizes the field-of-view 16 and leads to more accurate track
data 28. However, it is recognized that when the locomotive L is traversing a bend in the
track T, the video camera device 12, as mounted to the front of the locomotive L, is now
pointing away from and/or is offset from the centerline C of the track T. However, as
discussed above, the appropriate processing routines 40, together with the above-discussed
pose estimation routine 48, takes this in to account. Therefore, the presently-invented system
10 provides for accurate and improved track data 28 for population in the initial track
database 50 and/or corrected track database 52.

[0039] EXAMPLE

[0040] In one exemplary embodiment of the presently-invented system 10, and with
specific respect to calibration, manual measurements are made to correlate the positions of
the geographic positioning unit 18 (e.g., the antenna of the unit), the video camera device 12,
and the track T to each other for later processing. The height of the antenna from the track T
may be important to tracking the centerline C. Further, the position difference between the
antenna (or some of component of the geographic positioning unit 18) and the video camera
device 12 can be used for correlating the position of the observed track features F (or
centerline C) to the recorded position data 20. It is also useful to measure the distance

between the wheel assembly kingpins K; and K, of the front and rear wheel assembly to
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compensate for the fact that the video camera device 12 will not be positioned over the
centerline C of a curved track T (as discussed above).

[0041]  Further, and as discussed, the video camera device 12 should be calibrated to
account for at least the focal length and lens distortion. In this exemplary embodiment, this
can be achieved by observing a test pattern with the video camera device 12 and using video
analytic software to calculate a camera profile. Test pattern observation can be done in the
field, pre-mission, or post-mission. In addition, the pose of the video camera device 12 can
be hand measured. However, in this instance, it may provide some uncertainties from which
point on the video camera device 12 to measure to get correlation between the video and real-
life measurements. Therefore, and alternatively, the position and orientation of the video
camera device 12 can be calculated by observing a track T. In particular, and since tracks T
are parallel lines of known distance apart, the viewpoint or field-of-view 16 of the video
camera device 12 can be extrapolated from the track video.

[0042] The position difference between the antenna (of the geographic positioning unit
18) and the video camera device 12 may be also difficult to measure. One alternative would
be to observe a marker with the video camera device 12 and measure the position difference
between the antenna and the marker. The relative position of the marker to the video camera
device 12 can then be extrapolated with video analytics, and compared to the relative position
of the marker to the antenna.

[0043] In this example, and after mounting, the antenna of the geographic positioning unit
18 should remain substantially stationary for 10-15 minutes in order to establish a high-
accuracy baseline. This calibration should be repeated if the antenna loses connection with
the satellites. It is recognized that the use of a dual-frequency GPS receiver would require
significantly less calibration time. Such a dual-frequency GPS receiver can generate
measurements on both L-band frequencies, where these dual-frequency measurements are
useful for high precision (pseudo-range-based) navigation, since the ionospheric delay can be
determined, and the data corrected for it. This pseudo-range-based navigation includes
distance measurements based on the correlation of a satellite’s transmitted code and the local
receiver’s reference code, which has not been corrected for errors in synchronization between
the transmitter’s clock and the receiver’s clock.

[0044]  Continuing with this example, and with reference to recording, once calibration is
complete the track T “run” can be performed. The locomotive L is driven across the selected
section or portion of track T while position data 20 is obtained by the geographic positioning

unit 18 and video data 14 is obtained from the video camera device 12. In this example, the
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recording device 24 is a digital video recorder (DVR), which records information in a digital
format on a mass storage device, such as the video data 14, while a separate device may be
used to log the raw GPS data 38 from the geographic positioning unit 18. Of course, these
may be the same recording devices 24. Still further, it is envisioned that this “run” may be
the locomotive L operating for the specific purpose of collecting information and data, or
alternatively, may be the train TR operating in its normal course of business and transit.
[0045] In order for frames from the track video (video data 14) to correspond with GPS
positions (position data 20), they should be synchronized. In this example, this is achieved
by time-stamping the video data 14 and the position data 20. As is known, and when using a
GPS, position data 20 is time-stamped by the geographic positioning unit 18 based upon data
from the GPS satellite signals. Further, the video data 14 is time-stamped by the recording
device 24. Thereafter, the recording device 24 receives time information from the geographic
positioning unit 18, such that the time-stamps of the position data 20 and video data 14 are in
complete and accurate alignment and synchronization.

[0046] In the present example, and with reference to the processing functions, the raw
GPS data 38 is obtained from the recording device 24 (or data logger), and this collection
may occur during the mission or post-mission. Next, and as discussed above, post-processing
routines are implemented using, in this example, Continuously Operating Reference Station
(CORS) data downloaded from the Nation Geodetic Survey (NGS) to correct the raw GPS
data 38 and obtain the corrected GPS data 41. The use of the processing routines 14 (e.g.,
processing routine 40) and CORS data eliminates much of the noise and inaccuracy of the
field-collected data. This is based upon the integrity of the data of CORS, which is highly-
accurate pseudo range data, with satellite ephemeris information (e.g., values from which a
satellite’s position and velocity at any instance in time can be obtained), clock correction
data, and ionosphere correction data (data regarding the interference and variations caused by
the ionosphere band in the atmosphere). The correction process (or processing routine 40)
used in this example is the above-discussed Precise Point Positioning technique.

[0047] It is recognized that the accuracy of the position data 20 depends upon the number
of satellites the geographic positioning unit 18 connects to during the collection process, the
distance of the selected CORS to the geographic positioning unit 18, and the amount of time
spent stationary for initialization. In this example, additional accuracy can be obtained by
collecting and processing inertial data 44 from one or more inertial measurement units 42 on
the train TR, which is especially useful in areas where satellite signals are absent, weak, or

easily lost. In this instance, the accurate position data 20 can then be averaged with the
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above-discussed Kalman filter (or some similar process) to obtain a smooth and accurate
track centerline data 30 and/or other track data 28.

[0048] Continuing with the example, once the track centerline data 30 is calculated, the
difference in geographic positioning unit 18 (or antenna) position and video camera device 12
position can be applied to determine the position and orientation of the video camera device
12 in relation to the centerline C. Since the video data 14 and position data 20 are
synchronized to the same clock, the time-stamp of any frame of video can be used to
determine the global position and orientation of the video camera device 12 during that
frame.

[0049]  As discussed above, the presently-invented system 10 can be used in connection
with any track T or features F. For example, such features F may include switches, signals,
crossings, mile markers, bridges, and the like. As is known, and in order to produce effective
and useful PTC track data 28, such features F should be identified. In this example, they may
either be identified visually by a person manually analyzing the video data 14, or
alternatively, using object recognition techniques that automatically detect these features F.
As discussed above, the processing routines 40, 46 and/or 48 may be programmed,
configured, or adapted to understand what different features F look like, and thereby,
automatically identify them in the video data 14.

[0050] As also discussed above, and in this example, a pose estimation routine 48 may be
implemented, which represents the process of determining the location of an object viewed
by a camera relative to the camera. Accordingly, the pose estimation routine 48 can be
utilized in connection with the video data 14 by identifying points on the surface of fhe
feature F and processing those against known dimensions of the feature F. For example,
knowing a mile marker is exactly a meter in height, the position of the mile marker relative to
the video camera device 12 can be calculated. Once the position relative to the video camera
device 12 is known, this can be processed against the adjusted or post-processed GPS data to
give the global position of the track feature F.

[0051]  Still further, and as discussed, the presently-invented system 10 is useful not only
for the initial mapping of a track T and features F, but in connection with validating
previously-mapped track T and features F. Using the reverse pose estimation routine 48 or
process, the known position of features F can be highlighted on the track video. The
highlights can be analyzed (automatically or manually) to confirm the presence of these

features F and the accuracy of the position data 20.
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[0052] In this manner, the presently-invented system 10 and methods generate accurate
and useful track data 28 regarding the location of the track T (including the centerline C), as
well as features F associated with the track T, in a complex track network. In addition, the
track data determination system 10 and methods facilitate and support the general
implementation of a Positive Train Control system. Still further, the system 10 and methods
are scalable and reliable for mapping and/or modeling the track infrastructure, with reduced or
eliminated human involvement. Still further, the track data determination system 10 and
methods facilitate the verification of existing track data 38, which can be implemented on a

periodic basis for continued verification.

[0053] Although the invention has been described in detail for the purpose of
illustration based on what is currently considered to be the most practical and preferred
embodiments, it is to be understood that such detail is solely for that purpose and that the
invention is not limited to the disclosed embodiments, but, on the contrary, is intended to
cover modifications and equivalent arrangements that are within the spirit and scope of the
appended claims. For example, it is to be understood that the present invention contemplates
that, to the extent possible, one or more features of any embodiment can be combined with one

or more features of any other embodiment.

[0054] Throughout this specification, and the claims which follow, unless the context requires
otherwise, the word “comprise” or variations such as “comprises” or “comprising”, will be
understood to imply the inclusion of a stated integer or group of integers but not the exclusion

of any other integer or group of integers.

[0055] Furthermore, throughout this specification, and the claims which follow, unless the
context requires otherwise, the word “include” or variations such as “includes” or “including”,
will be understood to imply the inclusion of a stated integer or group of integers but not the

exclusion of any other integer or group of integers.
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1. A track data determination system for use in connection with at least one vehicle

configured to traverse a track, the system comprising:

at least one video camera device positioned on a portion of the at least one vehicle and
configured to capture video data in at least one field-of-view forward of the at least one

vehicle;

at least one geographic positioning unit associated with the at least one vehicle and
configured to generate position data and time data;

at least one recording device configured to store at least one of the following: at least a
portion of the video data, at least a portion of the position data, at least a portion of the time

data, or any combination thereof; and
at least one controller configured to:

(1) receive at least one of the following: at least a portion of the video data, at
least a portion of the position data, at least a portion of the time data, or any

combination thereof; and

(i1) determine track data based at least in part upon at least one of the following:
at least a portion of the video data, at least a portion of the position data, at least a

portion of the time data, or any combination thereof,

wherein the track data comprises at least one of the following: track centerline data,

feature data, verification data, or any combination thereof,
wherein the track data comprises the track centerline data,

wherein the track centerline data comprises data sufficient to define a centerline

between rails of the track along a section of the track,

wherein the track centerline data is used to determine a position and orientation of the

at least one camera device to the centerline of the track, and
wherein the at least one controller is further configured to:

identify at least one point on a surface of at least one feature located outside of the rails

and in the field of view forward of the at least one vehicle;

receive dimension data including known physical dimensions of the at least one

feature;

determine the relative position of the at least one feature with respect to the at least one

video camera device and the centerline of the track by processing the at least one point on the
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surface of the at least one feature against the known dimensions of the at least one feature and

the track centerline data; and

determine the global position of the at least one feature by processing the relative
position of the at least one feature with respect to the at least one video camera device and the

centerline of the track against the at least a portion of the position data.

2. The track data determination system of claim 1, wherein the at least one controller is
further configured to synchronize at least a portion of the video data with at least a portion of

the position data based at least partially on at least a portion of the time data.

3. The track data determination system of claim 1 or claim 2, wherein, prior to the
determination step (ii), the controller is configured to receive camera calibration data, and
wherein the camera calibration data includes at least one of the following: focal length, lens
distortion, pose, measured data, position data, orientation data, viewpoint data, camera data, or

any combination thereof.

4. The track data determination system of any one of the preceding claims, wherein the at
least one geographic positioning unit is a Global Positioning System device in communication
with at least one Global Positioning System satellite, and wherein the position data comprises

raw Global Positioning System data.

5. The track data determination system of claim 4, wherein the at least one controller is
further configured to process at least a portion of the raw Global Positioning System data by
applying at least one processing routine based at least partially on at least one of the following:
pseudo-range data, satellite data, ephemeris data, clock data, ionosphere data, correction data,
third-party data, reference data, or any combination thereof.

6. The track data determination system of claim 5, wherein the at least one processing

routine comprises a Precise Point Positioning technique.

7. The track data determination system of any one of the preceding claims, further
comprising at least one inertial measurement unit positioned on a portion of the vehicle and

configured to generate inertial data.
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8. The track data determination system of claim 7, wherein the at least one controller is
further configured to process at least a portion of the position data by applying at least one

processing routine based at least partially on the inertial data.

9. The track data determination system of claim 8, wherein the at least one processing

routine comprises a Kalman filter.

10. The track data determination system of any one of the preceding claims, wherein the at

least one controller is further configured to:

determine camera calibration data comprising at least one of the position of the at least

one video camera device and the orientation of the at least one video camera device; and

based at least partially on the time data, correlate at least a portion of the position data

and at least a portion of the camera calibration data.

11. The track data determination system of any one of the preceding claims, wherein the at

least one controller is further configured to determine feature data.

12. The track data determination system of claim 11, wherein at least a portion of the
feature data is determined by applying at least one object recognition routine to at least a

portion of the video data.

13. The track determination system of claim 11 or claim 12, wherein at least a portion of
the feature data is determined by applying at least one pose estimation routine to at least a

portion of the video data.

14. The track data determination system of any one of the preceding claims, wherein at
least one component of the at least one video camera device is mounted to a front of the at
least one locomotive that is spaced apart from a roof of the at least one locomotive and

substantially in line with the centerline of the track and a forward wheel assembly kingpin.

15. A computer-implemented track data determination method, comprising:
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capturing video data in at least one field-of-view forward of the at least one vehicle by
at least one video camera device positioned on a portion of at least one vehicle configured to

traverse a track;

generating position data and time data by at least one geographic positioning unit

associated with the at least one vehicle;

storing, by at least one recording device, at least one of the following: at least a portion
of the video data, at least a portion of the position data, at least a portion of the time data, or

any combination thereof; and

determining track data based at least in part upon at least one of the following: at least
a portion of the video data, at least a portion of the position data, at least a portion of the time

data, or any combination thereof,

wherein the track data comprises at least one of the following: track centerline data,

feature data, verification data, or any combination thereof,
wherein the track data comprises the track centerline data,

wherein the track centerline data comprises data sufficient to define a centerline

between rails of the track along a section of the track,

wherein the track centerline data is used to determine a position and orientation of the

at least one video camera device to the centerline of the track, and
wherein the method further comprises:

identifying at least one point on a surface of at least one feature located outside of the

rails and in the field of view forward of the at least one vehicle;

receiving dimension data including known physical dimensions of the at least one

feature;

determining the relative position of the at least one feature with respect to the at least
one video camera device and the centerline of the track by processing the at least one point on
the surface of the at least one feature against the known dimensions of the at least one feature

and the track centerline data; and

determining the global position of the at least one feature by processing the relative
position of the at least one feature with respect to the at least one video camera device and the
centerline of the track against the at least a portion of the position data.

16. The track data determination method of claim 15, further comprising synchronizing at
least a portion of the video data with at least a portion of the position data based at least
partially on at least a portion of the time data.
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17. The track data determination method of any one of the preceding claims when
dependent on claim 15, wherein, prior to the determination step, the method further comprises
generating camera calibration data, and wherein the camera calibration data includes at least
one of the following: focal length, lens distortion, pose, measured data, position data,

orientation data, viewpoint data, camera data, or any combination thereof.

18. The track data determination method of any one of the preceding claims when
dependent on claim 15, further comprising applying, to at least a portion of the position data,
at least one processing routine based at least partially on at least one of the following: pseudo-
range data, satellite data, ephemeris data, clock data, ionosphere data, correction data, third-

party data, reference data, or any combination thereof.

19. The track data determination method of any one of the preceding claims when
dependent on claim 18, wherein the at least one processing routine comprises a Precise Point

Positioning technique.

20. The track data determination method of any one of the preceding claims when

dependent on claim 15, further comprising:

generating inertial data by at least one inertial measurement unit positioned on a

portion of the vehicle; and

applying, to at least a portion of the position data, at least one processing routine based

at least partially on the inertial data.

21. The track data determination method of claim 20, wherein the at least one processing

routine comprises a Kalman filter.

22. The track data determination method of any one of the preceding claims when

dependent on claim 15, further comprising:

determining camera calibration data comprising at least one of the position of the at

least one video camera device and the orientation of the at least one video camera device; and

based at least partially on the time data, correlating at least a portion of the position

data and at least a portion of the camera data.
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23. The track data determination method of any one of the preceding claims when
dependent on claim 15, further comprising determining feature data by at least one of the

following:

applying at least one object recognition routine to at least a portion of the video data;

and

applying at least one pose estimation routine to at least a portion of the video data.

24, The track data determination method of any one of the preceding claims when
dependent on claim 15, further comprising building an initial track database based at least
partially on at least a portion of the track data.

25. The track data determination method of any one of the preceding claims when

dependent on claim 15, further comprising:
receiving track data from an existing track database;

comparing at least a portion of the track data from the existing track database to at least

a portion of the determined track data; and

based at least partially on the comparison, building a corrected track database.

26. The track data determination method of any one of the preceding claims when
dependent on claim 15, the method further comprising mounting at least one component of the
at least one video camera device to a front of the at least one locomotive that is spaced apart
from a roof of the at least one locomotive and substantially in line with the centerline of the

track and a forward wheel assembly kingpin.

27. The track data determination system of any one of claims 1 to 14, wherein the relative
position of the at least one feature with respect to the at least one video camera device is
determined based on a known standard width of the rails of the track and a pixel width of the

track in the video data.

28. The track data determination system of claim 27, further comprising determining a lateral

distance to the at least one feature from the centerline of the track based on a pixel width from
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the centerline of the track to the at least one feature in the video data at an area perpendicular
to the track.

29, The track data determination system of any one of claims 1 to 14, 27, or 28, wherein
the at least a portion of the track data including the track centerline data is used to build an
initial track database, and wherein the at least one controller is configured to: (i) receive track
data including track centerline data from the initial track database; (i1) determine track
centerline data based on the position data generated by the at least one geographic positioning
unit; (iii) determine the position and orientation of the at least one camera device to the
centerline of the track based on a difference between a position of the at least one geographic
positioning unit and a position of the at least one camera device and the determined track
centerline data; (iv) compare at least a portion of the track data including the track centerline
data from the initial track database to at least a portion of the determined track centerline data;
(v) based at least partially on the comparison, generate improved track data; and (vi) populate
the initial track database with the improved track data.
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