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(57) ABSTRACT 

A System an method providing an easy to use tool for 
preparing animated characters for use on the Internet or in 
other environments. Requiring only limited user input and 
Selection, the System and method essential automatically 
choreograph and Synchronizes reusable animation compo 
nents with dialog streams and with gestures. Once gener 
ated, the resulting choreography can be embedded into a 
hypertext markup language (HTML) web page with an 
appropriate audio player plug-in to deliver any number of 
animated dialogues with minimal wait time and minimal 
developer effort, or can be similarly embedded or used with 
other Software. 
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SYSTEMAND METHOD FOR AUTOMATIC 
ANIMATION GENERATION 

REFERENCE TO RELATED APPLICATION 

0001. This application is a continuation-in-part of parent 
application Ser. No. 09/031488 filed on Feb. 26, 1998, 
which is hereby incorporated herein in its entirety. 

BACKGROUND 

0002) 1. Field 
0003. The system and method disclosed herein relate 
generally to animation production and more specifically to 
methods and Systems for automatically generating anima 
tion for use in connection with Internet web pages and/or for 
embedding into applications Such as Windows applications 
that use Microsoft Object Linking and Embedding (“OLE”) 
or other applications. Examples include animated talking 
characters in Microsoft Powerpoint presentations, Word 
word processing, and Microsoft Outlook E-mail. Other 
examples include playing the characters on a Stand-alone 
window floating on the desktop outside of any other appli 
cation Such as an Internet browser or a productivity appli 
cation. 

0004 2. General Background 
0005 Animated characters, particularly talking animated 
characters, can be effective communication tools in many 
fields but generally are expensive to produce and change. 
They can be used in many Settings, from making Internet 
pages more interesting to customized presentations to 
groups or individual and even in interactive presentations, 
whether through the Internet or other E-mail or directly in an 
application Such as Powerpoint or a word processor. 
0006. One example of using aminated talking characters 
in Internet communications that are enjoying more popular 
ity than ever. With the number of users rising almost 
exponentially over the last few, years, it is not Surprising that 
a large majority of businesses have made the Internet a 
Significant part of their overall marketing plan. In addition to 
the large number of “web surfers” who may come across 
advertising content, the Internet offerS many advantages in 
terms of technological capabilities for advertising products 
and Services. Current Internet technology permits advertis 
ers to do many things which have heretofore been unavail 
able through any other known advertising medium. 
0007 One key benefit of Internet based advertising is the 
availability of real time interaction with the audience (i.e. 
the Internet user). For example, it is possible for web 
developers, working at the behest of advertisers, to Script 
multiple dialogs, Scenes, and/or interactions in connection 
with a web site such that a visitor to that site may be made 
to feel that the “advertisement” was produced specifically 
for his or her interests. In other words, based upon the 
particular HTML links and selections that a user follows or 
makes, respectively, a user will be presented with informa 
tion of Specific interest to that user. This is in contrast to, for 
example, a television commercial, where an advertiser pro 
duces a commercial of general interest to the universe of its 
potential customers. 
0008 Another major advantage available to Internet 
advertisers is the variety and richness of media available. 
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Web sites may include information taking the form of plain 
text, Still photographs, Still animation, movies, Spoken 
words, Scrolling text, dynamic animation and music among 
others. A combination of these forms of information can 
create a powerful, enjoyable and lasting image in the mind 
of the potential customer. 

0009. One aspect of web site content that is becoming 
increasingly popular is dynamic animation. With this media 
format, an animated character may appear on the user's 
display, move around the display in a lifelike fashion, point 
to various objects or text on the Screen and Speak to the user. 
In most cases, when the character Speaks to the user, the 
dialog is Synchronized with lip movements representing the 
phonemes being spoken So that it appears that the words are 
actually emanating from the character's mouth. AS can be 
imagined, dynamic animation can provide an interesting, 
informative and fun environment through which products 
and Services may be advertised. By way of example, a 
company may include its mascot (e.g. an animal, perSona, 
fictional character) in its web page content. In this way, the 
mascot can walk around the web page, Speak to the user and 
use hand and other body movements to convey messages to 
the user. 

0010 Additionally, the mascot may point to specific 
items on the page, make movements and/or recite dialog 
based Specifically and in real time upon user input. For 
example, in the case of a web site for the Sale of automobiles, 
a user might click on the graphic of the particular model that 
interests him or her resulting in the display of a web page 
completely dedicated to that model. That page may also 
include the dynamic animation (often including dialog) 
representing the company's mascot welcoming the user to 
the page concerning the particular model. Additionally, the 
advantages of the real time interaction may be effected Such 
that the character, for example, describes and points to 
various features of the car based upon user input (e.g. the 
user points to a portion of the automobile graphic which is 
of interest). 
0011 While dynamic animation presents significant 
opportunities for advertising (as well as other applications) 
on the Internet and in other applications, various implemen 
tation difficulties arise in connection with developing and 
revising content. First, the production of dynamic animation 
requires special skill not broadly available. Dynamic ani 
mation (also generally referred to as “choreography herein) 
must generally be conceived and created by an individual 
having both artistic capabilities and a technical knowledge 
of the animation environment. The cost involved in having 
material choreographed is thus quite expensive both in terms 
of time and financial commitment. 

0012. A second difficulty arising in the creation of 
dynamic animation is the inherent difficulty in reusing Such 
animation in Significantly or even slightly different applica 
tions. For example, it is exceedingly difficult to reuse 
animation produced in accordance with a specific dialog 
with another dialog. In other words, it is a complex task to 
"re-purpose' choreography even after it is initially produced 
at great expense. Additionally, no tools that Significantly 
automate this task are known to the inventors herein. Thus, 
borrowing from the above example, if an automobile Sales 
man animation was produced with Specific dialog to recite 
and point to features on the automobile as Selected by the 
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user, it would not be a simple or inexpensive task to use the 
Same Salesman character along with the Same general class 
of body movements to add a discussion of a newly added 
automobile feature. On the contrary, it would heretofore be 
necessary to produce a new animation for Synchronization 
with the new dialog. 
0013 Another problem arising in connection with the use 
of dynamic animation on the Internet and Some other 
applications results from network bandwidth limitations. 
With current technology and network traffic, it is difficult to 
deliver compelling and highly expressive animation over the 
Internet or through certain other communication channels 
without downloading Substantial information prior to execu 
tion of the animation. Similar considerations apply even 
when the animation is locally generated and Stored or played 
out. This can result in user frustration, Substantial use of 
Storage Space and other undesirable effects resulting from 
the download proceSS or the Storage, retrieval and play out 
process. Alternatively, the animation may be reduced to an 
acceptable size for real time narrowband delivery and lower 
Storage and retrieval requirements. This Solution, however, 
compromises the quality of the animation as well as, in most 
cases, the quality of associated audio. 
0.014 Finally, the possibility of changing animation and/ 
or dialog for a character on a daily or even hourly basis 
typically is impractical due to the inherent difficulties and 
time required to Synchronize lip movements and behaviors 
to dialog. Each of the issues discussed above individually 
and collectively Serve to create a Substantial barrier to entry 
for the acceptance and implementation of animated charac 
ters in an Internet environment. 

SUMMARY OF THE DISCLOSURE 

0.015 Accordingly, it is believed that there is a need for 
a System and method whereby dynamic animation can be 
prepared at a reduced cost and without the need for Signifi 
cant Specialized skills. 

0016. There is also a need for a system and method that 
can be used to develop flexible dynamic animation that can 
be easily re-purposed for use in different applications and 
with different dialogue. 
0.017. There is additionally a need for a system and 
method that generate dynamic animation that can be used in 
a narrowband environment Such as the Internet without the 
need to delete content or compromise quality in order for 
Such animation to be processed on a real-time basis. 
0.018. The system and method described herein provide 
these and other advantages in the form of an easy to use tool 
for preparing animated characters for use on the Internet and 
in other applications that need not involve the Internet. 
Requiring only limited user input and Selection, the System 
and method described herein essentially automatically cho 
reograph and Synchronizes reusable animation components 
with dialog Streams. Once generated, the resulting choreog 
raphy can be embedded into a hypertext markup language 
(HTML) web page with an appropriate animation player and 
audio player plug-in to deliver any number of animated 
dialogues with minimal wait time and minimal developer 
effort. In addition, the choreography (moving and talking 
characters) can be embedded into other applications, Such 
as, without limitation, into Windows applications that use 
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Microsoft Object Linking and Embedding (“OLE”), e.g., 
animated talking characters can be included in MicroSoft 
Powerpoint presentations, Microsoft Work word processing, 
and MS Outlook E-mail. The talking characters can be 
played in a Stand-alone window floating on top of the 
desktop outside of any other application Such as an Internet 
browser or a productivity application. 
0019. In an illustrative and non-limiting embodiment, the 
automatic animation preparation System (AAPS) described 
herein includes an animation preparation application that 
assigns dialog to pre-existing character templates and auto 
matically generates lip movements and movements and 
behaviors Synchronized with Streamed audio dialog. The 
AAPS interacts with a browser control (plug-in) located on 
the client, The browser control includes an animation engine 
Supporting AAPS generated animation and also Supports 
runtime execution of audio streaming. In other uses, the 
AAPS can be embedded in other applications, Such as 
Windows applications that use OLE, and can be played back 
in a Standalone window floating on the desktop outside of 
any other application. 
0020. A non-limiting object of the system and method 
described herein is to provide a System and method for 
generating character animation that can be used in an 
Internet environment, or in other environments, and address 
the shortcomings discussed above. 
0021 Another non-limiting object is to provide a tool for 
automatically generating easily modifiable dynamic anima 
tions Synchronized with audio content that can be imple 
mented by embedding Such animations in an Internet web 
page or in application or other Software. 
0022. In accordance with these and other objects which 
will be apparent hereinafter, the System and method hereof 
will be described with particular reference to the accompa 
nying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0023 The foregoing and other objects, features and 
advantages of the System and method described herein will 
be apparent from the following more particular description 
of various illustrative and non-limiting embodiments, as 
illustrated in the accompanying drawings in which like 
reference numerals refer to like components throughout the 
different views and illustrations. 

0024 FIG. 1 is a block diagram of the automatic anima 
tion preparation System (AAPS) and the environment in 
which it operates, 
0025 FIG. 2 is an illustration of an illustrative first 
dialog box used in connection with the AAPS; 
0026 FIG. 3 illustrates an example of a second dialog 
box used in connection with the AAPS; 
0027 FIG. 4 illustrates an example of a third dialog box 
used in connection with the AAPS; and 
0028 FIG. 5 illustrates an example of a fourth dialog box 
used in connection with the AAPS. 

DETAILED DESCRIPTION 

0029. The system method described herein provides a 
flexible, convenient and inexpensive method by which 
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dynamic animation may be essentially automatically pro 
duced for use in connection with an Internet web page or in 
other environments and application software. The AAPS 80 
which is disclosed herein is designed to offer a user-friendly, 
intuitive interface through which animation can be Selected, 
processed, and included within a web page accessible to a 
user operating a client terminal having access to the gener 
ated web page, or embedded and used in other environments 
and in application Software. 
0030) Referring now to FIG. 1, for an illustration of 
aspects of the System and method described herein for 
dynamic animation, it should be understood that although 
FIG. 1 illustrates a client/server environment whereby 
development occurs on the same Server as the resulting real 
time animation, there is no restriction to Such an arrange 
ment. For example, it is also possible for the present System 
and method to operate with Separate Servers for development 
and Storage of generated files. It is also possible for AAPS 
80 to exist in a Standalone environment, e.g., on a personal 
computer, with transfer of files to an Internet Server accom 
plished either by modem or Some other communication 
device, or by copying onto transportable physical Storage 
media. Returning now to FIG. 1 and the components 
illustrated thereon, HTML browser application 200 will now 
be described. Browser application 200 preferably supports 
either Microsoft Internet Explorer version 3 or 4 or Netscape 
Navigator version 3 or 4, or any Suitable Successor product. 
Browser application 200 further preferably supports soft 
ware such as one of the following: Microsoft NetShow, 
Vivo Active, VDOLive, Liquid Audio, XING StreamWorks 
and/or RealAudio versions 3, 4 or 5. Browser application 
200 also includes browser control 210 for processing ani 
mation generated by animation preparation application 100. 
Browser control 210 is preferably configured as a plug-in 
application for use with HTML browser application 220 and 
may always be resident or may be selectively resident as its 
use is required. In one illustrative embodiment, browser 
control 210 is the Topgun player available through 7th Level 
in Richardson, Texas, although browser control 210 can be 
any animation player application capable of Supporting 
browser application 200 and the animation generated by 
AAPS 80. 

0.031 Animation preparation application 100 takes input 
from various files and developer Selections (examples of 
both are discussed below) and generates dynamic character 
animation as represented by multiple output files (also 
discussed below). Animation preparation application 100 
contains a number of components which collectively gen 
erate animation. User interface control 140 interacts with 
developer terminal 110 so as to allow a developer working 
at developer terminal I 10 to Select and process dynamic 
animation characteristics in accordance with the System of 
the present invention. In one illustrative example, user 
interface control 140 provides a Window's based GUI and 
operates So that display and processing from the developer 
point of View operates according to "wizard' applications 
which Step the user through a task and which are now 
common in the Microsoft Windows environment. 

0032) Animation preparation application 100 also 
includes process control 170 which can incorporate both a 
physical processor and Software or micro code for control 
ling the operation of animation preparation application 100 
including the various components of animation preparation 
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application 100. Animation preparation application 100 fur 
ther includes various functional processes Such as compres 
Sion functionality 160 (to compress any data processed by 
animation preparation application 100 if necessary by, for 
example, encoding PCM wave data into one of a variety of 
audio formats of various bitrates), audio functionality 150 
(to generate audio streaming data for playback at browser 
control 210), and character processing functionality 180 (to 
generate animation for playback at browser control 210). 
0033 Animation preparation application 100 references 
character database 135 can, but need not, reside on Second 
ary Storage associated with the development Server main 
taining animation preparation application 100. Character 
database 135 contains gesture data for any number of 
characters available to the developer in connection with the 
use of animation preparation application 100. For each 
character, a fixed number of gestures associated with that 
character is also provided. The number of characters Stored 
in character database 135 can be on the order of 5-50 
characters but any number of characters, Subject to Storage 
and implementation issues, can be used. 

0034. The system and method described herein further 
include dialog database 125. This database is used to store 
audio clipS available for use in connection with animation 
preparation application 100. It is also possible to provide a 
microphone or other recording means whereby developer 
can record additional audio clips either for Storage in dialog 
database for later use or for direct, immediate use by 
animation preparation application 100. 

0035) A brief discussion of the files generated by anima 
tion preparation application 100 is now provided. Further 
detail with respect to each file is provided below. The first 
file generated by animation preparation application 100 can 
be referred to as the RealAudio Choreography (RAQ file 
138. While the discussion assumes the use of a RealAudio 
compatible player at the client, the System and method 
described herein can also be practiced with other players and 
all of the files described below can easily be generated So as 
to be compatible with other players. The RAQ file 138 
contains lip Synchronization information which corresponds 
to the dialog selected from dialog database 125. This file 
may be converted, using available tools to generate an event 
file corresponding to the player employed at the client. In the 
case of RealAudio, the file is an RAE file and in the case of 
NetShow, the file would be an Advanced Streaming Format 
(ASF) file. The event file triggers animation events through 
browser control 210. Additionally, animation preparation 
application 100 generates HTML clip file 165 which consists 
of HTML commands with embedded object references so as 
to trigger the execution of animation again through browser 
control 210 and in connection with the aforementioned event 
file. HTML clip file 165 can be manually pasted into HTML 
page file 115 in the appropriate location. Animation prepa 
ration application 100 also generates either or both a Rea 
lAudio (RA) file 195 (or other audio file) and/or a WAV file. 
These files represent the encoded dialog Selected from 
dialog database 125 in a format which may be used by 
HTML browser application 200 to play audio associated 
with the generated animation. 

0036 A.INF file 112 is also generated by animation 
preparation application 100. This file includes version infor 
mation respecting the various files and applications which 
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should be used in playing back animation. Once HTML 
browser application 200 has received (through an Internet 
download).INF file 112, HTML browser application 200 is 
able to request the correct files (as indicated by the contents 
of INF file 112) from the animation server, Additionally, 
animation preparation application 100 further generates con 
trol BIN file 108 that holds a set of pre-compiled character 
assets and behaviors. In addition to BIN file 108, animation 
preparation application 100 generates one or more resource 
segment files 105 which correspond to character models and 
contain components which may be composited together to 
form animation. 

0037. In using AAPS 80, the developer is prompted 
through Several dialog boxes for character and behavior 
Selection, dialog file import Selection and various options to 
Select and generate an animated character for use within an 
HTML web page. During the process for generating 
dynamic character animation, digitized dialog is automati 
cally analyzed in order to extract phonetic information So 
that the proper lip positions for the Selected character can be 
assigned. Default choreography can also be automatically 
assigned by the animation preparation application 100 
through an analysis of dialog features Such as pauses, time 
between pauses, audio amplitude and occasional random 
audio activity. In addition to dialog features, a Selected 
character's inherent personality traits can also be factored 
into the generation of default choreography. For example, 
one character may Scratch his head while another puts his 
hands on his hips. 
0.038. The resulting default choreography is preferably 
output into RealAudio Character (RAQ file 138 (or other 
choreography file) (that can be converted to a RAE or other 
event file) to trigger animation events at the user's computer 
through HTML browser application 200 and specifically 
browser control 210. Selected character behaviors and assets 
are pre-compiled into binary control file (BIN file) 108 and 
corresponding resource Segments 105 for initial installation 
prior to installation into HTML page file 115. In this way, 
character assets are protected from piracy and accidental 
deletion thus reducing Support problems due to missing or 
corrupted Source files. An optional Security lock may also be 
implemented So that playback can occur only from a speci 
fied URL. Another advantage of pre-compiling characters 
into Segment files 105 is that the resulting animation prepa 
ration time when the animation is executed by HTML 
browser application 200 is significantly reduced. Alterna 
tively, behaviors and assets may be interleaved with the 
audio Stream and processed dynamically. 

0039. As a result of processing by animation preparation 
application 100, a series of HTML tags are generated and 
placed on the Windows clipboard or saved to HTML clip file 
165. These tags contain all the necessary object embedding 
information and other parameters for direct insertion into a 
web page as reflected in HTML page file 115. In addition to 
the HTML tag file 165, the audio stream file 195, the control 
BIN 108 and the segment files 105 discussed above, ani 
mation preparation application 100 also preferably generates 
“..INF file 112. INF file 112 contains associated resource 
files and version information. 

0040. The system and method described herein also pro 
vides a mechanism for overriding the default animation 
generated by animation preparation application 100. In Some 
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applications, a developer may desire to override default 
behavior and manually Select one or more specific gestures 
available in character database 135. By way of example, a 
character may be talking about items in an online Store and 
need to point in the direction of the items-Say, to the 
character's left. In Such case, even if the default animation 
does not provide this result, the developer can easily modify 
the default animation to meet his or her needs as discussed 
below. In another case, the character may need to react with 
Specific behaviors based upon user in a web page or from a 
Java or Visual Basic (VB) script. Each of these cases is now 
discussed; the first case referred to as a “static override' and 
the Second case is referred to as "dynamic override'. 
0041) Static Override Option 
0042. The static override option enables the developer to 
modify choreography file 138 containing the choreography 
information. The choreography generated by animation 
preparation application 100 is Stored in choreography file 
138 and presented as a list of timed gestures or high-level 
behavior commands Such as turn left, walk right or jump in 
the air, interleaved with timed mouth positions. Using a list 
of behaviors common to all characters, gestures can be 
manually added, modified or removed from the linear 
Sequence with any text editor. A simple syntax (discussed 
below) can be used so a to allow for easy identification and 
modification and So as to allow clear differentiation between 
gesture commands and mouth position commands. Several 
additional commands are also Supported, including Setting 
user input events (mouse, keyboard) or event triggers for 
launching web pages or other character animations. Once 
modified, choreography file 138 can then be used in con 
nection with HTML Page File 115 and be made available for 
download and execution by HTML browser application 200. 
Static override can also be accomplished by allowing a user 
to embed specific commands, as described above, in the 
dialog file either in place of or in addition to the gesture file. 
0043. Dynamic Override Option 
0044) In order to dynamically override a character's 
default choreography, the web developer can issue gesture 
commands (index parameters to browser control 210 refer 
encing a particular gesture) from a Java or VB Script 
embedded in HTML page file 115. For example, a web page 
can cause a character to Say different things based upon user 
input or a Java application. In addition, HTML browser 
application 200, through browser control 210, can issue a 
variety of callbacks which can be used to trigger Java or VB 
Scripts to handle Special cases Such as control Startup, 
content download, beginning Sequence, end Sequence, and 
control termination. In this way, a Java Script can, for 
example, respond to embedded triggers in the character's 
choreography Stream to drive a parallel Synchronous GIF or 
JPEG slide show next to the character or even a guided tour 
through a web site. 
0045 Animation preparation application 100 can include 
a set of pre-produced characters, including, for example, 
Salespeople, teachers, web hosts and other 46 alternative 
choices. These pre-produced characters and their associated 
gesture Sets are Stored in character database 135. Each 
character can have exactly the same number and type of 
basic gestures, with each gesture composed of approxi 
mately the Same number of animation “cels'. For purposes 
herein, the term "cel” refers to an individual image used as 
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part of a Set of images to create animation. A "cel” may be 
thought of as a frame, or a layer of a frame, in an animation 
sequence. Within character database 135 each character may 
have entirely different characteristics possibly making no 
two characters in character database the Same. Nevertheless, 
conforming the character's "animation architecture' (i.e. 
Same number and type of gestures and each gesture com 
posed of approximately the same number of cels) provides 
a basis for the generation of automatic choreography by 
animation preparation application 100 according to the 
teachings of the present invention. 
0.046 Since all characters in character database 135 can 
share a common set of behaviors, the end-user using HTML 
browser application 200 can Set a pre-installed character to 
be their “personal web host” for use with all web pages 
based upon animation preparation application 100 generated 
HTML, thus obviating the need for repetitive character 
download to the end-user. This can be effected by a user by, 
for example, right clicking on a given character in a web 
page and setting the “Personal Web Host' flag in the object 
menu. It is also possible for the developer, using animation 
preparation application 100 to override the user Set flag and 
enforce download of a Specific character. 
0047 A character can be relatively small, ranging in 
download size from 15K to 50K depending upon the level of 
Sophistication and detail required or desired. In fact, in one 
embodiment each gesture for each character can reside in a 
Separate “segment file which can be downloaded progres 
sively over time to create a “better than bandwidth” expe 
rience. For instance, three dialogs can be created for a 
character where the first dialog uses a Small model (15K), 
the Second dialog uses a medium model (20K) containing all 
of the gestures of the Small model as well as Some additional 
gestures, and a third dialog (40K) includes yet Some addi 
tional gestures. 
0.048. After downloading one or more of these models 
(gesture sets), they are available for use by HTML browser 
application 200 without any further download to the client. 
In this way, dialogs and dynamic animation can be imple 
mented Such that very expressive Sequences can be created 
despite bandwidth limitations. Alternatively, the character 
models can be made available to the client through the 
distribution of a CD-ROM, other transportable storage 
medium or pre-loaded on a computer hard drive. In this way, 
a user can be provided with large character databases and 
attributes without the need to wait for download. Choreog 
raphy control information can be delivered prior to initiation 
of the audio stream or embedded and streamed with the 
audio for interpretation “on the fly'. In the latter case, 
callbacks can be made dynamically on the client to trigger 
lip movements and gestures. 
0049 Since each character is actually dynamically com 
posited from a collection of parts Such as body, arms, head, 
eyes and mouth layers, redundant animation cels are elimi 
nated and therefore do not need to be downloaded. In other 
words, once the body parts necessary to perform the desired 
animation have been downloaded to the end-user client, 
animation Sequences can be created through the use of 
animation preparation application 100 with reference to the 
body parts resident on the client for playback without any 
real-time download. 

0050 Additionally, body parts can be positioned, timed 
and layered in a Seemingly endleSS number of combinations 
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to correspond to the desired dialog by Subsequently down 
loading a very small control file (BTN file) 108 which is 
typically only a few thousand bytes. The control file 108 
need only reference body parts and positions already resi 
dent on the client to reflect the desired animation produced 
by animation preparation application 100. 
0051. In an illustrative embodiment, a standard Windows 
Help file is included as a component of the animation 
preparation application 100. The Help file can contain 
in-context information describing options for each Selection 
Screen as well as tutorials and examples explaining how to 
manipulate default character behaviors including the use of 
both Static and dynamic overrides as discussed above. 
0052 Turning now to FIGS. 2-5, a detailed description of 
the operation of the animation preparation application 100 is 
now provided from both a user point of view as well as with 
respect to internal processing StepS. FIG. 2 illustrates an 
example of a wizard dialog box that can be employed by 
animation preparation application 100 and Specifically gen 
erated by user interface control 140 in the first step of the 
process for generating automatic dynamic animation, The 
first dialog box prompts the developer to Select between 
automatically creating new choreography or using existing 
choreography. In an illustrative embodiment, the developer 
Selects among these choices through “radio buttons'. In the 
default case of automatic creation, the developer proceeds to 
the Second dialog box. In the case where the developer 
Selects use of an existing choreography file, a Browse button 
becomes active to provide another dialog box for finding and 
Selecting a previously generated choreography file. Again, 
after this Selection, the developer proceeds to the Second 
dialog box. Preferably, at the bottom of the dialog box, the 
buttons Help, Exit and Next are displayed. The Help file can 
offer the developer context specific help with respect to the 
first dialog box. 
0053) The second dialog box is depicted in FIG. 3. This 
box prompts the developer for Selection of a character name 
through the use of a list box and provides a thumbnail image 
representative of each character when Selected. In addition, 
three radio buttons are preferably included allowing the user 
to Select among a Small, medium or large model for each 
character. AS discussed above, the character model limits or 
expands the number of gestures available for the Selected 
character and may be Selected as a tradeoff between down 
load Speed and animation richness. Once a character and 
gesture level (model) are selected by the developer, the fully 
compressed download Size for the Selected character/model 
combination is displayed in order to assist the developer in 
his or her Selection. 

0054 Additionally, at the bottom of the dialog box, the 
Help, Exit, Back, Next and Finish are provided. The Next 
button is grayed and the Finish button active only when the 
developer has Selected the use choreography file option 
through the first dialog box. In this way, the developer can 
optionally choose a different character for use with a pre 
existing or modified choreography file 175 before again 
using animation preparation application 100 to automati 
cally generate animation. In all dialogs, Back returns the 
developer to the previous dialog box and Finish incurs any 
remaining defaults and then completes the preparation of 
dynamic animation and all files associated there with. 
0055. The third dialog box, which is illustrated in FIG. 4, 
is used to prompt the developer to select a source WAV audio 
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file as well as providing the ability to browse for an audio file 
or record a new one. The third dialog box may include a 
Preview button (not shown) in order to allow the developer 
to hear a Selected audio file. The Selected audio file prefer 
ably contains spoken dialog without background Sound or 
noise which would make phoneme recognition difficult, 
even though it is possible for the resulting RealAudio file 
195 or WAV file 195 to contain music, Sound effects and/or 
other audio. 

0056. An edit box is also provided for entry of the URL 
pointing to the encoded RealAudio file 195 or WAV file 195 
which is generated by animation preparation application 
100. The entered URL is also used by animation preparation 
application 100 to generate INF file 112 and HTML tag file 
115. It is also possible to include an input field in the third 
dialog box whereby the user can enter text corresponding to 
the recorded dialog to ensure that lip Synchronization is 
accurate. An option may also be included whereby the 
developer can Select a specific bit-rate with which to encode 
the audio. Encoding according to a specified bit-rate can be 
accomplished through the use of the RealAudio Software 
Development Kit (SDK) or other development tools corre 
sponding to other players. Finally, the third dialog also 
includes Exit, Help, Back, Next and Finish buttons which 
operate the same way as discussed above. 

0057 The fourth dialog box is illustrated in FIG. 5. This 
dialog is processed upon completion of the third dialog. The 
fourth dialog box prompts the developer for choreography 
options using four mutually exclusive radio button options: 
FAVOR-LEFT, FAVOR-FRONT, FAVOR-BACK, and 
FAVOR-RIGHT. Each of these options will cause animation 
preparation application 100 to tend towards selection of 
gestures and high-level behaviors which cause the character 
to orient toward a particular area of the web page or Specific 
orientation with respect to the user. It will be understood that 
the above four options are provided by way of example only 
and many other options might be provided either in addition 
to or instead of the four options above. In other words, the 
options may reflect any particular behavior of the character 
which is preferred by the developer So long as the appro 
priate processing to accomplish the tendency is built into 
animation preparation application 100. 

0.058. The options are employed in connection with char 
acteristics in the Selected audio file as well as randomization 
techniques (discussed below) in order to automatically cho 
reograph the character. In addition, an edit field may be 
provided for the developer to enter a URL from which all 
character content should be retrieved at runtime. This URL 
may be different from the location of the audio files and is 
used as a Security lock as discussed above. Again, at the 
bottom of the dialog box, the Help, Exit, Back and Finish 
buttons are provided. After the developer has completed the 
fourth dialog (or Selected Finish in an earlier dialog), ani 
mation preparation application 100 has all of the information 
which it needs to automatically generate dynamic informa 
tion for insertion into a web page. 
0059. As a result of the processing by animation prepa 
ration application 100, choreography file 138 is generated. 
This file may be converted to an event file using, for 
example, Real Network's WEVENTS.EXE in the case of a 
RealAudio R-AC File. RAC file 138 contains both a refer 
ence to the audio file and to a list of timed gestures in a 

Jul. 25, 2002 

“Gesture List” represented by segment files 105. In the 
default case, RAC file 138 is hidden from the developer and 
automatically compiled for use with character assets con 
tained in BIN control file 108. The segment files 105 and 
BIN control file 108 may be collectively compiled for 
immediate use in connection with HTML Page File 115. 
Alternatively, the developer can choose to edit the gestures 
in the segment files 105111 order to manually control 
character behavior as discussed above. 

0060. The RAC file 138 contains a series of references to 
gestures which are contained in the segment files 105. Each 
gesture reference is represented in RAC file 138 as a 
function call with two parameters: gesture number (constant 
identifier) and duration. An example of a RAC file with a set 
of gesture references might be as follows: 

GestureList 
begin 

Gesture(ARMS UP, 2000) 

end. 

0061 where ARMS-UP is a command to move the char 
acter's arms upward and 2000 is the total time allocated to 
the gesture in milliseconds. In this case, if the actual 
animation requires only 500 milliseconds to execute, then 
the character would preferably be disposed to hold the 
ARMS-UP position for an additional 1500 milliseconds. The 
use of a single entry point for gestures, rather than a different 
entry point for each gesture provides an open model for 
forward and backward compatibility between Supported 
gestures and future Streaming and control technologies. 

0062) The gesture list contained in RAC file 138 is 
automatically serviced by browser control 210 based upon 
callback events generated by browser control 210. Each 
gesture, mouth and event commands are interpreted by 
browser control 210 essentially in real time, causing the 
animation to play in a manner that the user can perceive as 
being Synchronous with the audio Stream and external event 
messages broadcast (i.e. dynamic override events from 
user/JAVA control). 
0063. By way of example, the developer may desire that 
the character point to a book image on the character's left at 
the moment when the dialog says "-and here is the book 
that you have been looking for.” This action could be 
accomplished by changing an “ARMS-UP' gesture param 
eter to “ARMS-LEFT". If the developer wanted the new 
gesture to hold longer, Subsequent gesture parameters could 
also be changed or simply deleted and duration parameters 
adjusted to maintain Synchronization with the dialog that 
follows. 

0064. This adjustment is illustrated as follows. Assuming 
that automatic general animation preparation application 
100 generated the following: 

GestureList 
begin 
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-continued 

Gesture(ARMS UP, 2000) 
Gesture(ARMS DOWN, 500) 
Gesture(EYES BLINK, 1000) 
Gesture(ARMS CROSS, 3000) 

end 

0065. The following represents manual modification to 
achieve the desired result: 

GestureList 
begin 

Gesture(BODY LEFT, 1000) 
Gesture(ARMS LEFT, 3000) 
Gesture(EYES BLINK, 2500) 

end 

0.066. In the margin next to the gesture commands, pho 
netic information can be added as comments (using a 
predetermined delimiter) to help identify spoken dialog and 
timing. 

0067. In a typical case, there are six mouth positions used 
to express dialog. The mouth positions and duration are also 
written to RAC file 138 as a list of commands interleaved 
with the gesture commands. For example, mouth positions 
in RAC file 138 may be represented as follows: 

array GestureList 
begin 

Gesture(ARMS UP, 2000) 
Mouth(LIP A, 250) 
Mouth(LIP C, 350) 
Mouth(LIP B, 250) 
Mouth(LIP A, 450) 

Gesture(ARMS-DOWN, 500) 

end 

0068 where LIP-A, LIP-B and LIPC represent particu 
lar mouth positions and the number following the position is 
the length of time such mouth position is held. It should be 
noted that the generic mouth positions indicated must be 
converted into logical/physical mouth positions dynamically 
to correspond to the gesture pose in effect at any moment. In 
the above example, the mouth positions A, C, B, Ashould be 
changed into Specific bitmaps depending on which gesture is 
being displayed, and composited onto the other character 
layers. This is discussed in greater detail below, 
0069. For each character, a mapping of phonemes to lip 
positions is also necessary to account for differences 
between character personality features. This map file should 
be included with each character's assets and used to convert 
recognized phonemes into appropriate mouth positions. 

0070. In an illustrative embodiment, there are on the 
order of and preferably at least ten characters (and their 
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associated gestures) in character database 135 for use by 
animation preparation application 100, Each character is 
preferably produced to a template-gesture for gesture. The 
template is set up to be general purpose and to include by 
way of example the following basic gestures: 

1) Face Front (mouth positions active) 
2) Face Left (flip for Face Right) (mouth positions active) 
3) Face Rear Left (flip for Face Rear (mouth positions active) 

Right) 
4) Foreshorten to Camera 
5) Walk Cycle Left 
6) Am-is Down 
7) Arms Up 
8) Arms Left (flip for Arms Right) 
9) Arms Cross 

10) Arms Out (to implore or stop) 

(mouth positions active) 

0071 AS would be understood by one of ordinary skill in 
the art, other gestures may be added or Substituted for the 
above gestures. In addition, each locked head position 
should have the Standard Six mouth positions as well as eye 
blinks and common eye emotions Such as eyes questioning, 
eyes concentrating, and eyes happy. All gestures can be 
animated forward or backward to central hookup position(s). 
Each character, as discussed above, preferably has Small, 
medium and large size versions of a given gesture which 
utilize less to more cels. In addition, each pose which has 
active mouth positions preferably includes a corresponding 
Set of planned behaviors and timings. This is discussed in 
further detail below. 

0072 There are several key elements which make auto 
matic and dynamic choreography of characters possible 
using browser control 210 and animation preparation appli 
cation 100: 

0073 1. Audio encoding SDK integration; 
0074 2. Automatic phoneme recognition; 
0075 3. Browser control 210 script language and 
compiler; 

0076 4. Templated character gestures; 
0077 5. Gesture asset segmentation; 
0078) 5. Behavior generation (scene-planned ges 
tures); and 

0079 7. Dynamic Control of Gestures 
0080 Each one of these key features is now discussed. 
0081) RealAudio SDK (or Alternative SDKs) 
0082 Although the following description relates to the 
use of the RealAudio player SDK, it will be understood that 
the System and method described herein can alternatively 
employ any of the following or similar SDKs: NetShow, 
VDO, Vivo Active, Liquid Audio or XING Streamworks. 
0083) The RealAudio player SDK should be used as 
necessary to provide audio Streaming at various bit-rates and 
to maintain Synchronization of character animation with 
audio stream file 195. Character choreography is delivered 
via RAC file 138, which is automatically created by anima 
tion preparation application 100 and which can be converted 
to a RealAudio event file (or similar event file). 
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0084 Automatic Phoneme Recognition 

0085 Speech recognition and emotive libraries and 
Source code can be employed to provide automatic phoneme 
recognition using, for example, Voxware, VPI or AT&T 
Watson software. In addition, any SAPI compliant text-to 
speech processor (Such as Lernout & Hauspie's TrueVoice) 
can be used to process dialog text (entered into animation 
preparation application 100) into phonemes for greater pre 
cision in Synchronizing mouth positions to a dialog Stream. 
In the event that a SAPI compliant processor is not installed, 
a dictionary providing mappings from common words to 
phonemes can be used. Browser control 210 is also prefer 
ably configured to provide mapping of the 40 phonemes 
onto one of 6 mouth positions. However, the map in this case 
should be intrinsic with each character in that Some char 
acters may have different or more or leSS mouth positions. 

0086) Templated Character Gestures 

0.087 All characters preferably share the same number 
and type of basic gestures and the same number and type of 
Scene-planned behaviors, but do not necessarily require the 
Same number of animation cels. 

0088. Each character's possible gestures and behaviors 
are “queues’ contained in its own browser control 210 
include file. These queues are character Specific animation 
commands, including logical cel names and hold counts. 
This method frees the artist to use as many cels as desired 
to express the character for each basic gesture or composite 
behavior. In addition, new or replacement gestures can be 
added in the future without concern for backward compat 
ibility in browser control 210. 

0089 Gesture Asset Segmentation and Version Control 

0090 Character assets (bitmaps) for each basic gesture 
are compiled into a separate Segment file 105 to enable 
Separate downloading based on the size model Selected (i.e., 
Small, medium or large). For the Small model, only a few 
gesture bitmaps and queues arc needed. For the large model, 
all of the queues and bitmaps are necessary, Segmenting 
each basic gesture into its own Segment file 205 enables 
Selective downloading of assets. In this way, gestures can be 
accumulated in three Successive dialog Streams to create a 
“better than bandwidth experience”. 

0.091 All characters and content are made compatible 
with future browser control versions by locking Subsequent 
browser control commands entry points in the runtime 
interpreter. New commands can simply be appended to 
support newer features. Old browser controls should also 
Support newer content by Simply ignoring new gesture 
commands. 

Jul. 25, 2002 

0092. For versioning between server and client, JNF file 
112 is used to identify client browser control 210 version and 
versions of any resource Segment files 105 or necessary 
plug-ins. 
0093. Behavior Generation 
0094) Automatically generating choreography from a set 
of gestures requires both a library of Scene-planned behav 
iors and Several input parameters. AS discussed above, each 
character has Small, medium and large size versions (as well 
as other possible sized versions) of a given gesture and each 
pose having mouth positions has a set of planned behaviors 
and timings. 
0.095 For instance, the FACE-FRONT behavior in 
medium model might have five versions, each lasting 
approximately 2000 milliseconds which can be applied 
automatically in any combination to fill time available until 
the next gesture trigger. It follows that, in this case, there 
would be 3 sizesx5 behaviors=15 possible behavior queues 
for FACE-FRONT. In general, browser control 210 selects 
one or more of the behavior queues for a given Size model 
to fill the time to the next behavior trigger. These options can 
be driven by browser control 210 using the following table: 

FACE FRONT Behavior Table 

\small medium large 

SILENCE I FFISI) FF1M FF1LI 
SPEAK SOFT I FF2S FF2M FF2L 
SPEAK LOUD I FF3S FF3M FF3L 
SPEAK SHORT I FF4SI FF4M FF4L 
SPEAK LONG I FF5S FFSM FFSL 

0096. Each of the entries in the above table can either be 
a pointer to another table or Simply another table dimension 
containing Several variants of each behavior row. For 
instance, the SPEAK LOUD row, medium model column 
entry FF3MI might have the following 3 scene-planned 
behaviors composed of primitive gestures: 
0097 FACE FRONT, SPEAK LOUD. Medium model 
0098 FF3MAFACE FRONT, EYES BLINK, ARM 
S UP, ARMS DOWN 

0099] FF3MB FACE FRONT, ARMS UP, ARMS 
DOWN, HAND POINT 

01.00) FF3MC FACE FRONT, 
EYES BLINK, ARMS UP 

0101. In this way, selection of gestures and high-level 
behaviors are based on a combination of user options, 
gesture triggerS and randomization. For example, the Second 
entry in this table, FF3MB, might be generated as follows: 

HAND POINT, 

array GestureList 
begin 

Gesture(FF3MB, 15000) 

end 

FACE FRONT 2, SPEAK LOUD, medium 
model, 2nd 
; version randomly selected. 
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0102) In this example, browser control 210 would have 
15 Seconds of time to fill before the next gesture trigger. To 
fill this time with action, the behavior duration is adjusted 
automatically by browser control 210 by varying the hold 
value for the last cel of each gesture in the behavior. The 
additional hold values can be calculated as a randomized 
percentage of the required duration minus the cumulative 
gesture animation times. Whenever a duration exceeds Some 
prescribed length of time (per artist) without encountering a 
gesture trigger, browser control 210 Selects another random 
entry for the same criteria (say, FF3MQ and adds this to the 
gesture list. 
0103). Each character can have 10 basic gestures with 4 of 
these poses having 6 mouth positions. In addition, all 
characters can share the same 45 Scene-planned behaviors. 
However, additional entries can be Scene planned to create 
more variety in behavior if needed. During any significant 
period of Silence or at the end of a dialog Stream, browser 
control 210 preferably places the character into an ambient 
wait State that cycles through various randomized gestures. 
This is indicated by the command Gesture(FF WAIT-1). 
01.04] 
0105. Several additional commands can be made avail 
able for manual insertion into the gesture list, These com 
mands cause event triggers based on user input, including 
mouse browse, mouse click and keyboard input. 

Interactive Controls 

0106 To handle keyboard, mouse or browse events, the 
developer might insert the commands: 

01.07 Key (<COMMAND NAMEs, <DURA 
TION-) 

01.08 Mouse (<COMMAND NAMEs, <DURA 
TION-) 

0109 Browse (<COMMAND NAMEs, <DURA 
TION-) 

0110 at any point in the gesture list to cause a particular 
gesture or URL link to occur immediately. The assumption 
is that all events relate to a single character, So a character 
name parameter is not necessary. The COMMAND NAME 
can be a basic gesture, high-level behavior or text String 
containing a URL. The DURATION applies only to gestures 
or behaviors and can be either a specific period of time in 
milliseconds or -I (LOOP constant) to indicate infinite loop. 
0111 For example, browsing a character might cause it to 
point to a banner ad in the web page. Alternatively, the 
command could be a text String containing a URL linking to 
another web page (causing a launch of that page) or a URL 
to a dialog control file to retrieve and launch. The control file 
URL points to INF file 112 describing content and/or control 
file to retrieve and initiate. If all files are already cached on 
the client, then control file 108 is processed immediately to 
Stream the desired dialog. This format is extensible to 
Support a variety of other commands or conditions in future 
versions. 

0112 Dynamic Mapping of Gestures 
0113 At times, a developer may wish to cause specific 
character actions to occur under the control of HTML, Java, 
VBScript or server CGI script or some other software. In the 
case of HTML, different characters and dialogs are launched 
by passing .INF file 112 URL as a parameter to browser 
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control 210. To launch anew dialog, the HTML simply needs 
to Set the parameter to the desired content to cause it to begin 
Streaming. This is accomplished either upon loading of the 
web page or is based on logic contained in embedded Java 
or VB Script. Using embedded Java or VB Script logic, 
events triggered from user input or built-in logic conditions 
can launch different character dialogs. 
0114. In addition to launching specific character dialogs 
from embedded Script, a mechanism is provided for trigger 
ing specific character gestures or behaviors, Numeric values 
can be passed into browser control 210 corresponding to 
each of the Supported gestures and behaviors, causing that 
action to be performed. For instance, a fragment of Java 
code in an HTML page can call browser control 210 with the 
parameter "2" (corresponding to the FACE-LEFT gesture 
command) to cause the character to unconditionally animate 
to face left. The Java fragment can be called from other Java 
Script processing mouse events for a button or picture. In 
fact, entire applications can be written in Java or VB to 
create any number of control programs for characters. 
0115 There is no significant problem triggering a differ 
ent gesture than the one currently executing, other than a 
possible "Snap to position' that would occur if the character 
was in a non-hookup State. The potential difficulties involve 
dynamic Selection of mouth positions for a given pose and 
the possibility of falling out of Synch with the dialog Stream. 

0116. The design of the system and method described 
herein accounts for the dynamic mapping of mouth positions 
to gestures. The present system and method assume that the 
two are maintained Separately, lips Z-ordered above gestures 
in the proper position, and played together at runtime by 
browser control 210. To Support dynamic mapping of mouth 
positions, a method is provided to process gesture 
requests—either from the gesture list or through a dynamic 
gesture request-and automatically Select and composite the 
mouth position cels corresponding to the current gesture 
ANIMATE queue command. More specifically, since the 
gesture list and mouth positions list generate asynchronous 
requests, a mechanism Services the requests, composites 
them and animates them in real time. 

0117 The solution to “falling out of synch” lies in 
remembering where the character should be in time Syn 
chronous with the continuing dialog stream. Browser control 
210 handles this by holding the last cel of the interrupting 
gesture as needed and jumping to the next gesture in time in 
order to catch back up with the gesture list and dialog 
Stream. If this case is not handled, the animation can remain 
out of Synch for the remainder of the dialog. 

0118. Another issue that arises when dynamic override of 
a character's choreography occurs is the possibility of 
triggering animation which does not have mouth positions 
associated with it. It is the responsibility of the developer to 
take this possibility into account and not trigger a move 
which would not have mouth positions associated. Given the 
choice of gestures or behaviors which have mouth positions, 
browser control 210 is likely able to dynamically select the 
correct mouth positions Synchronous to the audio Stream as 
it would normally do for any pre-produced gesture. 

0119 While the description above illustrates mainly ani 
mation related to Internet applications, it should be clear that 
the same or similar animation can be embedded into other 
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Windows and Similar applications that use facilities Such as 
the Microsoft Object Linking and Embedding (“OLE”). 
Examples include animated talking characters in Software 
such as Microsoft Powerpoint presentations, Microsoft 
Word, and other application software. The animation 
described above can be played back on a Standalone window 
that can float on the desktop as Seen by the user on a 
computer monitor outside of other application Software Such 
as an Internet browser or a productivity application. 
0120) Further, while particular illustrative embodiments 
have been described and illustrated, it should be understood 
that the system and method described herein are not limited 
thereto Since modifications may be made by perSons skilled 
in the aft while still falling within the scope and spirit of the 
appended claims. 
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We claim: 

1. An automatic animation generation System using a 
talking character lip-synched to speech, comprising: a devel 
oper terminal, a character database containing data repre 
Sentative of at least one character and at least one gesture 
asSociated with each Said character; and an animation prepa 
ration application, Said animation preparation application 
being in communication with Said developer terminal and 
Said character database and Said animation preparation 
application generating a plurality of output files representa 
tive of animation displaying a talking character lip-synched 
to speech and to gestures thereof. 


