METHOD AND SYSTEM FOR NETWORK INFORMATION ACCESS

This invention provides methods to locate and plan the retrieval of data from networked information sources (28, 29, 30) in response to a user query (20). The methods utilize descriptions of the information sources (24), the information domain of the sources (23), and of the query. The methods of this invention integrate both legacy systems and full relational databases with an efficient, domain-independent, query-planning algorithm (22), reason about the capabilities of different information sources, handle partial goal satisfaction i.e., gather as much data as possible when all that the user requested cannot be gathered, are both sound and complete, and are efficient.
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METHOD AND SYSTEM
FOR NETWORK INFORMATION ACCESS

This invention was made with Government support from the Office of Naval Research under grant N00014-94-1-0060, from the National Science Foundation under grant IRI-9303461, and from the ARPA/Rome Labs under grant F30602-95-1-0024. The Government has certain rights in the invention.

1. FIELD OF THE INVENTION

The field of this invention relates to information access over networks, and specifically to the automatic location and retrieval of information available from networked information sources in response to user information queries.

2. BACKGROUND

The exponential growth of private intranets and the public Internet has produced a daunting labyrinth of increasingly numerous documents, databases and utilities. Almost any type of information is now available somewhere, but most users cannot find what they seek, and even expert users waste copious time and effort searching for appropriate information sources. A first problem is simply the increasingly large number of available information sources that are beyond the comprehension of a single user. A second problem, along with this growth in available information and information sources, is a commensurate growth in software interfaces and methods to manage, access, and present this information. Sources are managed by different organizations, hence agents, whether human or automated, must adhere to the remotely defined formats. The information sources are potentially slow and expensive, so users must balance the cost of each access against its estimated benefit. The information sources are dynamic, hence an agent must recognize when an existing sources’s contents, protocol or performance changes, as well as when new sources come online
and existing sources leave. Many sources represent legacy systems in the sense that they do not support a comprehensive query interface such as SQL; in these cases an agent needs to expend additional effort to determine the best way to answer an information gathering request.

Artificial intelligence and database researchers have addressed this problem by constructing integrated information gathering systems that automatically query multiple, relevant information sources to satisfy a user's information request. See, e.g., [9, 5, 12, 15, 18, 16, 25, 29, 10]. These systems raise the level of the user interface, since they allow the user to specify the information of interest without specifying where it is stored or how to access the relevant sources [9]. Several researchers in the database community are concerned with the integration of heterogenous database. Prominent projects include the Information Manifold ([14]) and the Tsimmis project ([5, 25]). Generally, however, Tsimmis project assumes information integration is done manually and not automatically. Other work that mentions automatic integration provides no suggestion of the necessary methods ([18]).

Most prior work on AI planning systems ([1]) assumes that execution of an operator instance has a causal effect on the world, which leads to more complex methods and slower planning than are useful for automatic information access. Several planning systems have been designed for information gathering, for example, the XII planner ([9, 12]) and the Sage planner ([2, 15]). However, neither of these examples can represent information sources that generate information which translates into partially specified sentences in an information domain model, because they are unable to handle unbound variables with sufficient generality. Neither are they able to represent an incomplete source that returns variable numbers of tuples. These systems typically use cumbersome and inflexible representations of information domains and sources. Further, most of the planners described above have significant combinatorial explosions and require
domain-specific, search control for anything but small problems.

3. SUMMARY OF THE INVENTION

It is a broad object of this invention to provide automatic information location and retrieval methods that: integrate both legacy systems and full relational databases with an efficient, domain-independent, query-planning algorithm; reason about the capabilities of different information sources; handle partial goal satisfaction i.e., gather as much data as possible when the methods cannot gather exactly all that the user requested; are both sound and complete; and are efficient.

In contrast to previous work on AI planning, the automatic information access methods of this invention use a data representation including an action language for operators and plans that is designed to represent information sources in a manner enabling a highly specialized planning algorithm. For example, the only preconditions to operators are knowledge preconditions, which are represented as bound arguments. Furthermore, since the operators executed are requests to information sources for information, the methods of this invention do not model causal effects. Hence, there are no sibling-subgoal interactions, such as those characterizing the Sussman anomaly. These methods do not model a world state as do many other AI planners; instead they model an information state, which is a description of the information collected at a particular stage in the potential execution of a potential query plan.

In contrast to work on multi-database systems, the information access methods of this invention provide a single, unified information-domain model that is independent from any model employed by the information sources accessed. Such a model greatly simplifies integration of new sources into the system of this invention. Moreover, these methods are expressive since they are able to model the presence of incomplete information in sources, and, importantly, are
equally adept at extracting information from both legacy systems and full relational databases.

Accordingly in one embodiment, the automatic information access methods of this invention include planning methods, which automate the process of locating relevant information sources from a repository of source models and combining them appropriately to answer users' information queries. One important aspect of this embodiment is that it can integrate both legacy systems and full relational databases. Other important aspects are that these query-planning methods are efficient, domain-independent, sound and complete. Further, they run at practical speeds. Empirical results are presented demonstrating practical performance on a variety of information gathering tasks.

In one alternative, the methods of this invention utilize a forward chaining search procedure in order to search from descriptions of information sources to an information access plan satisfying a user information query. In another alternative embodiment, these planning methods use a backward chaining search procedure to search from a user query to an information source access plan satisfying this query.

In another aspect, the methods of this invention use a compact representation ("language") of information domains and sources. For example, quantification is implicit and hence concise. Variable binding patterns allow a parsimonious encoding of knowledge preconditions. The information domain model is flexible, since data relations can be combined using unbound variables and implicit joins. As a result, domain descriptions according to this invention are short and thus easy to define and debug.

4. BRIEF DESCRIPTION OF THE DRAWINGS

These and other features, aspects, and advantages of the present invention will become better understood by reference to the accompanying drawings, following description, and appended claims, where:
Fig. 1 illustrates the system of this invention; and
Fig. 2 illustrates the general method of this invention.

5. DETAILED DESCRIPTION

5 Section 5.1 describes the representation (also called
herein "language") of the information domain, of information
sources in the domain, and of user queries. Section 5.2
describes the general method of automatic information access
according to this invention. Section 5.3 then describes the
planning methods in more detail. Finally, section 5.4
describes an alternative embodiment of the planning methods.

In the following description, terms are used in the
standard manners familiar to those of skill in the arts of
computer software and computer science. In particular, the
notational conventions of the Prolog language are used.
Hence, symbols beginning with a capital letter denote
variables. All free variables are universally quantified.
All variables in a body that don’t appear in the arguments
are said to be unbound and are considered existentially
quantified inside the scope of the free variables. The
function Args(O) denotes the arguments of the operator O;
Body(O) denotes the operator’s body; and Name(O) denotes its
name.

5.1. REPRESENTATION OF DOMAINS, SOURCES, AND PLANS

25 Fig. 1 illustrates the environment of this invention.
User 1 is attached to access system 2 by link 6. Access
system 2 can be either local to, or remote from, user 1, with
link 6 providing appropriate communication between the user
and the access system. Access system 2 is connected to a
plurality of information sources, such as sources 3, 4, and
5, by interconnection 7. Interconnection 7 is typically a
network connection, such as the public Internet or a private
intranet, in which cases the information sources can be
widely distributed. Such connections between access system 2
and the information sources are managed by the TCP/IP suite
of protocols, including application level protocols such as
HTTP, FTP, and so forth.
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Without assistance from access system 2, user 1 necessarily interacts directly with each separate information source to obtain information relevant to information queries. These sources are managed by different organizations; hence the user must adhere to the remotely defined formats. The information services are potentially slow and expensive; hence the user must balance the cost of each access against its estimated benefit. The information sources are dynamic; hence the user must recognize when a site's contents, protocol or performance changes, as well as when new sites come online and existing sites leave. Many sources represent legacy systems in that they do not support a comprehensive query interface such as SQL; in these cases the user can expend additional effort to determine the best way to extract the information from the source according to its individual access commands.

The problems facing an unassisted user can be illustrated by a simple example. Suppose the user wants to find out the names of all people in an office. If the user knew of a relational database containing this information, gathering the information would require only a simple SQL command. But suppose no such database exists. Instead, the user has available only two legacy information sources, namely, the UNIX finger command, which returns the names of people given their email addresses, and the UNIX userid-room command, which returns email addresses of all the occupants in the office. In order to find the names of the office's inhabitants, the user must combine these sources: first issuing the userid-room command and then running finger on each of the email address returned.

Such problems are overcome by this invention, which provides automatic information location and retrieval methods run on access system 2 in order to assist the user. These methods reason about the capabilities of information sources, e.g., legacy sources such as finger, userid-room as well as more powerful relational databases, in order to synthesize a sequence of information-access commands that will gather the
requested information. Such an ordered sequence of information-access commands is called herein a "plan." Since the methods have access to information source representations that can indicate that information sources may not be exhaustive, that may not store all possible values of their information types, when necessary the methods generate multiple plans in order to gather as much information as possible.

In this manner, the methods of this invention provide considerable assistance to user 1's information access tasks by planning a sequence of access requests to networked information sources, such as sources 3, 4, and 5, that retrieves information satisfying the user's queries. The planning and retrieving methods according to this invention utilize a database of data structures representing the information domain, to which the user's queries are related, and the networked information sources to be accessed, in order to satisfy the queries. These data structures are typically stored for access by the methods of this invention in storage device 8 attached to access system 2, where these methods are executed for providing assistance to user 1.

These data structure are described in the following paragraphs of this section. Following these data descriptions, representations for user queries and for the plans constructed by the planning methods of this invention are presented. These descriptions are illustrated by elaboration of the previously introduced legacy UNIX example.

Representing Information Domains and Information Sources

The location and retrieval methods of this invention allow the user to interact with networked information sources through a single, unified, relational database schema called an "information domain model" or a "domain model." A domain model includes one or more relational schema, which represent particular aspects of knowledge in an information domain of interest to a user. A relational schema includes one head, which names the schema, and one or more attributes, or
arguments to the schema, which indicate the types of facts related together by the schema. The relational schema represents that particular facts of the indicated types are related together in a state of affairs of the world according to this aspect of domain knowledge. See, e.g., Ullman, 1988, Database and Knowledge-Base Systems, vol. 1, Computer Science Press, and Ullman, 1989, Database and Knowledge-Base Systems, vol. 2, Computer Science Press, both of which are herein incorporated by reference in their entireties.

For example, a domain model can represent information about a person's email addresses with the relation schema email(F,L,E), where F, L, and E represent the attributes or arguments firstname, lastname and email address respectively. Another relation schema office(F,L,O) can represent that the person with firstname F and lastname L has office O.

The data structures of this invention are strongly typed, in that a type is associated with each attribute or argument. Each variable is also typed and can stand for facts having that type. In other words, a variable can only stand for an attribute or argument in a relation or predicate if the two types match. For example, within the email(F,L,E) relation, F and L are have the type "name," and E has the type "email."

In view of the domain model, networked information sources, or information-producing sites along with other data producing sites, are represented by modeling the type of information queries they are capable of responding to and by specifying a mapping between the output of such queries and relational schema in the information domain model. Both purposes are achieved with data structures, known herein as "operators," which have two syntactic parts:

1. A first part, called a "head," which is a predicate symbol denoting the name of the operator, and an ordered list of variables, which are the arguments of the operator. Each variable is possibly annotated with a binding pattern, which indicates that the argument must be bound in order for the query to be executed by the
associated information source. A bound variable is prefixed with a "\$." Variables without "\$" prefix are called free.

2. A second part, called a "body," which is a conjunction of atomic formulae whose predicate symbols denote relational schema in the information domain model. Operators are denoted by expressions with the head on the left, an implication symbol, and the body on the right. The following expression denotes an operator named "op."

\[ \text{op}(X_1, \ldots, X_n) = \text{rel}_1 (...) \land \ldots \land \text{rel}_m (...) \]

This specification says that when the operator "\text{op}" is executed as a query, against the information source whose description it is a part of, it will return one or more tuples of data. Each returned tuple represents an assignment of values to the arguments $X_1, \ldots, X_n$ of the head. For each returned tuple, the operator specification states that the logical formula formed by replacing all occurrences of the arguments in the relational schema in the body with the corresponding values of the returned tuples is satisfiable.

A formula is satisfiable if there is a state of affairs such that the remaining unassigned arguments in the relational can be assigned values consistently with partial assignment indicated by the returned tuple.

For example, the UNIX finger command can be modeled by the following operator:

\[ \text{finger}(F, L, \$E, O, Ph) = \text{email}(F, L, E) \land \text{office}(F, L, O) \land \text{phone}(O, Ph) \]

This means that when given an email address, the bound variable $\$E$, \text{finger} produces a set of variable bindings for the free variables, $F$, $L$, $O$, and $Ph$. Since binding annotations are required only for variables appearing as arguments, the use of $\$E$ in the head denotes the same variable as $E$ in the relational schema in the body. When $E$ is bound to "sam@cs", the following tuples might be returned:

\[
\{ "Sam", "Smith", "sam@cs", "501", "542-8907" \}
\{ "Sam", "Smith", "sam@cs", "501", "542-8908" \}
\]

Since the relation office($F, L, O$) appears in the body of \text{finger}, ("Sam", "Smith", "501") is also true, and office "501"
is known to have at least two phones: "542-8907" and "542-8908".

The methods of the invention do not assume that query operators are guaranteed to return from their information sources all tuples that are possibly part of the information domain model relations. This is the appropriate semantics for operators, since most data sources are incomplete. For example, the telephone white pages do not show all phone numbers, since some are unlisted. The SABRE™ flight database does not record all flights between two points on a given day, because some airlines are too small to be included. As a result of inherent database incompleteness, often multiple operators must be executed in order to be sure that as many tuples as possible have been retrieved. If it is known that a site does contain all tuples, this can be specified this by using "⇒" to separate the operator head and body.

As another concrete example, the legacy UNIX command userid-room generates email addresses, E, for the occupants of office O. This can be modeled by the identically named operator.

\[
\text{userid-room}(O, E) \Rightarrow \text{office}(F, L, O) \land \text{email}(F, L, E)
\]

Note that this operator does not return values for the first and last names associated with each email address E. Nevertheless, variables, e.g., F and L, ranging over these attributes of email and office are necessary to define the query in terms of the relations in the information domain model; such variables are said to be unbound. The interpretation is as follows: if userid-room returns a tuple such as \( ("501","sam@cs") \) then there exists F and L such that

\[
\text{office}(F, L, "501") \land \text{email}(F, L, "sam@cs")
\]

is known to be true. In other words, the body of the operator is satisfiable.

The examples of finger and userid-room illustrate encodings of legacy systems. For example, UNIX finger can be thought of as having access to relational data about names, email addresses, phone numbers and offices, but not supporting arbitrary relational operations. If a user wished
to know the email address of everyone whose phone number was "555-1212," *finger* would be of little use.

Binding patterns, i.e., a specification of bound variables in an operator's head, are a convenient way to describe legacy information sources, because they indicate the type of queries supported by such sources. When a source supports several types of queries, but doesn't support full relational operations, it can be described with several operators with various binding patterns. Bound arguments in an operator's head represent a form of query precondition. Full relational databases are simply described using operators with no bound variables or preconditions.

**Representing User Information Queries**

Queries are represented similarly to operators. A query has a head, which is a predicate symbol and an ordered list of arguments, with bound arguments being prefixed with "$". A query also has a body, which is a conjunction of relational schema in the information domain model. However, the direction of the implication symbol is reversed. The interpretation is that any tuple satisfying the conjunction of information domain relations represented by the body is a tuple that also satisfies the query. For simplicity, a constant is often substituted in place of a bound variable in the following description.

For example, a user who wants to know the first-names of the occupants in an office can issue the query

```sql
query-for-first-names(O, F) ← office(F, L, O)
```

This query has two arguments, O and F; the binding pattern indicates that O must be bound, e.g., to "429," before the query is executed. Since F has no "$" prefix, the query is requesting a set of values for that variable. For example, if Joe Researcher and Jane Goodhacker are the occupants of office 429, then the tuples \("429","Joe"\) and \("429","Jane"\) are possible answers for this query.

In contrast to an operator, which is an abstract representation of an information source's capabilities, an
operator instance, which is an operator whose arguments have
been instantiated with variables, represents the action of
accessing a specific information source. Formally, an
operator instance is an atomic formula whose predicate symbol
is an operator name. Thus user-id-room(O₁,E₁) and
user-id-room(O₂,E₂) are distinct operator instances, in which
the indicated variables stand for information tuples returned
from operator execution.

10 Representing Plans And Solutions

Plans are a specification of an ordered execution of
operators against their information sources, which are
designed to retrieve the information sought in a user query.
For example, if an information source stored the complete
office relational schema in a relational database, then
query-for-first-names("429",F) could be answered by
evaluating an SQL-based operator. However, if the data
repository doesn’t support relational operations or if the
data forming the office relation is distributed across
multiple sites, then multiple operator executions can be
needed. For example, using the previously described UNIX
operators, the best way to satisfy the example query is to
first execute user-id-room, which returns bindings for the
email addresses of the office’s occupants, followed by
repeated execution of finger for each binding of E returned
by user-id-room, and then to discard all information returned
except for the first-name. This ordered execution of legacy
operators together with instructions for handling the
returned tuples is an exemplary plan for this query.

In more detail, a plan also has a head, a body, and an
implication symbol. In this case, however, the body is an
ordered conjunction of operator instances. For example, the
previous example can be encoded as the two step plan:

35 plan("429,F) ⇒ user-id-room("429",E)∧finger(F,L,E,"429",Ph),
There are two ways of interpreting the body of a plan. Preferably, the body is interpreted procedurally, in which case the order of the operator instances is meaningful. In particular, the order determines whether operator binding patterns are satisfied during sequential execution of information source queries. Alternatively, the body can also be interpreted merely as a logical conjunction in which case the order is unimportant. A plan's head represents the information actually returned to the user. For example, although execution of finger gathers information about people's last names, the plan shown doesn't return this information to the user.

Given a user query and description of information sources, the planning methods of this invention construct a plan whose execution retrieves information satisfying the query. More precisely, a plan $plan(X_1, \ldots, X_n) \Rightarrow O_1 \land \ldots \land O_k$ is a solution to a query $query(Y_1, \ldots, Y_n) \Leftarrow rel_1(..., Y_i, ...) \land \ldots \land rel_n(..., Y_j, ...)$ if the following two criteria are satisfied.

1. First, the binding patterns of the plan's operator instances are satisfied. Specifically, if $V$ is a bound variable of $O_j$ then $V$ either is a free variable of some other earlier operator instance $O_i$, where $i < j$, or else is a value for $V$ that is a bound variable in the query head.

2. Second, all tuples satisfying $plan(X_1, \ldots, X_n)$ also satisfy $query(X_1, \ldots X_n)$. In other words, the following implication holds for all $c_1, \ldots, c_n$:

$$plan(c_1, \ldots, c_n) \Rightarrow query(c_1, \ldots, c_n)$$

where each $c_i$ is a constant.

For example, the previously described plan, $plan$, is a solution to query-for-first-names because both these conditions are met. First, the binding patterns are satisfied: userid-room has only one bound variable, $O$, and it is bound to "429" by the query head; and finger has only one bound variable, $E$, and it is bound by the earlier execution of userid-room. Second, every tuple returned by
the plan satisfies \textit{query-for-first-names}("429", F). To demonstrate the latter, suppose the tuple of constants \((c_1, c_2)\) is returned by the plan. The following logical implications hold.

\[
\text{plan}(c_1, c_2) \Rightarrow \text{userid-room}(c_1, E) \land \text{finger}(c_2, E, c_1, \text{Ph})
\land \text{office}(F_0, L_0, c_1) \land \text{email}(F_0, L_0, E)
\land \text{email}(c_1, L, E) \land \text{office}(c_2, L, c_1)
\land \text{phone}(0, \text{Ph})
\Rightarrow\text{office}(c_2, L, c_1)
\Rightarrow \text{query-for-first-names}(c_1, c_2)
\]

Thus any tuple \((c_1, c_2)\) satisfying \text{plan}(c_1, c_2) also satisfies \textit{query-for-first-names}(c_1, c_2). Hence, the plan is a solution to the query.

\hspace{15pt}5.2. \textbf{THE METHOD OF INFORMATION ACCESS}

Fig. 2 illustrates generally the methods of information location and retrieval according to this invention. These methods execute in such systems as the access system generally indicated at reference numbers 2 and 8 of Fig. 1. Turning to Fig. 2, first, a user inputs an information query at user interface device 20. By reference to information domain model 23 which is appropriate to the domain of the query, this entered query is converted into the previously described query representation in terms of the relational schema of the domain model. Next, planning methods 22 take the query so represented, and, with reference to domain model 23 and information source model 24, determine plan 25, which specifies an ordered sequence of accesses to the information sources together with instructions for presenting the returned tuples to the user. In this case, the plan specifies access to information source A 28, source B 29, and source C 30. The plan, is passed to retrieval methods 26, which actually perform the accesses to the networked information sources, retrieve returned data, and pass it to the user. Upon completion of processing, the result tuples are displayed on user interface device 20.
The planning methods are described in detail in the following section. Concerning retrieval methods 26, plan 25 passed to the retrieval methods has a body including an ordered list of query operator instances with specifications concerning how to instantiate bound variables of the operators, the binding patterns. Accordingly, the retrieval methods remove the first operator instance from the list, instantiate any bound arguments from values in the query head, submit it to its indicated information source, wait for a response, and save all returned tuples. Upon receiving a response, the retrieval methods extract the second operator instance from the list, instantiate any bound arguments from values in the operator head and values returned from the first operator instance, submit it to its indicated information source, wait for a response, and save all returned tuples. The retrieval methods execute similarly all remaining operator instances on the list. When the list is empty, retrieval methods 26 form tuples for presentation to the user by selecting data values from the returned tuples according to the list of arguments in the head of the plan.

This invention is adaptable to such alterations and optimizations to these methods as are apparent to one of skill in the arts. For example, plans for often repeated queries can be cached in a database, and planning method step 22 omitted for such queries.

5.3. THE METHOD OF PLANNING INFORMATION ACCESS

In this section the planning, or information source locating, methods of this invention are described. These methods are generally presented with respect to a preferred embodiment expressed in exemplary pseudocode. This invention is also adaptable to other expressions and transformations of this pseudocode that will be apparent to one of skill in the art from studying the following disclosure. The pseudocode generally relies on common knowledge in the art for the generation and representation of various data structures, including those for the representation of set, mapping, and

The following pseudocode presents an embodiment of the general planning method as a procedure named hereinafter "occam."

```plaintext
Procedure Occam (Q, O)
    Fringe = {{}}
    Sol = {}

    Loop until either Fringe = {}
        Resource bound reached
        Choose and remove Seq from Fringe
        \( \beta \) \( \leftarrow \) the set of all variables in Seq. \( \cup \) the values of bound vars in Q
        For each Op \( \in O \)
            For each Op_i \( \in \) InstantiateOp (Op, \( \beta \))
                Seq_i \( \leftarrow \) Append (Seq, Op_i)
                Fringe \( \leftarrow \) Fringe \( \cup \) \{Seq_i\}
                Sol \( \leftarrow \) Sol \( \cup \) FindSolutions (Seq_i, Q)

    Return Sol
```

This embodiment generally employs a forward-chaining methodology to search from a set of operators, which describe available information sources, to a goal, which is a plan "solving" the query in terms of these information sources. Therefore, the input to this procedure is a user query, Q, and a set of operators, O, representing the queries available at the information sources of the information domain relevant to a user query. The output returned in set "sol" is one or
more plans for solving, or satisfying, the query. Each plan is an ordered set of operator instances, or specific queries, together with a prescription for the selection of returned data to form tuples satisfying the query.

5 In more detail, this procedure makes use of two temporary data structures: "fringe," which is a set of candidate, ordered sequences of operator instances; and "sol," which is a set of plans which solve the query. Starting with fringe containing only the empty sequence,

10 procedure occam searches iteratively through the totally ordered sequences of operator instances, which are possible plan bodies. Since there is no bound on the length of useful plans, procedure occam's search proceeds within the loop until all alternatives have been exhausted, or until a

15 resource bound is exceeded. At each iteration of the loop, a sequence, called "seq," of operator instances is removed from the set fringe, and is expanded by postpending, by sub-procedure Append, any possible instances of each input operator in set O. For each input operator, any such

20 instantiated instances are generated by sub-procedure InstantiateOp, which uses as input the set β of all variables that would be bound at this stage of execution of seq if it were part of a plan. Since operators can generally be instantiated in several ways, expanding seq typically causes

25 many new operator instance sequences to be added to the set fringe. In the final step of the loop, sub-procedure FindSolutions determines if any of these newly constructed sequences can be converted into a solution plan, as is explained subsequently. All newly discovered solutions are

30 added to set sol, but in any case every newly constructed sequence is kept in set fringe, because its children can possibly lead to different solutions.

The planning and location methods embodied in procedure occam are sound and complete. Soundness follows from two

35 facts: first, sub-procedure InstantiateOp only returns operator instances whose bound variables are chosen from the set β which procedure occam calculates to be precisely those
satisfying the binding constraints; second, sub-procedure FindSolutions constructs a containment mapping which suffices to compute logical entailment for this language. Completeness follows from the fact that procedure occam performs an exhaustive search, up to a determined depth bound, of all possible sequences of operator instances that satisfy the binding constraints. Since sub-procedure FindSolutions enumerates all possible heads, all possible plans are considered, and all non-redundant plans solving the input query are returned.

The following paragraphs describe these sub-procedures in more detail together with continued discussion of the previous legacy UNIX example. The section closes with a description of preferred optimizations to the basic procedures

**The Sub-procedure InstantiateOp**

The following pseudocode presents an embodiment of the sub-procedure InstantiateOp, which finds variable bindings for argument of operators.

```
Procedure InstantiateOp(Op, β)
    Instances ← {}
    For each variable, Vi, in Args(Op)
        If Vi is bound, then Val(Vi) ← {X ∈ β | SameType(X, Vi)}
        Else if Vi is free, then Val(Vi) ← {a newly generated variable}
    For each tuple ⟨Xi, ..., Xn⟩ in the cross product Val(Vi) x ... x Val(Vn)
        Generate a new operator instance Op_i such that
            Name(Op_i) ← Name(Op)
            Args(Op_i) ← {Xi, ..., Xn}
            Instances ← Instances ∪ {Op_i}
    Return Instances
```

**SUB-PROCEDURE INSTANTIATEOP**
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In more detail, the input to this sub-procedure is an operator, Op, and the set, \( \beta \), of variables currently bound at this stage of potential plan execution. For each bound argument, \( V \), in Op, InstantiateOp checks whether there are any already bound values in the set \( \beta \) that are of the same type as \( V \). If so, \( V \) is set to these values; if not, the binding pattern of Op cannot currently be satisfied, and no instances are generated by InstantiateOp. If \( V \) is a free argument in Op, then it is bound to a new value. Finally, operator instances are returned for all possible combinations of the just determined binding values of the variables of Op.

**The Sub-procedure FindSolutions**

The previous paragraphs described how procedure Occam searches through the totally ordered sequences of operator instances having satisfied binding patterns. This section explains how sub-procedure FindSolutions tests each such ordered sequence found to determine whether it can be elaborated into one or more solutions to the input query. There is a difference between a plan and a sequence of operator instances. A plan is represented as an operator, and as such it has both a head and a body, the body determining which actions get executed while the head determines what data gets returned, whereas a sequence of operator instances has no head.

Given a sequence, \( O_1 \land \ldots \land O_k \), of operator instances, FindSolutions determines whether there exist any plans of the form \( \text{plan}(X_1, \ldots, X_n) = O_1 \land \ldots \land O_k \) that are solutions to the query. A totally ordered sequence of operators is under specified because there could be several, or no, heads which combine with it to form a solution. Sub-procedure FindSolutions is illustrated in the following pseudocode.
Procedure \textbf{FindSolutions}(Seq, Q)
Sol ← \{
E ← \bigwedge \text{Body}(Op_i)
\forall Op_i \in \text{Seq}
V_E ← \text{the set of all symbols in } E
V_Q ← \text{the set of all symbols in } Q
\text{For each potential containment mapping } \tau : V_Q \rightarrow V_E
\text{For each equality mapping } \xi : V_Q \rightarrow V_E
\text{If } \tau(\text{Body}(Q)) \leq \xi(E)
\text{Then } P ← \text{a plan with head plan } (\tau(\text{Args}(Q)))
\text{and body } \xi(\text{Seq})
\text{If } p \text{ is not redundant, then } Sol ← Sol \cup \{P\}
\text{Return } Sol

\textbf{SUB-PROCEDURE FINDSOLUTIONS}

According to the definition of a solution, there are two requirements for a plan to be a solution to a query. A first condition is that the binding patterns of the plan body's operator instances must be satisfied. Sub-procedure FindSolutions doesn't need to check this criterion because sub-procedure InstantiateOp only instantiates bound variables with values satisfying the binding patterns. The second condition is that all tuples satisfying plan\((X_1,\ldots,X_n)\) must satisfy query\((X_1,\ldots,X_n)\). According to the preceding pseudocode, FindSolutions takes a sequence and generates the set of all plans, having that sequence for their body, whose tuples are guaranteed to satisfy the query. These plans are thus solutions.

In order to determine if plan heads can be generated, sub-procedure FindSolution utilizes containment mappings between two horn clauses. See, e.g., [28], p 881. A containment mapping from query Q to the formula E, both horn clauses, is a function \tau mapping symbols in Q to symbols in
E. If there exists a mapping such that the $\tau(\text{Args}(Q))$ equals the arguments of $E$, then $E$ logically entails $Q$. Therefore, $Q$ is the body of a plan.

When FindSolutions is given a sequence of operator instances, i.e. a candidate plan body, it first computes the expansion of the sequence by setting local variable $E$ to the conjunction of the bodies of the operators in the sequence. Local sets $V_\text{e}$ and $V_\text{o}$ are defined in order that FindSolutions can search through potential containment mappings. This search can be optimized by the use of type information and other methods, as will be apparent to one of skill in the art, in order to achieve increased efficiencies. If sub-procedure FindSolutions can find a containment mapping from the query to the expansion $E$ such that the image of the body of $Q$ is contained in $E$, then this mapping enables the construction of a plan head guaranteeing that all tuples returned by the plan satisfy the query.

FindSolutions also considers possible equality mappings which have the effect of requiring that two or more variables in $E$ are constrained to be equal. Equality mappings are necessary in order to determine a plan solution in the case of certain queries. FindSolutions's inner loop searches through possible equality mappings, that is functions of the form $\zeta: V_\text{e} \mapsto V_\text{e}$. By performing this search, FindSolutions considers the possibility of constraining one or more of the variables in the expansion to be equal. For example consider the query

$$\text{query\textunderscore same\textunderscore names}(\$E, F) = \text{email}(F, F, E)$$

which looks for people with a given email address whose firstnames and lastnames are the same. The sequence

$$\text{finger}(F_0, L_0, \$E, O_0, Ph_0), \text{ which has expansion } \text{email}(F_0, L_0, E) \land \text{office}(F_0, L_t, O_0) \land \text{phone}(O_0, Ph_0),$$

might lead to a solution, but there is no possible containment mapping from $\text{email}(F, F, E)$ to $\text{email}(F_0, L_0, E)$, because the image of $F$ would have to be both $F_0$ and $L_0$. FindSolutions generates a solution.
by constraining $X = F_0$ with the equality mapping that sets $\zeta(F_0) = L_0$. As a result $\zeta(E)$ contains the conjunct email($F_0$, $F_0$, $E$), and the containment mapping $\tau(F) = F_0$, $\tau(E) = E$ demonstrates the logical entailment required for a plan to be a query solution. Thus FindSolutions recognizes a solution corresponding to executing a finger command and then discarding all returned tuples whose first and last names are not equal.

Finally, the last line of the inner loop of FindSolutions checks whether a plan is redundant, and adds it to the set of solutions to be returned only if it is not redundant. A plan is redundant if operator instances can be eliminated from the plan with the plan remaining a solution. This check is important to minimize combinatorial search explosions. Since every super-sequence of a sequence of operator instances that generate a solution also generates that solution, and since that procedure occam keeps all sequences on the set fringe, even when they have produced solutions, not removing redundant plans generates a greatly increased number of plans with unnecessarily increased information source access queries.

However, it is preferable to keep solution sequences on set fringe, because some super-sequences can yield qualitatively different solutions to a query that should not be discarded. Such different solutions are illustrated by the following example, having the set of operators.

\[
\begin{align*}
op_1(X) & \Rightarrow \text{rel}_1(X), \\
op_2(X,Y) & \Rightarrow \text{rel}_2(X,Y), \\
op_3(X,Y) & \Rightarrow \text{rel}_2(X,Y) \land \text{rel}_1(Y),
\end{align*}
\]

and a user query \text{query}(X) = \text{rel}_1(X). The following plans are solutions to the query.

\[
\begin{align*}
\text{plan1}(A) & \Rightarrow \text{op}_1(A) \\
\text{plan2}(A) & \Rightarrow \text{op}_3(A) \land \text{op}_2(A,B) \\
\text{plan3a}(A) & \Rightarrow \text{op}_1(A) \land \text{op}_3(A,B) \\
\text{plan3b}(B) & \Rightarrow \text{op}_1(A) \land \text{op}_3(A,B)
\end{align*}
\]

Plan1 is a solution to the query. Although plan2 is also a solution, it is redundant because elimination of the second
conjunct yields plan1. Because the sequence $op_1(A) \land op_1(A, B)$ is a superset of plan1's body, it also leads redundant solution plan3a. Since this latter plan can return a different set of tuples, than plan1, it is retained and returned by FindSolutions. Checking for redundancy is fast, taking time that is $O(l^2eg)$, where $l$ is the length of the plan, $e$ is the number of relations in the expansion and $g$ is the number of relations in query body.

10 The UNIX Command Example

Returning to the example of the legacy UNIX commands, suppose procedure occam is called on the query-for-first-names query. When the empty sequence is removed from set fringe and assigned to variable seq, the occam procedure considers adding instances of operators finger and userid-room. Since there are no variable instances in the empty sequence seq, $\beta$ is assigned the value ("429") because that is the only constant provided as input by the query.

When InstantiateOp is called with userid-room, the procedure creates val sets corresponding to userid-room's two arguments, the bound O and the free E. Variable O could be assigned any value in $\beta$ that has a type which is consistent with the type "office." Since both "429" and O are of type "office," val(O) = {"429"}. If there had been a type conflict, then val(O) would have been empty and InstantiateOp would have returned no instances. Since E is free, val(E) is assigned a set containing a newly generated variable, \{E_0\}. Since both Val sets are singletons, there is only one pair in the cross product. Hence, InstantiateOp returns a single instance to occam: userid-room("429", E_0).

In some later iteration of the loop occam, Seq = userid-room("429", E_0) is removed from set fringe. $\beta$ is then assigned the value, \{"429", E_0\}. Thereby, after executing userid-room, there is a set of possible values for E_0 and thus that variable can be used when instantiating future instances that have bound arguments.
Once again occam considers adding instances of finger and userid-room. When it chooses the former, it creates val sets for finger's arguments: F, L, E, O, Ph. Since all of these arguments except E are free, their Val sets will contain a single newly generated variable, e.g., \{F_1\}, \{L_1\}, \{O_1\}, \{Ph_1\}. Although there are two members of \(\beta\), only one has type email address, so Val(E) = \{E_0\}. Therefore InstantiateOp returns a single instance to the inner loop of occam, that is finger (F_1, L_1, O_1, Ph_1). Thus the following sequence is formed.

\[
\text{userid-room("429", E_0)} \land \text{finger(F_1,L_1,E_1,O_1,Ph_1)}. 
\]

This sequence is added to Fringe, and in addition it is passed to FindSolutions, in order to see if it could be elaborated into a solution to the query.

Given these arguments, FindSolutions expands the sequence, giving E the following value:

\[
\text{office(F_0,L_0, "429")} \land \text{email(F_0,L_0,E_0)} \land \text{email(F_1,L_1,E_0)} \land \text{office(F_1,F_1,O_1)} \land \text{phone(O_1,Ph_1)} 
\]

\(V_0\) becomes \{"429",F,L\} and \(V_E\) becomes \{F_0,L_0, "429", E_0,F_1,L_1,O_1,Ph_1\}. Next, FindSolutions tries different ways to map variables from \(V_0\) to \(V_E\). Eventually, it considers the following mapping: \(\tau(\text{"429"}) = O_1\), \(\tau(F) = F_1\), and \(\tau(L) = L_1\). If the equality mapping \(\zeta\) is taken to be the identity mapping, then applying \(\tau\) to the query body yields the singleton sequence office(F_1, L_1, O_1), which matches one of the conjuncts in E. Therefore a new plan \(P\) is formed:

\[
\text{plan}(O_1, F_1) \Rightarrow \text{userid-room("429",E_0) \land finger(F_1,L_1,E_0,O_1,Ph_1)} 
\]

Since \(P\) is not redundant, as previously described, it is saved as a solution in set sol. In this example, there are no other solution plans with userid-room\&finger as body, but in some cases there exist several heads that make a sequence
into a solution. When this happens, FindSolutions returns all such plans.

**Procedure Optimization**

Although the method as previously described is efficient, there are two optimization that reduce the number of plan bodies explored by procedure Occam's search processes and improve efficiency. Duplicated operator instance pruning eliminates redundant instances. Shuffled sequence pruning achieves the efficiency benefits of a partial-order representation without the attendant complexity. Both of these techniques are domain-independent and completeness-preserving, in that they do not cause the planning methods to miss useful solutions. Furthermore, experimental data presented subsequently demonstrates that these optimization techniques are complementary. When used in combination, they provide on average an order of magnitude speedup.

Turning first to duplicated operator instance pruning, two instances, $O$ and $O'$, of an operator are equivalent, written as $O \equiv O'$, if all the bound arguments of $O$ are equal to the variables in $O'$. For example, $\text{userid-room}(A,B) \neq \text{userid-room}(C,B)$, but $\text{userid-room}(A,B) = \text{userid-room}(A,C)$, because only the first variable is bound in the definition of this operator. This optimization rejects any sequence that contains two equivalent operator instances. This test is preferably accomplished in sub-procedure InstantiateOp by incrementally checking for the presence of an equivalent instance before postpending new instances returned by the call to InstantiateOp. That is, the sequence is rejected if the new operator instance has the same bound arguments as an existing step, since executing the same operator with same bound arguments twice will not return any new tuples. For example, the plan

$$\text{userid-room}(\"429\",E) \land \text{finger}(F,L,E,O,Ph) \land \text{userid-room}(\"429\",E_i)$$
is rejected by this optimization, because \textit{userid-room} is executed twice with the same bound argument "429".

Turning next to shuffled sequence pruning, since the methods of this invention generate sequences that are totally ordered, they consider different orderings of operator instances even when the precise order does not matter. For example, given the following operators

\[
op_1(X,Y) = rel_1(X,Y) \\
op_2(X,Y) = rel_2(X,Y)
\]

the following two incomplete sequences

\[
s_1: \; \; \; \; \; \; \; op_1(A,B) \land op_2(A,C) \land op_2(B,D) \\
s_2: \; \; \; \; \; \; \; op_1(A,B) \land op_2(B,D) \land op_2(A,C)
\]

would be considered by procedure Occam, but in fact one or the other can be discarded without losing completeness, or query information.

In prior systems, this combinatorial explosion has been controlled by the use of a partial-order representation. This invention adopts the simpler and more efficient approach of enforcing a canonical ordering which eliminates redundant permutations.

Operator instance \(O_i\) is defined to be dependent on operator instance \(O_j\) if either

- \(O_i\) has a bound argument that appears as a free variable in \(O_j\), (also known as "direct dependence") or
- There exists an instance \(O_k\) such that \(O_i\) is dependent on \(O_k\) and \(O_k\) is dependent on \(O_j\) (also known as "transitive dependence").

Two operator instances are independent if neither is dependent on the other. If two operator instances are independent, then procedure Occam does not need to explore both ordering permutations.

To avoid this redundancy, this optimization assigns a unique number \(\text{InstanceID}(O_i) = \text{InstanceID}(O_j)\) if and only if \(O_i \equiv O_j\). When creating new sequences by adding operator instances \(O\) to an existing sequence, procedure Occam bypasses a creation in which the new instance \(O\) is independent of an existing operator instance \(O_i\) and \(\text{InstanceID}(O < \text{InstanceID}(O_i))\).
Returning to the example above, suppose the following InstanceIDs are assigned: InstanceID(op₁(A, B)) = 1, InstanceID(op₂(A, C)) = 2 and InstanceID(op₂(B, D)) = 3. To construct s₂, add op₂(A, C) to the sequence op₁(A, B) \wedge op₂(B, D). However op₂(B, D) is independent of op₂(A, C), and InstanceID(op₂(A, C)) < InstanceID(op₂(B, D)), so this addition is redundant and s₂ is pruned. s₁ is the only sequence that consists of all three of the operator instances in the search space. Additionally, procedure Occam can reorder sequences in operator instances to achieve execution efficiency.

The following experimental data demonstrates the efficiency of these optimization. The experiments consisted of five problems in the following four domains.

- The Parent domain has two operators. See, e.g., [25].
- The Patho domain consists of the three operators. See, e.g., [25].
- The Car domain models relational databases containing price information on foreign and domestic cars with five operators that use numerical constraints to encode price and date restrictions.
- The People domain encodes Internet white page operations with ten operators. See, e.g., [9].

In each experiment procedure Occam exhaustively explored all sequences up to a certain length. The number of sequences explored and the time taken for each experiment is shown in Table 1. Each experiment is run with procedure Occam without any of the two described optimizations, the "plain" column, then with procedure Occam with duplicated operator instance pruning, the "no duplicate" column, and finally with procedure Occam with duplicated operator instance pruning and shuffled sequence pruning, the "no duplicate/no shuffle" column. This experiment demonstrates that the search control optimizations provide two orders of magnitude speedup.
### TABLE 1 - OPTIMIZATION EXPERIMENTS

<table>
<thead>
<tr>
<th>Query</th>
<th>plain</th>
<th>no duplicate</th>
<th>no duplicate no shuffle</th>
</tr>
</thead>
<tbody>
<tr>
<td>find-grandparent (depth 7)</td>
<td>explored</td>
<td>46232</td>
<td>8852</td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>23</td>
<td>3</td>
</tr>
<tr>
<td>Patho q(X) (depth 7)</td>
<td>explored</td>
<td>598443</td>
<td>163531</td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>364</td>
<td>65</td>
</tr>
<tr>
<td>Car query (depth 7)</td>
<td>explored</td>
<td>97655</td>
<td>97655</td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>975</td>
<td>975</td>
</tr>
<tr>
<td>query-for-first-names (depth 6)</td>
<td>explored</td>
<td>62808</td>
<td>22307</td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>346</td>
<td>88</td>
</tr>
<tr>
<td>find-email (depth 4)</td>
<td>explored</td>
<td>14249</td>
<td>11141</td>
</tr>
<tr>
<td></td>
<td>time</td>
<td>19</td>
<td>16</td>
</tr>
</tbody>
</table>

### Additional Enhancements To The Methods Of This Invention

Network information services are potentially slow and expensive, therefore one enhancement to the methods of this invention is to find the simplest plans that gather information requested by the user. Procedure Occam can do so by recording the price and expected time required by an information source, and then using this information to guide its search by picking the expected least cost sequence from set fringe.

Users can also impose resource bounds on a query. Specifying a price bound of zero on a query prevents the planning methods from considering any sequence that costs money. Procedure Occam finds the simplest plans using these criteria. However, estimating the cost of an operator sequence can be difficult. In particular, operators encoding accesses to legacy systems can need multiple sequential executions, once for each tuple returned from some other information source that instantiates their query variables. Procedure Occam can represent this problem by estimating the execution complexity of a sequence. The number of tuples returned on average from an information source returns is
estimated. This number is then multiplied by the cost of the operators that use tuples from this source to arrive at an estimate of the total execution cost. This cost estimate can also guide sequence selection from set fringe.

5.4. ALTERNATIVE EMBODIMENT

An alternative embodiment of the information locating and query planning methods of this invention utilizes a backward-chaining algorithm. Such a method starts from the goal, the user information query to be satisfied, and expands it into a list of instantiated operators, or information source queries, which return the required information. This method described is a sound, complete, partial-order planner, which is also free of threats and does not require consistency checking.

For the description of this alternative method in this section, a user information query is taken to be a conjunction of predicates together with a list of variables and an indication for each whether it is bound or unbound. Execution of the instantiated queries against their represented information sources, also called "actions" in this section, is partially ordered by two types of point truth constraints, one representing the binding pattern of variables in a predicate and another representing true predicates.

Further, for this method, all variables are typed, and are also either bound or unbound. Free variables can be merged with unbound variables. Unbound variables are associated with actions, also called steps, and are like effects.

This method is exemplified by the following pseudocode which uses the following definitions and variable names.

1) Set I is the set of bound variables in the user information query.

2) Set O is the set of unbound variables in the user information query.

3) Variable G stands for the agenda of predicates.
4) Variable S stands for queries representing information sites.
5) Variable A stands for instantiated actions, also called steps, which are instantiated queries to information sites.
6) Variable V stands for the variables in a predicate or expression.
7) Variable P stands for predicates.
8) Variable PP stands for plans or partial plans.

A partial plan is a list comprising, in order: actions; unsolved goals ("UG" of the PP); unbound variables ("UV" of the PP); ordering constraints for actions; and variable bindings. A plan without any unsolved goals is a solution of the user information query.

Initial PP = ({last step, first step}, body of query, $\phi$, $\phi$);
I = unbound variables of the dummy first step of the initial PP;

Push Initial PP on G;
While (PP = Pop(G)) do

<?A>: Choose a goal predicate P from UG of PP;
If none, then return PP as a query solution;
Select a new S, or existing A, with a predicate P' in its description unifying with P AND having a non-empty intersection, VS, of UV and the unbound variables of P';
Add the instance of S to the actions of PP and its bindings to the bindings of PP;

Remove P from the UG of PP;
UV(PP) <= UV(PP) - VS + UV(S);
Add an ordering constraint between the producing step and the steps associated with each variable in VS to PP;

<?B>: Choose a goal variable V from UV of PP;
If there is an existing step that may be ordered before the step associated with V, which has an unbound variable unifying with V, i.e., of the same type and not already unified with a variable in the query, add the binding and ordering to PP;

Else go to <A>;

End.

6. SPECIFIC EMBODIMENTS, CITATION OF REFERENCES

The present invention is not to be limited in scope by the specific embodiments described herein. Indeed, various modifications of the invention in addition to those described herein will become apparent to those skilled in the art from the foregoing description and accompanying figures. Such modifications are intended to fall within the scope of the appended claims.

Various publications are cited herein, the disclosures of which are incorporated by reference in their entireties.
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WHAT IS CLAIMED IS:

1. A method to retrieve information from one or more information sources in order to satisfy a user information query, said method comprising the steps of:
   a. generating an ordered sequence of one or more operators, (i) wherein each said operator represents a type of query for retrieving information from one of said information sources, (ii) wherein each said operator has a representation comprising a head with zero or more bound arguments and with one or more free arguments, said bound and free arguments representing, respectively, input information required by, and output information returned from, said represented query type, (iii) and further wherein said user information query has a representation comprising a head with zero or more bound arguments and with one of more free arguments;
   b. instantiating each said ordered sequence of operators to form one or more ordered sequences of operator instances by replacing said bound and free arguments in each said operator and in said user information query with variables such that the binding pattern of said ordered sequence of operators is satisfied;
   c. testing whether each said ordered sequence of operator instances satisfies said user information query, wherein said ordered sequence of operator instances satisfies said user information query if it returns information in its variables satisfying the free arguments of said head of said user information query; and
   d. repeating steps (a), (b), and (c) either until no additional said ordered sequences of operators can be generated or until a resource bound is exceeded.

2. The method of claim 1 further comprising after step (d) the additional steps of:
e. submitting each operator instance of one of said ordered sequence of said operator instances that satisfies said user information query to said represented information source, wherein said variables replacing said bound arguments of said operator have values either according to said user query or according to information already retrieved from said information sources;

f. assigning values to said variables replacing said free arguments of said operator instance according to information returned from said represented information source;

g. repeating steps (e) and (f) in order for all said operator instances of said ordered sequence of operator instances; and

h. assigning values to the free variables in said user information query according to the information returned from said information sources in step (f), whereby said user information query is satisfied

3. The method of claim 1 wherein said generating is according to a forward chaining method wherein a new one of said ordered sequences of operators is generated by appending an instance of one of said operators to a previous one of said ordered sequences of operators such that said binding pattern can be satisfied in said instantiating step.

4. The method of claim 3 wherein said appending and instantiating do not generate a new one of said ordered sequence of operators wherein the resulting ordered sequence of operator instances has two independent operators in a different order than said two independent operator instances have in an already generated ordered sequence of operator instances.

5. The method of claim 4 wherein two operator instances are independent if they are neither directly dependent nor transitively dependent, wherein two operator instances are
directly dependent if there is a variable replacing a bound argument in one of said two operator instances and a replacing a free argument in the other of said two operator instances, and wherein two operator instances are transitively dependent if they are part of an ordered sequence of operator instances, each pair of adjacent operator instances being directly dependent.

6. The method of claim 1 wherein said arguments and said variables have one or more types, and wherein a variable can only replace an argument if they both have the same type.

7. The method of claim 1 wherein said binding pattern is satisfied if, for each operator instance in said ordered sequence of operator instances, all of its said bound arguments are replaced either by variables which replaced free arguments in previous operator instances in said ordered sequence of operator instances or are replaced by variables which replaced bound arguments in said head of said user information query.

8. The method of claim 1 (i) wherein said information sources are part of an information domain whose information content is represented by one or more relational schema, each said relational schema comprising a named predicate symbol and one or more arguments, (ii) wherein said operators and said user information query further comprise bodies comprising conjunctions of one or more of said relational schema, said conjunction comprising arguments including those of said heads of said operators and said user information query, respectively, (iii) and further wherein a said ordered sequence of operator instances satisfies said user information query if the variables replacing said arguments in the body of said user information query can be mapped to the variables in the conjunction of all the bodies of said ordered sequence of operator instances such that the body of
user information query is contained in said conjunction of
the bodies of ordered sequence of operator instances.

9. The method of claim 1 wherein said step of instantiating
does not form an ordered sequence of operator instances in
which two or more operator instances have bound arguments
replaced by the same variables.

10. A computer system programmed according to the methods of
claims 1 or 2.
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