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MESH SIMPLIFICATION BY 3D MODEL RECONSTRUCTION

BACKGROUND

[0001] There is a growing population of users that interact with computing devices that utilize three-dimensional (3D) display technologies. Some 3D models can be very complex and have very high polygon counts, sometimes so much that it is difficult to render with real-time performance and memory constraints. To address some of these constraints, mesh decimation algorithms are used to create simplified versions of 3D models with reduced polygon counts. Although a reduced polygon count may help with some of the performance and computing resource issues, such technologies have a number of drawbacks. Among other problems, a reduced polygon count may create holes and gaps in unbefitting locations of modeled objects.

[0002] In one illustrative example, 3D mesh data may include a number of components, e.g., a number of triangles that make up the surfaces of a cube. The data defining the triangles may not indicate that certain triangles are connected. For instance, 3D mesh data may define triangles that make up the front face of the cube, however, the data may not indicate if the triangles are connected. Such data is referred to as “polygon soup.” Traditional mesh decimation technologies may not be effective in reducing the number of polygons when processing such data because the removal of random components may remove salient components, such as one or more triangles that make up the front face of the cube. In addition, traditional mesh decimation technologies may not be able to remove hidden components, e.g., internal components. Such an outcome may not be desirable as such techniques may leave unwanted holes or may even render an object in an unrecognizable form.

[0003] It is with respect to these and other considerations that the disclosure made herein is presented.

SUMMARY

[0004] Concepts and technologies are described herein for providing raster-based mesh decimation. Generally described, input data defining a model is processed to render the model as a depth map from a multitude of perspectives. The location of the perspectives and/or the number of perspectives is based on one or more factors including characteristics defined in the input data and/or other contextual information. By capturing depth map data from a multitude of perspectives, components of the model that are visible from the multitude of perspectives are captured in the depth map data and components that are
blocked by the visible components are not captured in the depth map data. Point cloud data is generated by merging the depth map data captured from the multitude of perspectives. Mesh data is generated by applying a surface reconstruction to the point cloud data. A mesh decimation algorithm may be applied to the mesh data. In some configurations, techniques described herein may also render the model to generate image data from the multitude of perspectives. The mesh data may be texturized or otherwise supplemented using the image data.

[0005] It should be appreciated that the above-described subject matter may also be implemented as a computer-controlled apparatus, a computer process, a computing system, or as an article of manufacture such as a computer-readable medium. These and various other features will be apparent from a reading of the following Detailed Description and a review of the associated drawings.

[0006] This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended that this Summary be used to limit the scope of the claimed subject matter. Furthermore, the claimed subject matter is not limited to implementations that solve any or all disadvantages noted in any part of this disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] FIGURE 1 is a block diagram showing several example components for providing raster-based mesh decimation;

[0008] FIGURE 2 illustrates a model defined by sample input data comprising geometric data;

[0009] FIGURE 3A illustrates a number of perspectives for capturing depth map data of the model;

[0010] FIGURE 3B illustrates a number of perspectives for capturing image data of the model;

[0011] FIGURE 4A illustrates a representation of the model based on point cloud data generated from the depth map data;

[0012] FIGURE 4B illustrates a representation of the model based on mesh data generated from a surface reconstruction of the point cloud data;

[0013] FIGURE 4C illustrates a texturized representation of the model based on the image data;
FIGURE 5 is a flow diagram of one example routine that may be used for providing raster-based mesh decimation; and

FIGURE 6 is a computer architecture diagram showing an illustrative computer hardware and software architecture for a computing device capable of implementing aspects of the configurations presented herein.

**DETAILED DESCRIPTION**

Concepts and technologies are described herein for providing raster-based mesh decimation. Generally described, input data defining a model is processed to render the model as a depth map from a multitude of perspectives. The location of the perspectives and/or the number of perspectives is based on one or more factors including data defined by the input data and/or other contextual information. In some configurations, data representing the location of the perspectives and/or the number of perspectives may be displayed to a user and modified by an input, including a user input in response to the display.

By capturing depth map data from a multitude of perspectives, components of the model that are visible from the multitude of perspectives are captured in the depth map data and components that are blocked by the visible components are not captured in the depth map data. Point cloud data is generated by merging the depth map data captured from the multitude of perspectives. Output mesh data is generated by applying a surface reconstruction to the point cloud data. A mesh decimation algorithm may be applied to the output mesh data. In some configurations, a mesh decimation algorithm may be applied to the output mesh data as an independent process or as part of the surface reconstruction of the point cloud data.

In some configurations, techniques described herein may also render the model to capture image data from the multitude of perspectives. In some examples, the captured image data may include RGB image data, CMYK image data or data defining textures, shaders, normal maps, or any other display properties. If image data is captured, as will be described in more detail below, the captured image data may be applied to the output mesh data. Any number of known methods for applying image data may be used, e.g., texturizing, wrapping, etc.

In some illustrative examples, the input data may comprise an original mesh associated with texels, e.g., encoded colors, normals, etc. Aspects of the present disclosure stores the texels by their spatial location. Once the output mesh data is generated from the point cloud data, the techniques disclosed herein can recover
information associated with the texels by sampling the output mesh data. In some configurations, for individual samples, techniques disclosed herein search for certain texels, which may include the nearest texels. Such configurations may be optimized by leveraging a space-partitioning data structure, such as a KD-tree or an Octree.

[0020] By the use of the techniques disclosed herein, the generation of mesh data with a reduced polygon count may help with some of the performance and computing resource issues that impact some existing technologies. In addition, the use of the multiple perspectives for capturing data helps produce a reduced polygon count while mitigating issues resulting in holes or gaps in salient features of modeled objects. The technologies presented herein also filter and remove hidden components, e.g., internal components, that may not be considered as salient features from one or more selected perspectives. Data related to the perspectives may also be displayed to a user, which enables the user to provide feedback on the multiple perspectives. These techniques and others may increase the performance of the user and reduce user errors when interacting with the device.

[0021] While the subject matter described herein is presented in the general context of program modules that execute in conjunction with the execution of an operating system and application programs on a computer system, those skilled in the art will recognize that other implementations may be performed in combination with other types of program modules. Generally, program modules include routines, programs, components, data structures, and other types of structures that perform particular tasks or implement particular abstract data types. Moreover, those skilled in the art will appreciate that the subject matter described herein may be practiced with other computer system configurations, including hand-held devices, multiprocessor systems, microprocessor-based or programmable consumer electronics, minicomputers, mainframe computers, and the like.

[0022] In the following detailed description, references are made to the accompanying drawings that form a part hereof, and which are shown by way of illustration specific configurations or examples. Referring now to the drawings, in which like numerals represent like elements throughout the several figures, aspects of a computing system and methodology for providing raster-based mesh decimation will be described.

[0023] FIGURE 1 is a system diagram showing aspects of one illustrative mechanism disclosed herein for providing raster-based mesh decimation. As shown in FIGURE 1, a system 100 may include a computing device 101, a remote computer 102 and a network 120. The computing device 101 may operate as a stand-alone device, or the computing
device 101 may operate in conjunction with the remote computer 102. As can be appreciated, the remote computer 102 and the computing device 101 are interconnected through one or more local and/or wide area networks, such as the network 120. It should be appreciated that many more network connections may be utilized than illustrated in FIGURE 1.

[0024] The computing device 101 may be in the form of a personal computer, a wearable computer, including a head mounted display (HMD), or any other device having components for rendering one or more objects on a display, such as an interface 118. The computing device 101 may include a local memory 180 that stores input data 103, depth map data 105, point cloud data 107, image data 109 and output data 111. The computing device 101 may also include a program module 113 configured to manage techniques described herein and interactions between a user and the computing device 101. The program module 113 may be in the form of a game application, a virtual reality application, an operating system component or any other application with features for processing input data 103 to render objects on a display.

[0025] The input data 103 may be in any format. In some examples, the input data 103 may include data from a file or any other data structure containing geometric data. Example file formats include but are not limited to 3DMF, Open Game Engine Exchange, 3DML, 3DXML, FBX, X3D and XVL. The input data 103 may include data defining an object associated with a single mesh or multiple objects each defined by a separate mesh.

[0026] Using the input data 103, a model may be rendered in memory from a multitude of perspectives. As will be described in more detail below, the number of perspectives may depend on one or more factors including the shape, size and/or characteristics of the model. For example, a polygon count associated with the input data 103 and/or a vertices count associated with the input data 103 may influence the number and/or position of the perspectives. In some configurations, an increased polygon count and/or an increased vertices count can cause the system 100 to increase the number of perspectives. In addition, other contextual information received from a computer or user may influence the number of perspectives. In some scenarios, contextual information may indicate that a model has flat or curved surfaces. In such scenarios, a model comprising flat surfaces may require fewer perspectives than a model made of curved surfaces. In addition, a model having a curved surface, such as a hemisphere, there may be a number of perspectives uniformly distributed around the curved surface of the model, and fewer perspectives directed to the flat surface of the model. Any received data may influence the position of
each perspective and/or the number of perspectives. In one example, contextual data may be interpreted from the input data 103 and other data, such as an input received from a user or data received from any resource.

[0027] In some configurations, data representing the position of individual perspectives and/or the number of perspectives may be displayed to a user. Techniques disclosed here may also display user interface (UI) controls for a user to modify the position of individual perspectives and/or the number of perspectives by the use of the UI or other forms of input, such as a voice input or other input mechanism.

[0028] Depth map data 105 may be captured from each of the perspectives. Any data format may be used for storing the depth map data 105, which may include data defining a distance between individual perspectives and a modeled object. By capturing depth map data 105 from a multitude of perspectives, components of the object that are visible from the multitude of perspectives are captured in the depth map data 105 and components that are blocked by the visible components are not captured in the depth map data 105.

[0029] In addition, in some configurations, image data 109, such as RGB data, CMYK data or other data, may be captured from one or more perspectives. In other examples, data identifying any display property, such as a shading, may be captured from each of the perspectives. The captured image data 109, as will be explained below, can be applied to the output data 111.

[0030] The point cloud data 107 is generated by merging the depth map data 105 captured from the multitude of perspectives. Next, output data 111, which may include mesh data, is generated by applying a surface reconstruction process to the point cloud data 107. For illustrative purposes, the output data 111 is also referred to herein as “output mesh data.” In some configurations, a mesh decimation algorithm may be applied to the output data 111 either as an independent process or part of the surface reconstruction process. Any compatible mesh decimation technique, including a quadratic-based mesh decimation, may be applied to the output data 111.

[0031] In some configurations, when image data 109 is captured from the perspectives, techniques described herein may also apply the image data 109 to the output data 111. This may be done by a number of techniques, which may include texturizing or wrapping the surfaces defined by the output data 111, projecting a rendering of the image data 109 on the surfaces defined by the output data 111 or by the use of any known technique for applying display properties or image data to mesh data.
[0032] In some configurations, instead of rendering images for texturing, one approach can involve a process of searching for the closest point on the original model for each point from the decimated mesh. The image data, e.g., color information, can then be transferred once such mapping is established. In some illustrative examples, the input data may comprise an original mesh associated with texels, e.g., encoded colors, normals, etc. Aspects of the present disclosure stores the texels by their spatial location. Once the output mesh data is generated from the point cloud data, the techniques disclosed herein can recover information associated with the texels by sampling the output mesh data. In some configurations, for individual samples, techniques disclosed herein search for certain texels, such as the nearest texels. Such configurations may be optimized by leveraging a space-partitioning data structure, such as KD-tree and Octree.

[0033] The program module 113 may also include speech components configured to operate in conjunction with a microphone and a speaker. The speech components may include mechanisms for converting user speech into a computer-readable format, such as a text or binary format. As can be appreciated, data containing speech input, or any other form of user input, may be used to obtain contextual information regarding the input data 103, including data defining a 3D model.

[0034] In one illustrative example, the program module 113 is an application that creates or allows a user to interact with a virtual world environment. The virtual world environment may include a model of one or more objects. The program module 113 may be configured to operate with one or more inputs so a user and other resources can provide contextual information regarding a rendered model. As will be described in more detail below, a number of parameters, such as a number of perspectives for capturing depth map data and image data may be influenced by the input data 103, one or more inputs and/or contextual data.

[0035] The remote computer 102 may be in the form of a server computer or a number of server computers configured to store and process input data 103, depth map data 105, point cloud data 107, image data 109 and output data 111. As can be appreciated, the remote computer 102 may store duplicate copies of the data stored in one or more client computers, allowing a centralized service to coordinate a number of client computers, such as the computing device 101.

[0036] Turning now to FIGURE 2, aspects of an illustrative example is shown. FIGURE 2 illustrates a model 200 that may be defined by sample input data 103. As shown, the model 200 includes a cube 201, having a top 202, a first side 203 and a second
side 204. A third side (not shown) that is opposite of the first side 203, a fourth side (not shown) that is opposite the second side 204, and a bottom side (not shown) that is opposite of the top 202.

[0037] The model 200 also comprises a block 250 protruding through the second side 204 of the cube 201. As shown, the block 250 comprises a first top section 251A that is positioned inside the cube 201 and a second top section 251B that is positioned outside of the cube 201. For illustrative purposes, the first top section 251A and the second top section 251B are collectively referred to herein as the “top surface 251.” The block 250 also comprises a first side section 253A having that is positioned inside the cube 201 and a second side section 253B that is positioned outside of the cube 201. For illustrative purposes, the first side section 253A and the second side section 253B are collectively referred to herein as the “second side surface 253.” The block 250 also comprises a first end 252, a second end (not shown) that is opposite of the first end 252, a third side (not shown) that is opposite of the second side surface 253, and a bottom side (not shown) that is opposite of the top surface 251.

[0038] In the present example, although the model 200 may appear as on mesh, the input data 103 can define the cube 201 with one mesh and the block 250 with a second mesh. Although this example shows input data 103 having an individual mesh for the cube 201 and an individual mesh for the block 250, the techniques described herein may process input data 103 defining a single mesh or any number of mesh components. In the current example, as will be described in more detail below, input data 103 defining an individual mesh for the cube 201 and an individual mesh for the block 250 can be processed into output data 111 having a single mesh.

[0039] As summarized above, the techniques described herein capture depth map data from a multitude of perspectives. In some configurations, the number of perspectives and the position of individual perspectives may be based on one or more factors including characteristics of the input data 103 and/or other contextual information. For example, input data 103 having a high polygon count and/or a high number of vertices, may cause the system 100 to use an increased number of perspectives. As also described herein, an input from a user or other information indicating the context of the model may influence the number of perspectives and/or the position of individual perspectives. For instance, if an input from a user indicates that the model includes flat surfaces, techniques may use fewer perspectives than a model having curved surfaces. The position of each perspective
and/or the number of perspectives may depend on contextual data interpreted from the input data 103 and other data.

[0040] In another example, a visual display of the number of perspectives and/or the position of individual perspectives may be shown to the user, such as the drawing in FIGURE 3A. Upon inspection of the visual display, a user may provide an input to the system 100 to increase or decrease the number of perspectives and/or move the position of individual perspectives.

[0041] In applying the example model 200 to the techniques described herein, FIGURE 3A illustrates number of perspectives for capturing depth map data of the model 200. As shown, there may be a number of perspectives (301A-301N) distributed around the model 200. For example, a first perspective 301A may be positioned over the model 200, a second perspective 301B may be positioned over the fourth side and directed to the top of the model 200. Other perspectives may be positioned around the model 200 to capture depth map data of each surface. It can be appreciated that the number of perspective may be less than or greater than the number of perspectives shown in FIGURE 3A. In addition, it can be appreciated that individual perspectives may be in any position relative to the model 200 as indicated by the illustrated coordinates 311. Each perspective may include data indicating a location of a perspective, a direction of a view and other data.

[0042] In some configurations, techniques described herein may also render the model 200 to generate at least one image from the multitude of perspectives. In some configurations, a RGB image or any other type of image may be generated from the individual perspectives. FIGURE 3B illustrates an example texture that may be captured from the first side 203. One or more of the perspectives 301A-301N may be used to capture and record image data, which may include any type of data, such as shading, texture, color or any other display property.

[0043] As also summarized above, point cloud data is generated by merging the depth map data captured from the multitude of perspectives. The depth map data may be processed by any known techniques for generating point cloud data. In some configurations, the depth map data can be used to generate 3D coordinates for individual points. Those points may be used to generate a point cloud. FIGURE 4A shows an example illustration of a point cloud that may be generated from the depth map data.

[0044] The point cloud data is then applied to a surface reconstruction process to generate output mesh data 111. Any known method for generating mesh data 111 from point cloud data may be used. FIGURE 4B shows an example representation of mesh data.
of the present example. In the present example, since the multitude of perspectives were used to capture the depth map data, the mesh data generated in this stage may include one mesh. As described above, in the current example, the input data 103 included more than one mesh: one for the cube 201 and one for the block 250. As a result of the processing of the input data 103, the mesh data generated from the point cloud data only includes a single mesh. As also shown, the output mesh data 111 does not include the first top section 251A that is positioned inside the cube 201, however the output mesh data does include the second top section 251B. As also described above, one or more mesh decimation algorithms may be applied to the output mesh data 111.

[0045] Next, if image data is captured from the input data 103, the captured image data 109 is applied to the output mesh data 111. The image data 109 may be applied to the mesh data using any method. For example, the mesh data may be texturized by projecting colors from the image data 109, which may be in the form of RGB image data or any other type of image data.

[0046] Turning now to FIGURE 5, aspects of a routine 500 for providing raster-based mesh decimation are shown and described below. It should be understood that the operations of the methods disclosed herein are not necessarily presented in any particular order and that performance of some or all of the operations in an alternative order(s) is possible and is contemplated. The operations have been presented in the demonstrated order for ease of description and illustration. Operations may be added, omitted, and/or performed simultaneously, without departing from the scope of the appended claims.

[0047] It also should be understood that the illustrated methods can be ended at any time and need not be performed in its entirety. Some or all operations of the methods, and/or substantially equivalent operations, can be performed by execution of computer-readable instructions included on a computer-storage media, as defined below. The term “computer-readable instructions,” and variants thereof, as used in the description and claims, is used expansively herein to include routines, applications, application modules, program modules, programs, components, data structures, algorithms, and the like. Computer-readable instructions can be implemented on various system configurations, including single-processor or multiprocessor systems, minicomputers, mainframe computers, personal computers, hand-held computing devices, microprocessor-based, programmable consumer electronics, combinations thereof, and the like.

[0048] Thus, it should be appreciated that the logical operations described herein are implemented (1) as a sequence of computer implemented acts or program modules
running on a computing system and/or (2) as interconnected machine logic circuits or circuit modules within the computing system. The implementation is a matter of choice dependent on the performance and other requirements of the computing system. Accordingly, the logical operations described herein are referred to variously as states, operations, structural devices, acts, or modules. These operations, structural devices, acts, and modules may be implemented in software, in firmware, in special purpose digital logic, and any combination thereof.

[0049] As will be described in more detail below, in conjunction with FIGURE 1, the operations of the routine 500 are described herein as being implemented, at least in part, by an application, component and/or circuit, such as the program module 113 and/or the server module 114. Although the following illustration refers to the components of FIGURE 1, it can be appreciated that the operations of the routine 500 may be also implemented in many other ways. For example, the routine 500 may be implemented, at least in part, by computer processor or processor of another computer. In addition, one or more of the operations of the routine 500 may alternatively or additionally be implemented, at least in part, by a chipset working alone or in conjunction with other software modules. Any service, circuit or application suitable for providing contextual data indicating the position or state of any device may be used in operations described herein.

[0050] With reference to FIGURE 5, the routine 500 begins at operation 502, where input data 103 is obtained. The input data 103 may be in any format and may be from any resource. In some examples, the input data 103 may include data from a file or any other data structure containing geometric data. Example file formats include but are not limited to 3DMF, Open Game Engine Exchange, 3DML, 3DXML, FBX, X3D and XVL. The input data 103 may include data defining an object associated with a single mesh or multiple objects each defined by a separate mesh.

[0051] Next, at operation 504, the system 100 determines a number of perspectives. As summarized above, the number of perspectives may depend on one or more factors including the aspects of the input data 103 and/or characteristics of the model. For example, a polygon count associated with of the input data 103 and/or a vertices count associated with the input data 103 may influence the number and/or position of the perspectives. In some configurations, an increased polygon count and/or an increased vertices count can lead to an increased number of perspectives. In addition, other
contextual information received from a computer or user may influence the number of perspectives.

[0052] In addition to determining the number of perspectives, operation 504 may also include techniques that determine the location of the perspectives. The location of the perspectives may depend on one or more factors, including aspects of the input data 103. Any received data may influence the position of each perspective and/or the number of perspectives. In one example, contextual data may be interpreted from the input data 103 and other data, such as an input received from a user or data received from any resource. The position of individual perspectives and/or the number of perspectives may be based on the contextual data. In addition, a UI showing the position of individual perspectives may be displayed to a user. The UI may be configured with controls, which may include touch input components configured to allow the user to change the number of perspectives and/or the position of individual perspectives.

[0053] Next, at operation 506, the system 100 captures depth map data 105 from the number of perspectives. In some configurations, a model may be rendered in memory from the perspectives. From each perspective, a depth value and other data, which may include distance and coordinate information, may be stored in memory. By capturing depth map data 105 from a multitude of perspectives, components of a model that are visible from the multitude of perspectives are captured in the depth map data 105 and components that are blocked by the visible components are not captured in the depth map data 105.

[0054] Next, at operation 508, as an optional process, the system 100 may capture image data 109 from the number of perspectives. This may include interpreting a rendering of a model to obtain image data, such as RGB data or CMYK data. Operation 508 may also include the collection of other data, such an indicator of the location of the image data. For instance, in the example of FIGURE 3B, one or more data structures may indicate that a texture, shade, image or other display properties are associated with a component, such as the first side 203 of the model.

[0055] Next, at operation 510, the system 100 generates point cloud data 107 by merging the depth map data 105. The depth map data 105 may be processed by any known techniques for generating point cloud data 107.

[0056] Next, at operation 512, the system 100 generates output mesh data 111, which may be in the form of mesh data, is generated by applying a surface reconstruction process to the point cloud data 107.
Next, at operation 514, the system 100 may apply a mesh decimation algorithm to the output mesh data 111, e.g., the mesh data. This operation may be applied either as a stand-alone process (operation 514) or part of the surface reconstruction process of operation 512.

Next, at operation 516, the system 100 may apply the image data 109 to the output mesh data 111. In operation 516, any known method for applying image data 109 or any other image properties to geometric data may be used. This process may involve a wrapping of an image, an application of a shade or any other display property.

FIGURE 6 shows additional details of an example computer architecture for the components shown in FIGURE 1 capable of executing the program components described above for providing raster-based mesh decimation. The computer architecture shown in FIGURE 6 illustrates a game console, conventional server computer, workstation, desktop computer, laptop, tablet, phablet, network appliance, personal digital assistant ("PDA"), e-reader, digital cellular phone, or other computing device, and may be utilized to execute any of the software components presented herein. For example, the computer architecture shown in FIGURE 6 may be utilized to execute any of the software components described above. Although some of the components described herein are specific to the computing device 101, it can be appreciated that such components, and other components may be part of the remote computer 102.

The computing device 101 includes a baseboard 602, or "motherboard," which is a printed circuit board to which a multitude of components or devices may be connected by way of a system bus or other electrical communication paths. In one illustrative configuration, one or more central processing units ("CPUs") 604 operate in conjunction with a chipset 606. The CPUs 604 may be standard programmable processors that perform arithmetic and logical operations necessary for the operation of the computing device 101.

The CPUs 604 perform operations by transitioning from one discrete, physical state to the next through the manipulation of switching elements that differentiate between and change these states. Switching elements may generally include electronic circuits that maintain one of two binary states, such as flip-flops, and electronic circuits that provide an output state based on the logical combination of the states of one or more other switching elements, such as logic gates. These basic switching elements may be combined to create more complex logic circuits, including registers, adders-subtractors, arithmetic logic units, floating-point units, and the like.
The chipset 606 provides an interface between the CPUs 604 and the remainder of the components and devices on the baseboard 602. The chipset 606 may provide an interface to a RAM 608, used as the main memory in the computing device 101. The chipset 606 may further provide an interface to a computer-readable storage medium such as a read-only memory ("ROM") 610 or non-volatile RAM ("NVRAM") for storing basic routines that help to startup the computing device 101 and to transfer information between the various components and devices. The ROM 610 or NVRAM may also store other software components necessary for the operation of the computing device 101 in accordance with the configurations described herein.

The computing device 101 may operate in a networked environment using logical connections to remote computing devices and computer systems through a network, such as the local area network 120. The chipset 606 may include functionality for providing network connectivity through a network interface controller (NIC) 612, such as a gigabit Ethernet adapter. The NIC 612 is capable of connecting the computing device 101 to other computing devices over the network 120. It should be appreciated that multiple NICs 612 may be present in the computing device 101, connecting the computer to other types of networks and remote computer systems. The network 120 allows the computing device 101 to communicate with remote services and servers, such as the remote computer 102. As can be appreciated, the remote computer 102 may host a number of services such as the XBOX LIVE gaming service provided by MICROSOFT CORPORATION of Redmond Washington. In addition, as described above, the remote computer 102 may mirror and reflect data stored on the computing device 101 and host services such as those performed by the program module 113.

The computing device 101 may be connected to a mass storage device 626 that provides non-volatile storage for the computing device. The mass storage device 626 may store system programs, application programs, other program modules, and data, which have been described in greater detail herein. The mass storage device 626 may be connected to the computing device 101 through a storage controller 615 connected to the chipset 606. The mass storage device 626 may consist of one or more physical storage units. The storage controller 615 may interface with the physical storage units through a serial attached SCSI ("SAS") interface, a serial advanced technology attachment ("SATA") interface, a fiber channel ("FC") interface, or other type of interface for physically connecting and transferring data between computers and physical storage units. It should also be appreciated that the mass storage device 626, other storage media and the
storage controller 615 may include MultiMediaCard (MMC) components, eMMC components, Secure Digital (SD) components, PCI Express components, or the like.

[0065]  The computing device 101 may store data on the mass storage device 626 by transforming the physical state of the physical storage units to reflect the information being stored. The specific transformation of physical state may depend on various factors, in different implementations of this description. Examples of such factors may include, but are not limited to, the technology used to implement the physical storage units, whether the mass storage device 626 is characterized as primary or secondary storage, and the like.

[0066]  For example, the computing device 101 may store information to the mass storage device 626 by issuing instructions through the storage controller 615 to alter the magnetic characteristics of a particular location within a magnetic disk drive unit, the reflective or refractive characteristics of a particular location in an optical storage unit, or the electrical characteristics of a particular capacitor, transistor, or other discrete component in a solid-state storage unit. Other transformations of physical media are possible without departing from the scope and spirit of the present description, with the foregoing examples provided only to facilitate this description. The computing device 101 may further read information from the mass storage device 626 by detecting the physical states or characteristics of one or more particular locations within the physical storage units.

[0067]  In addition to the mass storage device 626 described above, the computing device 101 may have access to other computer-readable media to store and retrieve information, such as program modules, data structures, or other data. Thus, although the program module 113 and other modules are depicted as data and software stored in the mass storage device 626, it should be appreciated that these components and/or other modules may be stored, at least in part, in other computer-readable storage media of the computing device 101. Although the description of computer-readable media contained herein refers to a mass storage device, such as a solid state drive, a hard disk or CD-ROM drive, it should be appreciated by those skilled in the art that computer-readable media can be any available computer storage media or communication media that can be accessed by the computing device 101.

[0068]  Communication media includes computer readable instructions, data structures, program modules, or other data in a modulated data signal such as a carrier wave or other transport mechanism and includes any delivery media. The term “modulated data signal”
means a signal that has one or more of its characteristics changed or set in a manner as to encode information in the signal. By way of example, and not limitation, communication media includes wired media such as a wired network or direct-wired connection, and wireless media such as acoustic, RF, infrared and other wireless media. Combinations of the any of the above should also be included within the scope of computer-readable media.

[0069] By way of example, and not limitation, computer storage media may include volatile and non-volatile, removable and non-removable media implemented in any method or technology for storage of information such as computer-readable instructions, data structures, program modules or other data. For example, computer media includes, but is not limited to, RAM, ROM, EPROM, EEPROM, flash memory or other solid state memory technology, CD-ROM, digital versatile disks ("DVD"), HD-DVD, BLU-RAY, or other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other medium that can be used to store the desired information and which can be accessed by the computing device 101. For purposes of the claims, the phrase "computer storage medium," and variations thereof, does not include waves or signals per se and/or communication media.

[0070] The mass storage device 626 may store an operating system 627 utilized to control the operation of the computing device 101. According to one configuration, the operating system comprises a gaming operating system. According to another configuration, the operating system comprises the WINDOWS® operating system from MICROSOFT Corporation. According to further configurations, the operating system may comprise the UNIX, ANDROID, WINDOWS PHONE or iOS operating systems, available from their respective manufacturers. It should be appreciated that other operating systems may also be utilized. The mass storage device 626 may store other system or application programs and data utilized by the computing device 101, such as the program module 113, contextual data 629 and/or any of the other software components and data described above. The mass storage device 626 might also store other programs and data not specifically identified herein.

[0071] In one configuration, the mass storage device 626 or other computer-readable storage media is encoded with computer-executable instructions which, when loaded into the computing device 101, transform the computer from a general-purpose computing system into a special-purpose computer capable of implementing the configurations described herein. These computer-executable instructions transform the computing device 101 by specifying how the CPUs 604 transition between states, as described above.
According to one configuration, the computing device 101 has access to computer-readable storage media storing computer-executable instructions which, when executed by the computing device 101, perform the various routines described above with regard to FIGURE 5 and the other figures. The computing device 101 might also include computer-readable storage media for performing any of the other computer-implemented operations described herein.

[0072] The computing device 101 may also include one or more input/output controllers 616 for receiving and processing input from a number of input devices, such as a keyboard, a mouse, a microphone, a headset, a touchpad, a touch screen, an electronic stylus, or any other type of input device. Also shown, the input/output controllers 616 is in communication with an input/output device 625. The input/output controller 616 may provide output to a display, such as a computer monitor, a HMD, a flat-panel display, a digital projector, a printer, a plotter, or other type of output device. The input/output controller 616 may provide input communication with other devices such as a microphone 116, a speaker 117, game controllers and/or audio devices. In addition, or alternatively, a video output 622 may be in communication with the chipset 606 and operate independent of the input/output controllers 616. It will be appreciated that the computing device 101 may not include all of the components shown in FIGURE 6, may include other components that are not explicitly shown in FIGURE 6, or may utilize an architecture completely different than that shown in FIGURE 6.

[0073] The disclosure presented herein may be considered in view of the following clauses.

[0074] Clause 1: A computing device, comprising: a processor; a memory having computer-executable instructions stored thereupon which, when executed by the processor, cause the computing device to obtain input data comprising geometric data defining one or more models; determine a number of perspectives for capturing depth map data of the one or more models; capture depth map data from the perspectives; and generate point cloud data by merging the depth map data from the perspectives; and generate mesh data by applying a surface reconstruction to the point cloud data, the mesh data defining components of the model that are viewable from the perspectives.

[0075] Clause 2: The computing device of clause 1, wherein the memory has further executable instructions stored therein to generate output data by applying a mesh decimation process to the mesh data.
[0076] Clause 3: The computing device of clauses 1-2, wherein the input data further comprises image properties and wherein the memory has further executable instructions stored therein to: render the model from the input data to capture image data from the perspectives; and texturize the mesh data utilizing the image data.

[0077] Clause 4: The computing device of clauses 1-3, wherein the memory has further executable instructions stored therein to: analyze the input data to determine a context; and determine a position of at least one perspective of the number of perspectives based on, at least in part, on the context.

[0078] Clause 5: The computing device of clauses 1-4, wherein the number of perspectives is based on, at least in part, on the context.

[0079] Clause 6: The computing device of clauses 1-5, wherein the number of perspectives is based on, at least in part, a polygon count associated with the input data.

[0080] Clause 7: The computing device of clauses 1-6, wherein the number of perspectives is based on, at least in part, a vertices count associated with the input data.

[0081] Clause 8: The computing device of clauses 1-7, wherein the memory has further executable instructions stored therein to cause a display of data indicating the number of perspectives; and receive additional input data indicating a modification to the number of perspectives or a position of at least one perspective of the number of perspectives.

[0082] Clause 9: A computer-implemented method, including obtaining input data comprising geometric data defining one or more models; determining a number of perspectives for capturing depth map data of the one or more models; capturing depth map data from the perspectives; generating point cloud data by merging the depth map data captured from the perspectives; and generating mesh data by applying a surface reconstruction to the point cloud data.

[0083] Clause 10: The method of clause 9, wherein generating mesh data further comprises an application of a mesh decimation process to reduce a polygon count of the mesh data.

[0084] Clause 11: The method of clauses 9-10, further comprising: rendering the model to generate at least one image from the perspectives; and texturizing the mesh data utilizing the at least one image.

[0085] Clause 12: The method of clauses 9-11, further comprising: analyzing the input data to determine a context; and determining a position of at least one perspective of the number of perspectives based on, at least in part, on the context.
[0086] Clause 13: The method of clauses 9-12, wherein the number of perspectives is based on, at least in part, on the context.

[0087] Clause 14: The method of clauses 9-13, wherein the number of perspectives is based on, at least in part, a polygon count associated with the input data.

[0088] Clause 15: The method of clauses 9-14, wherein the number of perspectives is based on, at least in part, a vertices count associated with the input data.

[0089] Clause 16: The method of clauses 9-15, further comprising: causing a display of data indicating the number of number of perspectives; and receiving additional input data indicating a modification to the number of perspectives.

[0090] Clause 17: A computer-readable storage medium having computer-executable instructions stored thereupon which, when executed by a computer, cause the computer to: obtain input data defining a plurality of three-dimensional components of an object; determine a set of components of the plurality of three-dimensional components that are viewable from a plurality of perspectives; filter a second set of components of the plurality of three-dimensional components that are hidden from the plurality of perspectives; and generate output data defining a three dimensional model of the object utilizing the plurality of components that are viewable from the plurality of perspectives.

[0091] Clause 18: The computer-readable storage medium of clause 17, wherein the computer-readable storage medium has further computer-executable instructions stored thereon that cause the computer to: analyze the input data to determine a context; and determine the set of components based on, at least in part, on the context.

[0092] Clause 19: The computer-readable storage medium of clauses 17-18, wherein the computer-readable storage medium has further computer-executable instructions stored thereon that cause the computer to: analyze the input data to determine a context; and determine the second set of components based on, at least in part, on the context.

[0093] Clause 20: The computer-readable storage medium of clauses 17-19, wherein the computer-readable storage medium has further computer-executable instructions stored thereon that cause the computer to determine a value indicating a number of polygons or a number of vertices associated with the input data; and determine the set of components based on, at least in part, on the value.

[0094] Based on the foregoing, it should be appreciated that technologies for providing raster-based mesh decimation are provided herein. Although the subject matter presented herein has been described in language specific to computer structural features, methodological and transformative acts, specific computing machinery, and computer
readable media, it is to be understood that the invention defined in the appended claims is not necessarily limited to the specific features, acts, or media described herein. Rather, the specific features, acts and mediums are disclosed as example forms of implementing the claims.

5 [0095] The subject matter described above is provided by way of illustration only and should not be construed as limiting. Various modifications and changes may be made to the subject matter described herein without following the example configurations and applications illustrated and described, and without departing from the true spirit and scope of the present invention, which is set forth in the following claims.
CLAIMS

1. A computing device, comprising:
   a processor;
   a memory having computer-executable instructions stored thereupon which, when
executed by the processor, cause the computing device to
   obtain input data comprising geometric data defining one or more models;
   determine a number of perspectives for capturing depth map data of the one or
more models;
   capture depth map data from the perspectives;
   generate point cloud data by merging the depth map data from the perspectives;
and
   generate mesh data by applying a surface reconstruction to the point cloud data, the
mesh data defining components of the model that are viewable from the perspectives.

2. The computing device of claim 1, wherein the memory has further
executable instructions stored therein to generate output data by applying a mesh
decimation process to the mesh data.

3. The computing device of claim 1, wherein the input data further comprises
image properties and wherein the memory has further executable instructions stored
therein to:
   render the model from the input data to capture image data from the perspectives;
and
   texturize the mesh data utilizing the image data.

4. The computing device of claim 1, wherein the memory has further
executable instructions stored therein to:
   analyze the input data to determine a context; and
   determine a position of at least one perspective of the number of perspectives
based on, at least in part, on the context.

5. The computing device of claim 4, wherein the number of perspectives is
based on, at least in part, on the context.

6. The computing device of claim 1, wherein the number of perspectives is
based on, at least in part, a polygon count associated with the input data.

7. The computing device of claim 1, wherein the number of perspectives is
based on, at least in part, a vertices count associated with the input data.
8. The computing device of claim 1, wherein the memory has further executable instructions stored therein to
cause a display of data indicating the number of perspectives; and
receive additional input data indicating a modification to the number of perspectives or a position of at least one perspective of the number of perspectives.

9. A computer-implemented method, comprising:
obtaining input data comprising geometric data defining one or more models;
determining a number of perspectives for capturing depth map data of the one or more models;
capturing depth map data from the perspectives;
generating point cloud data by merging the depth map data captured from the perspectives; and
generating mesh data by applying a surface reconstruction to the point cloud data.

10. The computer-implemented method of claim 9, wherein generating mesh data further comprises an application of a mesh decimation process to reduce a polygon count of the mesh data.

11. The computer-implemented method of claim 9, further comprising:
rendering the model to generate at least one image from the perspectives; and
texturizing the mesh data utilizing the at least one image.

12. The computer-implemented method of claim 9, further comprising:
analyzing the input data to determine a context; and
determining a position of at least one perspective of the number of perspectives based on, at least in part, on the context.

13. The computer-implemented method of claim 9, wherein the number of perspectives is based on, at least in part, on the context.

14. The computer-implemented method of claim 9, wherein the number of perspectives is based on, at least in part, a polygon count associated with the input data.

15. The computer-implemented method of claim 9, wherein the number of perspectives is based on, at least in part, a vertices count associated with the input data.
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