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(54) Title: APPARATUS AND METHOD FOR FAST 170 TRANSFER

(57) Abstract

A specialized apparatus and method for providing
fast programmed I/0 for transferring information in a
multiprocessor environment which includes a CPU (11)
and a memory (14) coupled to an 1/0 port (12) across an
internal data bus (13). Multiple bytes of data are trans-
ferred in successive processing cycles to the 1/0 port (12)
from the memory (14), or from the 1/0 (12) to the memory
(14) by first determining the upper limit for the number of
bytes that are going to be transferred. This number and the
memory start address are then stored in CPU registers. The
170 module (12) is then checked by the CPU (11) to see if a
data byte is available from an external device. If a data
byte is available, the I/0 module (12) is instructed to place

2t 22

the data byte on the bus (13) for storage within the memory
(14) at the start address. The address is then incremented
and the count is decremented. The above procedure is re-
peated until the count drops to zero, after which time the
next instruction is fetched.
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WO 92/17846 PCT/US92/02292

"Apparatus and Method for Fast I/0 Transfer"

BACKGR D QF THE INVENTION

1.  Field of the Invention

The invention relates to the field of data transfer in a
microprocessor; particularly in the case where a multi-processor is
employed within an intelligent cell used in a network for sensing,

communicating and controlling.

2. Background Information

There are a number of commercially available products
which provide sensing, controlled and communications in a network
environment. These products range from elaborate systems having
a large amount of intelligence to simple systems having little
intelligence. By way of example, such a system may provide
control between a light switch and a light; when the light switch is
operated, a digital code pattern is transmitted by one cell over
power lines or free space and is received by another cell at the
light. When the code is received, it is interpreted and subsequently
used to control the light.

Such a system -- comprising a network of intelligent cells in
which the cells communicate, control and sense information -- is

described in U.S. Patent 4,947,484, which application is assigned to
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the assignee of the present invention. Figure 10 of U.S. Patent No.
4,947,484 illustrates a block diagram of an intelligent cell capable
of communicating, controlling and sensing information. As can be
seen, such cells typically comprise a plurality of processors
coupling an internal memory to an input/output (I/O) block across
address and data buses. The memory portion of the intelligent cell
may include a ROM for storing instructions, a RAM for buffer
storage, and an EEPROM for holding configurable information or
other information that needs to be retained in a non-volatile way.
The I/O block includes a communications port having many
functions programmed for various communications tasks. Observe
that the intelligent cell of Figure 10 further includes a clocking
means and associated timing control elements.

Practically all processors require some means of transferring
information either from an internal memory to an external
communications port, or vis-a-versa. For example, in the
processing system described in the above-referenced U.S. patent, a
plurality of intelligent cells are shown being distributed Along a
network. These cells exchange information over some
communications backbone, such as a transceiver. Individual cells
each contain a multi-processor composed of several
microprocessors. In a distributed intelligence environment such as
this, where there exists a need to control or sense things remotely,

cells are serviced by a communication port that allows each of the
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intelligent computers to communicate with all of the other
intelligent computers over a variety of media.

Within this type of distributed environment, there may be
certain applications for which the processing power inside
individual cells may be inadequate. For instance, if a cell were
given the task of controlling a factory floor and the algorithm used
for calculating the control information were very compute-intensive
(e.g., there were extensive multiplication or division calculations
required) then there may also be a need to communicate between
the intelligent cell and a high-speed industrial computer, e.g., a
main frame computer capable of floating point operations. In such
a situation, data transfer and communications within the cell takes
place over a general purpose I/O bus coupled to an external port of
the cell.

It is important to understand that the level of performance
achieved in transferring information to/from a particular cell may
not be governed by how fast the individual microprocessors
perform within the cell, but by how fast the address and data
pipelines (i.e., buses) operate between the memory and a
communications port or between memory and an I/O port.

One traditional mechanism for communicating with memory
is known as programmed I/O. According to the programmed I/O
scheme, information is transferred a single byte at a time. For
every byte of information to be transferred, the processor must run

an implicit instruction which, in the case of a data transfer out, first
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involves fetching a byte from a certain location within the RAM,
then transferring it through the central processing unit (CPU) and
then out to the communications port.

In other words, all processing is done on a byte-by-byte basis.
In a given transfer (either into or out of the processing system),
only a single byte is transferred for each cycle. In order to transfer
multiple bytes (e.g., 256 bytes) in a programmed I/O scheme,
single byte data must be repetitively moved from a location in RAM
to the CPU, then from the CPU to the communications port. Each
move requires execution of a separate processor instruction.
Understandably, the primary drawbacks of programmed I/O are its
extreme slowness and the burden it places on the CPU for
transferring each byte.

In response to the relative slowness of programmed /O, a
mechanism referred to in the industry as direct-memory-access
(DMA) was developed. DMA remains a popular way of
transferring data between a memory and an I/O or communications
port in a computer system which demands fast data transferring
capability.

According to DMA, specialized controller circuitry is
incorporated into both the memory and communications ports to
allow each unit to directly seize control of the internal buses to
access memory directly. As a result, DMA is an especially fast
method of transferring data, particularly in a shared-memory

architecture employing shared 1/O buses.
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The main problem with the DMA approach is that it involves
a great deal of complexity. That is, there is a large amount of
circuitry overhead associated with DMA for each of the
participants. When implemented on an integrated circuit, one must
realize that the superior performance of DMA comes at the expense
of die area.

The reason for this is because a separate set of DMA
hardware needs to be built into the communications port and each
of the I/O blocks coupled to the internal data bus. DMA hardware
normally comprises a state machine to seize control of the bus at
precisely the right moment, and also some arbitration logic to
insure that during DMA operations the microprocessor does not
create a bus ownership conflict. Thus, while DMA offers a
substantial increase in speed, this performance increas‘e comes at the
cost of a large hardware overhead.

The speed difference between DMA approaches and
programmed I/O creates a dilemma for many intelligent cells of the
type described which currently need to operate their
communications and I/O ports at rates of approximately 1 Mbit/sec.
In a typical cell of the type described, programmed I/O is
approximately four times too slow to support the required
communication rate, whereas direct memory access logic is at least
an order of magnitude faster than needed. Recall that DMA
circuitry generally requires a substantial increase in DMA-dedicated

silicon area. (Buses and many other various signals must be
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brought together to accommodate DMA which requires a significant
increase in routing area). In effect, DMA provides more |
performance than is needed at considerable additional cost.

Thus, there exists an unrequited need for an alternative to
both programmed I/O and DMA, which operates at an intermediate

data transfer rate.
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SUMMARY AND OBJECTS OF THE INVENTION

A specialized apparatus and method for providing fast
programmed I/O for transferring information in a multi-processor
environment is described. The invented apparatus and method is
embodied in a processor instruction which facilitates high speed
data transfer.

In one embodiment, an intelligent cell or processing element
includes a CPU, a memory, and an I/O port. The memory is
coupled to the I/O port across an internal data bus. According to
the fast I/O instruction of the present invention, multiple bytes are
transferred in one processing cycle to the I/O port from the
memory, or from the I/O to the memory.

In accordance with the preferred embodiment, the upper
limit for the number of bytes that are going to be transferred is
first determined. This number is placed in the top of an 8-byte
stack register. In the next instruction cycle, the number of bytes
indicated in the top of stack are transferred out without the need to
go through explicit instruction fetches for each byte (which involves
multiple memory operations).

One of the beneficial features of the present invention is that
it takes advantage of the existing hardware within the central
processing unit (CPU). This latter point is important since by
avoiding the need for additional control hardware, the present
invention overcomes the drawbacks characteristic of conventional

prior art approaches (e.g., direct memory access mechanisms).
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Thus, the invention is able to implement data transfers at a rate
which is approximately five times faster than traditional
programmed I/O -- yet without the hardware overhead inherent
with a DMA scheme. Ultimately, this reduces the overall die size

and simplifies the design.
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BRIEF DESCRIPTION OF DRAWINGS
Figure 1 is a generalized block diagram of an intelligent cell

for communication, control, and sensing.

Figure 2 is a block diagram of the currently preferred
embodiment of the fast input/output (I/O) instruction of the present

invention.

Figure 3 is a flowchart depicting the sequence of control
operations executed during a fast I/O instruction, wherein

information is transferred into an intelligent cell.
Figure 4 is a flowchart depicting the sequence of control

operations executed during a fast I/O instruction, wherein

information is transferred out of an intelligent cell.
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DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

An apparatus and method for achieving fast programmed I/O
in a computer system is described. While the present invention will
be described in conjunction with a network providing
communications, sensing and control through a plurality of
intelligent cells, it is appreciated that the present invention may be
practiced in other applications without detracting from the spirit
and scope of the present invention.

In the following description, numerous specific details are set
forth such as specific number of bytes, etc., in order to provide a
thorough understanding of the invention. It will be obvious,
however, to one skilled in the art that these details are not required
to practice the invention. In other instances, well-known circuits,
methods and the like are not set forth in detail in order to avoid
unnecessarily obscuring the present invention.

In Figure 1, a block diagram of an intelligent cell 10 is
shown. Cell 10 is one of a plurality of cells in a system comprising
a network organized in a hierarchy based on communications needs.
Cells are organized into working "groups” independent of the
network hierarchy. Groups of cells generally are used to perform a
group function by the assignment of tasks to cells within the groups.
Cells communicate, control and sense information. In general, each
cell has a unique identification number and performs information

processing tasks such as: Bi-directional communications protocol,

SUBSTITUTE SHEET



WO 92/17846 PCT/US92/02292

-11-

input/output, packet processing in analog and digital sensing and
control. In general, the system comprised of the cells has the
characteristic of storing network configuring information that is
distributed throughout the system. The system also communicates
automatically routed messages among the cells.

In Figure 1, cell 10 includes multiple central processing units
(CPUs) 11 or some similar multi-processor. Also included are
input/output (I/O) modules 12 which, by way of example, are
shown providing a communications port 17 together with an
application I/O port 18, frequently referred to simply as an I/O
port. Also shown is a random-access memory (RAM) 14 coupled
to I/O modules 12 across an internal data bus 13. Multi-
processor 11 provides control signals to, and receives responses
from, I/O modules 12 along lines 19. Likewise, multi-
processor 11 provides control signals to RAM 14 along lines 15.

In the currently preferred embodiment, multi-processor 11
comprises three processors. Any of the three processors can utilize
the fast I/O instruction of the present invention to transfer data
to/from RAM 14 and 1/0O modules 12 across bus 13. RAM 14
ordinarily comprises a plurality of static memory cells, although
dynamic cells can also be used. In other embodiments, the memory
section of cell 10 may further include non-volatile data storage,
and/or a read-only memory (ROM) for storing instruction codes.

As previously mentioned, the fast I/O instruction of the present
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invention permits transfers of multiple bytes of data -- either into
or out of cell 10 -- by invoking a single processor instruction.

The present invention is actually embodied in two separate
processor instructions. First, the "Fast I/O IN" instruction
automatically moves data from an I/O module into the on-chip
RAM. Conversely, the "Fast I/O OUT" instruction automatically
exports data from the on-chip RAM to one of the I/O modules,
where it can then be ported or transferred to another cell or
computer system.

Referring to Figure 2, a low level block diagram of the
apparatus for implementing the instruction of the present invention
is shown. In the currently preferred embodiment, the block
diagram of Figure 2 comprises the use of CMOS technology
wherein the present invention is incorporated into cell 10 of
Figure 1, and fabricated as a single integrated circuit. Except for
RAM 14, data bus 13 and I/O modules 12, each of the devices
illustrated in Figure 2 comprise existing hardware elements
normally integrated within CPU 11.

Before a fast I/O instruction may be executed, the CPU and
the selected I/O module must first be prepared. To start, the I/O
module is programmed by the CPU to initiate a data transfer
to/from a device that is external to the cell. The I/O module is also
prepared for data transfer to/from the CPU. Next, the RAM start
address and the transfer count are pushed onto a stack 21. The

transfer count represents the total number of bytes which will be
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transferred by a single processor instruction. In the currently
preferred embodiment, up to 256 bytes may be transferred in one
instruction cycle.

It is appreciated that stack 21 may be substituted with various
other register means in different architectures. By way of example,
an ordinary register file could be substituted for stack 21, or the
CPU might place the address and count information in appropriate
registers before executing a fast I/O instruction. Thus there exist a
variety of methods for performing the set-up portion of the fast I[/O
instruction. Each of these means or methods is considered well
within the spirit and scope of the present invention.

Each of the "Fast I/O IN" and "Fast /O OUT" instructions of
the present invention can be divided into two separate functions:
Set-up and execution. During the set-up portion of a fast I/O
instruction, the RAM start address is retrieved from stack 21 and
moved to a CPU address register 25 via multiplexer 23. The
transfer count is also moved from stack 21 and placed in a CPU
count register 26; the transfer also occurring through
multiplexer 23. The set-up portion of a fast I/O instruction is now
complete. (Note that in Figure 2, the respective device elements,
such as stack 21, MUXs 23, 28, etc., are shown being controlled by
CPU control logic block 30. The individual control lines are
represented by lines 40).

The execution portion of a Fast I/O IN instruction begins
with CPU control block 30 checking the status of I/O handshaking
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bus 35. This line indicates whether data is presently available.
More generally, bus 35 indicates the status of three separate events:
Data Available (for an input event), Data Taken (for an output
event), or an Abort situation. If data is currently unavailable from
I/0 module 12, the CPU continues to check for an active "Data
Available" signal on handshaking bus 35 on every clock cycle
associated with the CPU that is executing the FAST I/O IN
instruction. In other words, CPU enters a wait state until
information arrives from its external source.

When handshaking bus 35 is finally activated, the CPU then
instructs I/O module 12 to place the available data to be transferred
onto data bus 13. At this point, the data is stored at the appropriate
address location of RAM 14 indicated by the address currently
stored within register 25. The start address location for data to be
stored within RAM 14 is provided by register 25 along line 31. It
should be understood that during the time that the CPU is waiting
for bus 35 to be activated, the CPU will exit this wait state in the
event that the I/O module "Abort" handshaking signal is activated
for whatever reason.

Regardless of which condition resulted in the CPU
proceeding to the next state, the present address stored within
register 25 is passed through multiplexer 28 to
incrementer/decrementer 22 along line 33. Device 22 increments
the previous address to point to the next address location. This next

address location then passes through multiplexer 23 to be stored in
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register 25, thereby replacing the previously stored RAM address.
The present count from count register 26 is then passed through
multiplexer 28 to be decremented by device 22. The decremented
count is then stored back into count register 26.

Following these steps a check is performed for two
conditions. If the count stored within register 26 is decremented to
zero, or the I/O "Fast I/O Abort" handshake bus 35 is active, the
fast I/O instruction will terminate and the next instruction will be
fetched. If neither condition is true, data transfer continues and the
CPU returns to its wait state until an active "Data Available" (or
"Abort") signal appears on bus 35. Note that zero detect block 29
detects when the count stored within register 26 has decremented to
zero. This indicates that the multiple byte data transfer has been
completed.

Data transfer according to the Fast I/O OUT instruction takes
place in the same manner as described above, except that data is
transferred from RAM 14 to 1/0 module 12 along data bus 13,
instead of from 1/O module 12 to RAM 14. From there the data is
exported to an external device. As the external device takes the data
at either of ports 17 or 18, a "Data Taken" signal is sent on bus 35
to CPU control block 30. This initiates the increment/decrement
process as described above. (Note that in the currently preferred
embodiment, the communication port hardware is responsible for
sending out bit synchronization, byte synchronization, CRC and -

end-of-message signals.)
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Figure 3 is a flow chart describing the sequence of events
which takes place during the execution of a Fast I/O IN instruction.
At block 50, the RAM start address is first retrieved from stack 21.
The count is then retrieved from the stack as indicated by block 51.
The RAM address and count are placed in registers 25 and 26,
respectively (see Figure 2).

At decision block 52 the CPU checks handshaking bus 35 to
see whether data is currently available at the I/O modules. At this
point if data is unavailable, the CPU enters a wait state until the
"Data Available" or "Abort" signals are received.

Assuming that data becomes available, the data is moved from
I/0 modules 12 to RAM 14 along internal data bus 13. This
occurrence is indicated by block 53. Once the data has been
written into RAM 14, the RAM address location is incremented and
the count is decremented. These events are shown taking place at
blocks 54 and 535, respectively. The new address and count are then
stored in registers 25 and 26 as previously explained.

At decision block 56 the count is checked to see whether it
has decremented to zero (or an "Abort" signal is activated). If the
answer is yes, the sequence moves to block 57, wherein the next
instruction is fetched. However, if the count is not zero (i.e.,
additional bytes are yet to be transferred) the flow returns to
decision block 52, wherein the CPU waits for the next byte to

arrive.

SUBSTITUTE SHEET



WO 92/17846 PCT/US92/02292

-17-

The sequence of events for a Fast I/O OUT instruction is
essentially the same as that for a Fast [/O IN instruction. These
events are depicted by the flow diagram of Figure 4. Basically,
blocks 60 through 67 are the same as corresponding blocks 50
through 57 of Figure 3. The only difference is at block 63,
wherein data is moved from the RAM to the I/O modules, rather
than from the I/O modules to RAM 14.

Whereas many alternations and modifications of the present
invention will no doubt become apparent to a person of ordinary
skill in the art after having read the foregoing description, it is to
be understood that the particular embodiment shown and described
by way of illustration is in no way intended to be considered
limiting. For example, although this disclosure has shown a
particular way of implementing a fz}st I/O instruction in the context
of a plurality of intelligent cells, other implementations and/or
applications are possible.

Every computer or microprocessor-based device must deal
with the problem of performing I/O operations. Therefore,
reference to the details of the preferred embodiment are not
intended to limit the scope of the claims which themselves recite

only those features regarded as essential for the invention.
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CLAIMS
We claimed:
1.  Inacomputer system which comprises at least one

central processing unit (CPU) and a memory coupled to at least one
input/output (I/O) module along an internal bus, an apparatus for
transferring multiple bytes of data to said memory from said
module across said bus comprising:

register means for storing a current address and the current
count of the data to be transferred to said memory, said count
representing the remaining number of bytes to be transferred across
said bus;

CPU control means for successively instructing said I/O
module to transfer an available byte of data onto said bus for
storage into said memory at said current address, said control
means issuing a control signal following each said transfer;

means responsive to said control signal for incrementing said
address and decrementing said count, wherein the incremented
address and decremented count are restored in said register means
as said current address and said current count, respectively, prior to
the transfer of the next available byte of data;

means coupled to said control means for terminating said

transfer whenever said count equals zero.
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2. The apparatus of Claim 1 wherein said CPU control
means further comprises handshaking means for communicating the

availability of data bytes from said I/O module to said CPU.

3. The apparatus of Claim 2 wherein said handshaking
means further communicates in abort condition wherein in said

transfer is immediately terminated and the next instruction is
fetched.

4.  The apparatus of Claim 1 wherein said register means
comprises an address register for storing said current address and a

count register for storing said current count.

5. The apparatus of Claim 4 wherein said memory

comprises a random-access memory (RAM).

6.  In a computer network having a multi-processor and a
random-access memory (RAM) coupled to an input/output (I/O)
module across an internal bus, a method of transferring multiple
bytes of data to said memory from said module across said bus, said
method being executable by a single processor instruction within
said multi-processor and comprising the steps of:

a) programming said I/O module to initiate a data transfer

from an external device;
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b) storing a current RAM address into a first register and a
current count, representing the remaining number of bytes to be
transferred across said bus, into a second register;

c¢) checking said I/O module to see if a data byte is available
from said external device, if said data byte is available, said multi-
processor instructing said I/O module to place said data byte on said
bus for storage within said RAM at said RAM address, if said data
byte is unavailable said multi-processor waiting until said data byte
is available;

d) incrementing said current address and storing the
incremented address back in said first register;

e) decrementing said current count and storing the
decremented count back in said second register;

f) checking whether said current count equals zero, transfer
of data terminating whenever said count equals zero; otherwise,

g) repeating steps (c-f).

7.  The method of Claim 6 wherein step (b) comprises the
steps of:

pushing the start address of said RAM in the transfer of count
onto a stack, said transfer count representing the total number of
bytes to be transferred across said bus; and

retrieving said start address and said transfer count from said
RAM for storage within said first and second registers,

respectively.
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8. The method of Claim 6 further comprising the step of:
halting said data transfer in the event an abort signal is
received from said I/0 module by said multi-processor; and

fetching the next instruction.
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