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lect an active speaker while avoiding erroneously selecting a microphone or cam-
era that is picking up audio or video from a connected remote signal. A determin-
ation is made whether an audio signal is above a threshold level. If so, then a de-
termination is made as to whether a tag is present in that audio signal. It so, that
signal is ignored. If not, a camera is directed toward the sound source identified
by the audio signal. A determination is made whether a tag is present in the video
signal from that camera. If so, the camera is redirected. If not, local tag(s) are in-
serted into the audio signal and/or the video signal. The tagged signal(s) are trans-
mitted. Thus, system will ignore sound or video that has an embedded tag from
another videoconferencing system.
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VIDEO AND AUDIO TAGGING FOR ACTIVE SPEAKER DETECTION

BACKGROUND

[0001] Videoconferencing has become widespread and many offices have rooms
especially configured for videoconferencing sessions. Such rooms typically contain video
conferencing gear, such as one or more moveable cameras and one or more microphones,
the microphones typically being placed at locations around a table in the room for
participants. Active Speaker Detection (ASD) is frequently used to select a camera, or to
move (pan and/or tilt) a camera to show the person in the room who is speaking and/or to
sclect the microphone which will be active. When a remote person is speaking, their image
and/or sound come out of an audio-video display, such as a television (TV), monitor, or
other type of display, in the room. This may cause the ASD to erroncously seclect the image
on the remote person on the TV who is talking rather than to select the last local person who
is or was talking.

[0002] Also, in multiple-location videoconferencing sessions, where three or more
separate locations are in a single videoconferencing session, then, typically, several panels
will be displayed, one panel being larger than the others and showing the person who is
speaking, and the other panels showing a picture from a camera at the other locations. When
erroncous ASD occurs, as mentioned above, the equipment in the room where a person is
speaking will send a signal to the equipment at the other locations advising that the person
at its location is speaking and so the main display should be from its camera. When this
happens, the larger panel may switch from showing a person who is actually speaking to
showing a picture of a TV screen or an empty chair. Thus, a problem with ASD is that if
the sound from the remote videoconferencing system is reflected or is so loud that it triggers
ASD then the remote sound may be retransmitted back to the remote system and/or cause
the local camera to focus on an empty chair or the display screen showing the remote
videoconferencing location.

[0003] One technique that has been used to eliminate such erroneous ASD selection is to
spot the image scan line tracing on the TV to determine that the sound is coming froma TV
rather than a local person. High Definition TVs (HDTVs), however, have high (240Hz or
better) progressive scan rates and image resolutions that are the equal of the cameras so
image scan line tracing is of limited use when HDTYV is involved. Additionally, ASD can
often have trouble with sound echoing around a room. A sound reflective surface, such as

window or a glass-covered picture, may reflect sound from the TV in a manner that the
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sound appears to originate from a local person at the table, even if there is not actually a
person sitting at that position at the table. Further, if a recording is made of the
videoconference, it is dependent upon a human to remember to accurately label the
recording with at least, for example, the date of the videoconference. This is often forgotten
and done later, sometimes with an erroneous or incomplete label. It is with respect to these
considerations and others that the disclosure made herein is presented.

SUMMARY
[0004] Technologies are described herein for a videoconferencing system that selects an
active speaker while avoiding erroneously selecting a microphone or camera that is picking
up audio or video from a connected remote signal. In one implementation, a tag is added to
an outgoing audio and/or video signal. If the microphone picks up a sound that contains the
tag from the remote system then the sound is ignored and ASD is not implemented. If the
sound does not contain the remote tag then the video from the local camera is inspected. If
it contains a remote tag then ASD is not implemented. If a remote tag 1s not present in cither
signal then ASD is implemented.
[0005] According to onc cmbodiment presented hercin, a transmitter system for a
videoconferencing system has a tag generator to generate at least one of an audio tag or a
video tag, a signal combiner to at least one of (i) combine a received audio signal with the
audio tag to produce a tagged audio signal or (i) combine a received video signal with the
video tag to produce a tagged video signal, and a transmitter to transmit (i) the tagged audio
signal and the received video signal, (ii) the received audio signal and the tagged video
signal, or (iii) the tagged audio signal and the tagged video signal. A remote
videoconferencing system can then use the embedded tags to distinguish local sounds and
pictures from remote sounds and pictures.
[0006] A method for operating a transmitter of a videoconferencing system includes
receiving an audio signal, receiving a video signal, generating at least one of an audio tag
or a video tag, at least one of (i) combining the audio signal with the audio tag to produce a
tagged audio signal or (ii) combining the video signal with the video tag to produce a tagged
video signal, and transmitting (i) the tagged audio signal and the video signal, (ii) the audio
signal and the tagged video signal, or (iii) the tagged audio signal and the tagged video
signal.
[0007] A computer storage medium has computer executable instructions stored thereon.
Those instructions cause the computer to generate at least one of an audio tag or a video tag,

at least one of (i) to combine a received audio signal with the audio tag to produce a tagged
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audio signal or (ii) to combine a received video signal with the video tag to produce a tagged
video signal, and to transmit (i) the tagged audio signal and the received video signal, (ii) the
received audio signal and the tagged video signal, or (iii) the tagged audio signal and the
tagged video signal.

[0008] It should be appreciated that the above-described subject matter may also be
implemented as a computer-controlled apparatus, a computer process, a computing system, or
as an article of manufacture such as a computer-readable medium. These and various other
features will be apparent from a reading of the following Detailed Description and a review of
the associated drawings.

[0008a] According to one aspect of the present invention, there is provided a transmitter
system for a videoconferencing system, comprising: a tag generator to generate an audio tag; a
combiner to combine an audio signal with the audio tag to produce a tagged audio signal; and
a transmitter to transmit the tagged audio signal and a corresponding video signal; and a
control system operative to: determine whether the audio signal is above a threshold level; if
the audio signal has been determined to be above the threshold level, then determine whether
the audio signal has an audio tag embedded therein; and if the audio signal has been
determined not to have an audio tag embedded therein, then either direct a camera toward a
source of the audio signal or select a camera pointing toward a source of the audio signal,
wherein the camera produces the corresponding video signal.

[0008b] According to another aspect of the present invention, there is provided a method for
operating a videoconferencing system, the method comprising: receiving an audio signal;
receiving a corresponding video signal; generating an audio tag; determining whether the
audio signal is above a threshold level; if the audio signal has been determined to be above the
threshold level, then determining whether the audio signal has an audio tag embedded therein;
and if the audio signal has been determined not to have an audio lag embedded therein, then
either directing a camera toward a source of the audio signal or selecting a camera pointing
toward a source of the audio signal, wherein the camera produces the corresponding video
signal; combining the audio signal with the audio tag to produce a tagged audio signal; and
transmitting the tagged audio signal and the corresponding video signal.

[0008¢] According to still another aspect of the present invention, there is provided a non-

transitory computer storage medium having computer executable instructions stored thereon
3
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which, when executed by a computer, cause the computer to: determine whether a received
audio signal is above a threshold level; if the received audio signal has been determined to be
above the threshold level, the determine whether the received audio signal has an audio tag
embedded therein; if the received audio signal has been determined not to have an audio tag
embedded therein, then either direct a camera toward a source of the received audio signal or
select a camera pointing toward a source of the received audio signal, wherein the camera
produces a corresponding video signal; generate an audio tag; combine the received audio
signal with the audio tag to produce a tagged audio signal; and transmit the tagged audio
signal and the corresponding video signal.

[0009] This Summary is provided to introduce a selection of concepts in a simplified form
that are further described below in the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed subject matter, nor is it intended that
this Summary be used to limit the scope of the claimed subject matter. Furthermore, the
claimed subject matter is not limited to implementations that solve any or all disadvantages
noted in any part of this disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] Fig. 1 is an exemplary configuration of a transmitter system of a videoconferencing

system.
[0011] Fig. 2 is an illustration of an exemplary videoconferencing system environment.
[0012] Fig. 3 is a flowchart showing an exemplary tag detection and camera and microphone
control technique.
[0013] Fig. 4 is a flowchart of an exemplary information recording technique.
[0014] Fig. 5 is a computer architecture diagram showing an illustrative computer hardware
and software architecture for a computing system capable of implementing aspects of the
embodiments presented herein.

DETAILED DESCRIPTION
[0015] The following detailed description is directed to technologies for videoconferencing
that may correctly select an active speaker while avoiding erroneously selecting a microphone
or camera that is picking up audio or video from a connected remote signal. In the following
detailed description, references are made to the accompanying drawings that form a part

hereof, and which are shown by way of illustration specific embodiments or examples.
3a
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Referring now to the drawings, in which like numerals represent like elements throughout the
several figures, aspects of a computing system and methodology for videoconferencing will
be described.

3b
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[0016] Fig. 1 is an exemplary configuration of a transmitter system 105 of a
videoconferencing system 100. The transmitter system 105 has a camera and microphone
selection and control system 120, a video tag generator 125, a video signal combiner 130
which provides a video output signal 135, an audio tag generator 140, and an audio signal
combiner 145 which provides an audio output signal 150. The video and audio output
signals may be broadcast or transmitted by a transmitter 155. The control system 120 may
also send signals, intended for remote systems, advising that it has an active speaker who
should be given the larger panel if multiple panels are used to display multiple locations.
The transmitter 155 may usc any convenient means to send the video and audio output
signals and any control signals to one or more receiver systems 160 at remote locations. It
will be appreciated that there is a transmitter system 105 and a receiver system 160 at each
location, and that the transmitter system 105 and receiver system 160 at a location may be
combined into a single device.

[0017] One or more cameras 110 (110A-110N) and one or more microphones 115 (115A-
115N) provide video signals and audio signals, respectively, to the transmitter system 105
and, more particularly, to the control system 120, which has inputs for receiving these
signals. The camera and microphone selection and control system 120 may select which
camera 110 and which microphone 115 will be used to generate the local picture and sound,
if more than one of either device is used, may control the pan, zoom, and/or tilt of the
selected camera 110 if the camera can be so controlled, and may generate control or other
signals for transmission to the remote systems.

[0018] The video tag generator 125 and an audio tag gencrator 140 generate video and
audio tags, respectively. A video signal combiner 130 manipulates or modifies the video
pixcls in the video strcam to add the video tag and produce a tagged video signal 135. An
audio signal combiner 145 manipulates or modifics bits in the audio stream to produce a
tagged audio signal 150. This may be considered to be “tagging” a signal or adding a tag to
a signal. The tag generators 125 and 140 may be embodied in a single device, the signal
combiners 130, 145 may be embodied in a single device, and one to all of these components
may be embodied as part of the control system 120.

[0019] A video and/or audio stream is preferably modified using ways or only to levels
which are subtle and/or undetectable to humans, but which can be detected by algorithmic
analysis of the video or audio stream. A distortion level of less than a predetermined level
may be imperceptible to a typical human observer. For example, modifying the least

significant bit in a data word even if the tag was in every word would generally not be
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noticeable or objectionable. As another example, placing a video tag during a blanking
interval or retrace period in a video frame, or placing a video tag at the corner of the bottom
of the display may not be noticeable or objectionable. Even placing the video tag as the
most significant bit may not be noticeable or objectionable if only on a single pixel during
a frame.

[0020] The video and/or audio stream may be modified by, for example, using the least
significant bit or bits to convey information other than the initial audio or video signal. Such
modification may be done every data word, every other data word, every Nth data word,
cvery N milliseconds, before or after a synchronization word or bit, ctc. For example, the
last bit(s) of the appropriate data word(s) may always have the same value, ¢.g., 0, 1, 2, 3,
ctc., may alternate between values, may progress through values, etc. Other techniques may
also be used to identify a data word, or part thereof, as a tag, or as identifying information
associated with a tag or a videoconference. As another example, an entire data word may
be used for this purpose. For example, if audio is sampled at a rate of 4000 samples/second,
then using a limited number of these words to convey tag information would not noticeably
degrade the quality of the audio. Video signals provide the opportunity to send even more
information without noticeably degrading the quality of the video.

[0021] Fig. 2 is an illustration of an exemplary videoconferencing system environment
200. Several persons 205 (205A-205C) are gathered around a table 210, which has
thereupon a plurality of microphones 115 (115A-115E). There is a display 215, which may
be a TV, showing a remote person 220. Also shown is a speaker 225. There is a transmitter
system 105 which is connected to the cameras and microphones, and a receiver system 160
which is connected to the display and speaker. As mentioned, the transmitter system 105
and recciver system 160 may be, and typically are, embodied in a single device and arc
connected by a convenient transmission media to one or more remote videoconferencing
Systems.

[0022] When a local person speaks, such as person 205B, the control system 120 detects
the signal from microphone 115B, switches to microphone 115B, switches to a camera 110B
previously pointed toward the area of the person 115B, or points a camera 110B toward the
area of the person 115B, and then transmits the audio signal from the microphone 115B and
the video signal from the camera 115B to the remote location, possibly along with a signal
indicating that person 205B should be prominently displayed on the remote screen. To point
or to direct a camera, as used herein, is to pan, tilt, and/or zoom the camera to achieve a

desired picture of a desired location.
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[0023] Consider now the situation wherein a sound-reflective object or surface 230, such
as a mirror, picture, or window is present. The remote speaker 220 is talking and the voice
of the remote speaker 220 is broadcast into the room by a speaker 225. The sound 235 of
the remote speaker 220 bounces off the reflective surface 230 and arrives at the microphone
115D. The control system 120 detects the reflected voice 235 at microphone 115D and
erroneously determines that there is a local person at microphone 115D who is speaking.
The control system 120 then switches to the microphone 115D and points a camera 110
toward the empty space near microphone 115D. Thus, reflected sounds and echoes can
cause problems during videcoconferencing sessions. This may occur repeatedly until the
remotce person 220 quits speaking or someonc turns down the volume of the specaker 225.
[0024] To climinate or at least reduce such erroncous ASD action, the transmitter system
105 injects a tag(s) into the audio signal and/or video signal. The display 215 and the
speaker 225 will then reproduce those tag(s) in their outputs. Now, consider again the
situation wherein the remote speaker 220 is talking and the voice of the remote speaker 220
is broadcast into the room by a speaker 225. The sound 235 of the remote speaker 220
bounces off the reflective surface 230 and arrives at the microphone 115D. The control
system 120 detects the reflected voice 235 at microphone 115D but also detects the tag in
the reflected voice 235. The control system 120 then determines that the sound is from the
remote speaker, not a local speaker, and therefore takes no action with respect to the
reflected voice.

[0025] As another approach, when the reflected voice 235 is present at microphone 115D,
the control system 120 may instead, or in addition, inspect the output of the camera. If the
video tag is present then the control system 120 determines that the sound is reflected sound,
and therefore takes no action with respect to the reflected voice.

[0026] When, however, a local person 205B speaks, the microphone 115B detects the
voice of the local person 205B, but an audio tag is not present. The control system 120 then
correctly switches to microphone 115B and directs a camera 110 toward the local person
205B, and a video tag will not be present. Thus, the control system 120 correctly determines
that the person 205B is speaking and takes appropriate action. It will be appreciated that
some reflected sound 235 may appear at microphones 115B as well. The volume of the
reflected sound 235 will, however, be significantly less than the volume of the voice of the
local speaker 205B, so the reflected tag will be at too low a level to be detected by the
control system 120. That is, when the sound from the microphone is digitized, the tag

volume will be below the level of the least significant bit(s). The reflected sound 235 may
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also be picked up by other microphones 115 as well, but the control system 120 will reject
these microphones either because their volume is less than the volume at microphone 115B
or because the tag will be readily detectable.

[0027] It is possible, in some situations, that there will be a camera 240 in the back of the
room in addition to, or instead of, the cameras 110. Assume now that the remote person
220 is speaking and the sound emitted by the speaker 225 is received by a microphone 115A
or 115E. A conventional system might erroneously detect that received sound as a local
speaker and switch to that microphone and direct the camera 240 toward that location.
Instead, with the tags used herein, the control system 120 will detect the tag in the audio
signal picked up by the microphone 115A or 115E, determinge that the voice is not that of a
local speaker, and not switch to the microphone 115A or 115E. Also, the control system
120 may point the camera 240 toward the display 215, detect the video tag being emitted by
the display 215, and then point the camera 240 back to its original direction or to a default
direction. Thus, the audio and video tags enhance the videoconferencing experience by
reducing or eliminating erroneous switching of the camera and/or microphone caused by the
voice of the remote speaker.

[0028] The tags may also be used for identification of the videoconference, if desired. For
example, the tags may contain information regarding the company name, time, date, room
location, transmitting equipment used such as but not limited to model, manufacturer, serial
number, software version, trademark information, copyright information, confidentiality
information, ownership information, protocol or standard used, etc. All of this information
need not be transmitted, nor does all of the desired information need to be transmitted at
once, repeatedly, or continuously. Rather, the bits which identify the tag as such need only
be transmitted frequently enough that the control system 120 can recognize the tag as such.
Thus, for cxample, as mentioned above, the bits which identify the tag as might only be
transmitted every N data words, the other data words being used for the transmission of the
information mentioned above.

[0029] In addition, information contained in the tag(s) need not be obtained from the
picture presented by the display 215 or from the sound presented by the speaker 225. Rather,
and preferably, this information is obtained directly from the video and/or audio signals
received by the receiver system 160.

[0030] The data rate can be quite slow but, preferably, the identifiable part of the tag is
preferably delivered repeatedly in less than half the hysteresis of the ASD delay. The

identifiable part of the tag is even more preferably delivered more frequently so as to
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accommodate lost data due to interference during transmission or room noise. The speed of
delivery of the additional information is less time sensitive and therefore can be transmitted
over a longer period of time.

[0031] Fig. 3 is a flowchart of an exemplary tag detection and camera and microphone
control technique 300. After starting 305, a determination 310 is made as to whether any
audio signal is above a threshold level. If not, a return is made to 310. If so, then a
determination 315 is made as to whether a tag is present in that audio signal. If so, then that
audio signal is ignored 317 and a return is made to 310. If not, then a camera is directed or
pointed 320 toward the sound source identified by the audio signal. For example, if the
audio signal is from microphone 115A then a camera 110 will be pointed toward the arca
serviced by microphone 115A, or a camera which has been previously pointed toward that
area will be selected.

[0032] A determination is then made 325 as to whether a tag is present in the video signal
from that camera. If so, then the camera is redirected 330 to its earlier position or the
previous camera is selected. If not, then local tag(s) are inserted 335 into the audio signal
and/or the video signal. The tagged signal(s) are then transmitted. A return is then made to
310.

[0033] Thus, if a microphone is picking up sound and there is an audio tag embedded in
that sound, or if a camera is directed toward the source of that sound is picking up a video
tag embedded in the video signal, then the system will ignore that sound and leave the
microphone and camera settings as they were. If, however, an embedded tag is not detected
in either signal, then the microphone and/or camera will be selected for transmission of that
sound and picture to the remote videoconferencing after insertion of a local tag into at least
onc of those signals. Thus, an active speaker is correctly sclected while remote, reflected
sounds arc ignored.

[0034] Fig. 4 is a flowchart of an exemplary information recording technique 400. After
starting 405, a determination is made 410 whether the session is to be recorded. If not then
the procedure is ended 415. If so, then a determination is made 420 as to whether tags are
present. If no tag is present then the session is recorded 430. If at least one tag is present
then a determination is made 425 whether information is present in the tag(s). If not then
the session is recorded 430. If so, then the session is recorded 435 with at least some of the
information. The information to be recorded with the session may be all of the information

included in the tag or may be only a preselected portion, such as the date and time.
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[0035] It should be appreciated that the logical operations described herein are
implemented (1) as a sequence of computer implemented acts or program modules running
on a computing system and/or (2) as interconnected machine logic circuits or circuit
modules within the computing system. The implementation is a matter of choice dependent
on the performance and other requirements of the computing system. Accordingly, the
logical operations described herein are referred to variously as states operations, structural
devices, acts, or modules. These operations, structural devices, acts and modules may be
implemented in software, in firmware, in special purpose digital logic, and any combination
thereof. It should also be appreciated that more or fewer operations may be performed than
shown in the figures and described herein. These operations may also be performed in a
different order than those described herein.

[0036] Fig. 5 shows illustrative computer architecture for a computer 500 capable of
executing the software components described herein for a videoconferencing system in the
manner presented above. The computer architecture shown illustrates a conventional
desktop, laptop, or server computer and may be utilized to execute any aspects of the
software components presented herein described as executing on the client computer 104,
the front-end server computers 106A-106N, or the back-end server computers 108 A-108N.
The computer architecture shown includes a central processing unit 502 ("CPU"), a system
memory 508, including a random access memory 514 ("RAM") and a read-only memory
("ROM") 516, and a system bus 504 that couples the memory to the CPU 502. A basic
input/output system containing the basic routines that help to transfer information between
elements within the computer 500, such as during startup, is stored in the ROM 516. The
computer 500 further includes a mass storage device 510 for storing an operating system
518, application programs, and other program modules, which are described in greater detail
herein.

[0037] The mass storage device 510 is connected to the CPU 502 through a mass storage
controller (not shown) connected to the bus 504. The mass storage device 510 and its
associated computer-readable media provide non-volatile storage for the computer 500.
Although the description of computer-readable media contained herein refers to a mass
storage device, such as a hard disk or CD-ROM drive, it should be appreciated by those
skilled in the art that computer-readable media can be any available computer storage media
or communication media that can be accessed by the computer architecture 500.

[0038] By way of example, and not limitation, computer storage media may include

volatile and non-volatile, removable and non-removable media implemented in any method
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or technology for storage of information such as computer-readable instructions, data
structures, program modules or other data. For example, computer storage media includes,
but is not limited to, RAM, ROM, EPROM, EEPROM, flash memory or other solid state
memory technology, CD-ROM, digital versatile disks (“DVD”’), HD-DVD, BLU-RAY, or
other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other
magnetic storage devices, or any other medium which can be used to store the desired
information and which can be accessed by the computer 500. For purposes of the claims,
the phrase “computer storage medium,” and variations thereof, does not include waves or
signals per s¢ and/or communication media.

[0039] Communication media includes computer rcadable instructions, data structurcs,
program modules, or other data in a modulated data signal such as a carrier wave or other
transport mechanism and includes any delivery media. The term “modulated data signal”
means a signal that has one or more of its characteristics changed or set in a manner as to
encode information in the signal. By way of example, and not limitation, communication
media includes wired media such as a wired network or direct-wired connection, and
wireless media such as acoustic, RF, infrared and other wireless media. Combinations of the
any of the above should also be included within the scope of computer-readable media.
[0040] According to various embodiments, the computer 500 may operate in a networked
environment using logical connections to remote computers through a network such as the
network 520. The computer 500 may connect to the network 520 through a network
interface unit 506 connected to the bus 504. It should be appreciated that the network
interface unit 506 may also be utilized to connect to other types of networks and remote
computer systems. The computer 500 may also include an input/output controller 512 for
receiving and processing input from a number of other devices, including a keyboard,
mouse, or ¢lectronic stylus. Similarly, an input/output controller may provide output to a
display screen, a printer, or other type of output device.

[0041] As mentioned briefly above, a number of program modules and data files may be
stored in the mass storage device 510 and RAM 514 of the computer 500, including an
operating system 518 suitable for controlling the operation of a networked desktop, laptop,
or server computer. The mass storage device 510 and RAM 514 may also store one or more
program modules which implement the various operations described above. The mass
storage device 510 and the RAM 514 may also store other types of program modules.
[0042] While the subject matter described herein is presented in the general context of

one or more program modules that execute in conjunction with the execution of an operating
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system and application programs on a computer system, those skilled in the art will
recognize that other implementations may be performed in combination with other types of
program modules. Generally, program modules include routines, programs, components,
data structures, and other types of structures that perform particular tasks or implement
5 particular abstract data types. Moreover, those skilled in the art will appreciate that the
subject matter described herein may be practiced, if desired, with other computer system
configurations, including hand-held devices, multiprocessor systems, microprocessor-based
or,programmable consumer electronics, minicomputers, mainframe computers, and the like.
[0043] Based on the foregoing, it should be appreciated that technologies for
10 videoconferencing are provided herein. Although the subject matter presented herein has
been described in language specific to computer structural features, methodological and
transformative acts, specific computing machinery, and computer readable media, it is to be
understood that the invention defined in the appended claims is not necessarily limited to
the specific features, acts, or media described herein. Rather, the specific features, acts and
15 mediums are disclosed as example forms of implementing the claims.
[0044] The subject matter described above is provided by way of illustration only and
should not be construed as limiting. Various modifications and changes may be made to
the subject matter described herein without following the example embodiments and
applications illustrated and described, and without departing from the scope

20  of'the present invention, which is set forth in the following claims.
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CLAIMS:
1. A transmitter system for a videoconferencing system, comprising:
a tag generator to generate an audio tag;

a combiner to combine an audio signal with the audio tag to produce a tagged

audio signal; and

a transmitter to transmit the tagged audio signal and a corresponding video

signal; and
a control system operative to:
determine whether the audio signal is above a threshold level;

if the audio signal has been determined to be above the threshold level, then

determine whether the audio signal has an audio tag embedded therein; and

if the audio signal has been determined not to have an audio tag embedded
therein, then either direct a camera toward a source of the audio signal or select a camera
pointing toward a source of the audio signal, wherein the camera produces the corresponding

video signal.

2. The transmitter system of claim 1 and further comprising a control system to
receive a plurality of audio signals, and to select one of the received audio signals as the audio
signal to be combined with the audio tag, wherein the control system selects one of the
received audio signals which does not contain an audio tag from another videoconferencing

system.

3. The transmitter system of claim 1 wherein distortion of the audio signal caused

by the audio tag is below a predetermined level.

4, The transmitter system of claim 1 wherein the control system is further

operative to:

12
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determine whether the corresponding video signal has a video tag embedded

therein; and

if the video signal has been determined to have a video tag embedded therein,
then either redirect the camera to a previous source of an audio signal or select a previously-

selected camera.

5. The transmitter system of claim 4 wherein the control system is further

operative to:

if the corresponding video signal has been determined not to have a video tag
embedded therein, then instruct the combiner to combine the audio signal with the audio tag
to produce the tagged audio signal and instruct the transmitter to transmit the tagged audio

signal and the corresponding video signal.
6. The transmitter system of claim 1 and further comprising:
a video tag generator;

a video combiner to combine the corresponding video signal with the video tag

to produce a tagged video signal; and
wherein the transmitter also transmits the tagged video signal.
7. A method for operating a videoconferencing system, the method comprising:
receiving an audio signal;
receiving a corresponding video signal;
generating an audio tag;
determining whether the audio signal is above a threshold level;

if the audio signal has been determined to be above the threshold level, then

determining whether the audio signal has an audio tag embedded therein; and

13
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if the audio signal has been determined not to have an audio lag embedded

therein, then

either directing a camera toward a source of the audio signal or selecting a
camera pointing toward a source of the audio signal, wherein the camera produces the

corresponding video signal;

combining the audio signal with the audio tag to produce a tagged audio signal;

and
transmitting the tagged audio signal and the corresponding video signal.

8. The method of claim 7 wherein there are a plurality of received audio signals,
and further comprising selecting an audio signal for combining which does not contain an

audio tag from another videoconferencing system.

9. The method of claim 7 wherein distortion of the audio signal caused by the

audio tag is below a predetermined level.

10. The method of claim 7 and further comprising, prior to combining the audio

signal with the audio tag:

determining whether the corresponding video signal has a video tag embedded

therein; and

if the video signal has been determined to have a video tag embedded therein,
then either redirecting the camera to a previous source of an audio signal or selecting a

previously-selected camera.

11. The method of claim 10 and further comprising, prior to combining the audio

signal with the audio tag:

if the corresponding video signal has been determined not to have a video tag

embedded therein, then performing the combining and transmitting.

14
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12. The method of claim 11 and further comprising:

prior to the transmitting, generating a video tag, and combining the

corresponding video signal with the video tag to produce a tagged video signal; and

wherein transmitting the corresponding video signal comprises transmitting the

tagged video signal.

13. A non-transitory computer storage medium having computer executable

instructions stored thereon which, when executed by a computer, cause the computer to:
determine whether a received audio signal is above a threshold level;

if the received audio signal has been determined to be above the threshold

level, the determine whether the received audio signal has an audio tag embedded therein;

if the received audio signal has been determined not to have an audio tag

embedded therein, then

either direct a camera toward a source of the received audio signal or select a
camera pointing toward a source of the received audio signal, wherein the camera produces a

corresponding video signal;
generate an audio tag;

combine the received audio signal with the audio tag to produce a tagged audio

signal; and
transmit the tagged audio signal and the corresponding video signal.

14, The non-transitory computer storage medium of claim 13 wherein the
computer storage medium further comprises computer executable instructions stored thereon
which, when executed by a computer, cause the computer to detect audio tags from a remote

videoconferencing system in a plurality of received audio signals, and to select, as the audio

15
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signal to be combined with the audio tag, one of the received audio signals which does not

contain an audio tag from another videoconferencing system.

15. The non-transitory computer storage medium of claim 13 wherein the
computer storage medium further comprises computer executable instructions stored thereon
which, when executed by a computer, further cause the computer, prior to combining the

audio signal with the audio tag, to:

determine whether the corresponding video signal has a video tag embedded

therein; and

if the corresponding video signal has been determined to have a video tag
embedded therein, then either redirect the camera to a previous source of an audio signal or

select a previously-selected camera.

16. The non-transitory computer storage medium of claim 15 wherein the
computer storage medium further comprises computer executable instructions stored thereon
which, when executed by a computer, further cause the computer, prior to combining the

audio signal with the audio tag, to:

if the corresponding video signal has been determined not to have a video tag

embedded therein, then performing the combining and transmitting.

17. The non-transitory computer storage medium of claim 13 wherein the
computer storage medium further comprises computer executable instructions stored thereon

which, when executed by a computer, further cause the computer to:

prior to the transmitting, generate a video tag, and combine the corresponding

video signal with the video tag to produce a tagged video signal; and

wherein to transmit the corresponding video signal comprises to transmit the

tagged video signal.

16
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