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REFERENCE PICTURE LISTS FOR 3DV 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application claims the benefit of the filing date 
of U.S. Provisional Application Ser. No. 61/215,154 filed on 
May 1, 2009, entitled “3D Video Coding Formats,” the filing 
date of U.S. Provisional Application Ser. No. 61/215,874 filed 
on May 11, 2009, entitled “Reference Pictures for 3D Video.” 
and the filing date of U.S. Provisional Application Ser. No. 
61/310,497, filed on Mar. 4, 2010, entitled “Extended SPS for 
3DV sequences, the contents of each of which are hereby 
incorporated by reference in their entirety for all purposes. 

TECHNICAL FIELD 

0002 Implementations are described that relate to coding 
systems. Various particular implementations relate to three 
dimensional (3D) video coding schemes. 

BACKGROUND 

0003) To facilitate new video applications, such as three 
dimensional television (3DTV) and free-viewpoint video 
(FVV), 3D Video (3DV) data formats comprising both con 
ventional 2D video and depth maps can be utilized such that 
additional views can be rendered at the user end. Examples of 
such 3DV formats include 2D plus depth (2D+Z), which 
includes a two-dimensional (2D) video and its corresponding 
depth map, and Layered Depth Video (LDV), which includes 
2D+Z and an occlusion video plus an occlusion depth. Other 
examples of such 3DV formats include Multiview plus Depth 
(MVD) and Disparity Enhanced Stereo (DES). MVD is an 
extension of 2D--Z, as it includes multiple 2D--Z from differ 
ent viewpoints. In turn, DES is composed of two LDVs from 
two different view points. Another example 3DV format is 
Layer Depth Video plus RightView (LDV+R) which is com 
posed of one LDV of a left view and the 2D video of the right 
view. How to convey (encode and transmit) the data in all 
these formats is a challenging issue, as different components 
are used jointly at the user end to decode 3DV content. 

SUMMARY 

0004. According to a general aspect, a priority is deter 
mined for an inter-layer reference for a picture. The priority is 
determined relative to one or more other references for the 
picture. The inter-layer reference is included in an ordered list 
of references for the picture based on the priority. 
0005. The details of one or more implementations are set 
forth in the accompanying drawings and the description 
below. Even if described in one particular manner, it should 
be clear that implementations may be configured or embodied 
in various manners. For example, an implementation may be 
performed as a method, or embodied as an apparatus, Such as, 
for example, an apparatus configured to perform a set of 
operations oran apparatus storing instructions for performing 
a set of operations, or embodied in a signal. Other aspects and 
features will become apparent from the following detailed 
description considered in conjunction with the accompanying 
drawings and the claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0006 FIG. 1 is an example of a depth map. 
0007 FIG. 2 is an example showing the four components 
of the LDV format. 
0008 FIG.3 is a block/flow diagram of an implementation 
of a 3DV encoder. 

Mar. 1, 2012 

0009 FIG. 4 is a block/flow diagram of an implementation 
of a 3DV decoder. 
0010 FIG. 5 is a block/flow diagram of an implementation 
of a 3DV layer encoder. 
0011 FIG. 6 is a block/flow diagram of an implementation 
of a 3DV layer decoder. 
0012 FIG. 7 is a block/flow diagram of an implementation 
of a video transmission system. 
0013 FIG. 8 is a block/flow diagram of an implementation 
of a video receiving system. 
0014 FIG.9 is a block/flow diagram of an implementation 
of a video processing device. 
0015 FIG. 10 is a diagram of an example of a 3DV coding 
Structure. 

0016 FIG. 11 is a block/flow diagram of a first example of 
a Network Abstraction Layer (NAL) unit stream. 
0017 FIG. 12 is a block/flow diagram of a second example 
of a NAL unit stream. 
0018 FIG. 13 is flow diagram of an example of a method 
for decoding 3DV content. 
0019 FIG. 14 is a flow diagram of an example of a method 
for encoding 3DV content. 
0020 FIG. 15 is a block diagram illustrating an example of 
an inter-layer dependency structure. 
0021 FIG.16 is a flow diagram of an example of a method 
for constructing a reference picture list for an encoding pro 
CCSS, 

0022 FIG. 17 is a flow diagram of an example of a method 
for constructing a reference picture list for a decoding pro 
CCSS, 

0023 FIG. 18 is a flow diagram of an example of a method 
for encoding NAL units for an extended sequence parameter 
set for 3DV content. 
0024 FIG. 19 is a flow diagram of an example of a method 
for decoding NAL units for an extended sequence parameter 
set for 3DV content. 
0025 FIG. 20 is a flow diagram for an example of a 
method for encoding a sequence parameter set with exten 
sions. 
0026 FIG. 21 is a flow diagram for an example of a 
method for decoding a sequence parameter set with exten 
S1O.S. 

0027 FIG. 22 is a block/flow diagram of an example of a 
first method for encoding a sequence parameter Subset for an 
inter-layer dependency structure for 3DV content. 
0028 FIG. 23 is a block/flow diagram of an example of a 

first method for decoding a sequence parameter Subset for an 
inter-layer dependency structure for 3DV content. 
0029 FIG. 24 is a block/flow diagram of an example of a 
second method for encoding a sequence parameter Subset for 
an inter-layer dependency structure for 3DV content. 
0030 FIG. 25 is a block/flow diagram of an example of a 
second method for decoding a sequence parameter Subset for 
an inter-layer dependency structure for 3DV content. 
0031 FIG. 26 is a flow diagram of an example of a method 
for encoding 3DV content. 
0032 FIG.27 is a flow diagram of an example of a method 
for decoding 3DV content. 
0033 FIG. 28 is a flow diagram of an example of a method 
for constructing a reference picture list for a coding operation. 
0034 FIG.29 is a flow diagram of an example of a method 
for processing 2D video layer pictures that may be imple 
mented in the method of FIG. 28. 
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0035 FIG.30 is a flow diagram of an example of a method 
for encoding 3DV content and conveying inter-layer depen 
dency structures. 
0036 FIG.31 is a flow diagram of an example of a method 
for decoding 3DV content and conveying inter-layer depen 
dency structures. 
0037 FIG. 32 is a block/flow diagram of an example of a 
NAL unit stream. 
0038 FIG.33 is a block/flow diagram of an example of a 
system for managing network traffic by employing inter-layer 
dependency structures. 
0039 FIG.34 is a flow diagram of an example of a method 
for managing network traffic by employing inter-layer depen 
dency structures. 

DETAILED DESCRIPTION 

0040. As understood in the art, a basic tenet of 3D Video 
(3DV) is typically to provide different views of a scene or an 
object to each eye of a user so that a user is able to perceive 
depth of the scene or object. Additionally, to enhance a user 
experience, a virtual view other than the views being trans 
mitted may be rendered, for example, to adjust the baseline 
distance for a different perceived depth range. To achieve one 
or more of these goals, as noted above, 3D Video (3DV) 
representation formats may include various layers, such as 
Video, depth, and perhaps more Supplemental information, 
such as 2D+Z(MVD) and LDV (DES). To better illustrate the 
concept of depth and other supplemental information for 3DV 
content, reference is made to FIGS. 1 and 2. 
0041 FIG. 1 provides an example of a depth map 100 
corresponding to a conventional video. In addition, FIG. 2 
includes an example of the four components in the LDV 
format: 2D video 202 plus depth (Z) 204 and an occlusion 
video 206 for the same scene along with an occlusion depth 
208. Encoding and transmission of the above-described data 
formats are challenging in many respects. For example, 
besides coding efficiency, functionalities such as Synchroni 
Zation and backward compatibility (for conventional mono 
scopic 2D video) should also preferably be provided so that a 
legacy Advanced Video Coding (AVC)/Multiview Coding 
(MVC) decoder can extract a viewable video from the bit 
Stream. 

0042. One solution that can address at least some of these 
issues is simulcast, where each view and/or layer is encoded 
and transmitted independently. This approach may use mul 
tiple encoders and decoders to encode and decode the sepa 
rate views/layers, respectively, and to synchronize the views/ 
layers into a viewable image at the system level or application 
level. For example, Moving Picture Experts Group 
(MPEG)-C Part 3 (International Organization for Standard 
ization (ISO)/International Electrotechnical Commission 
(IEC) 23002-3) specifies a system framework for 2D--Z. 
Typical implementations use synchronization at a system 
level between the video and depth. The video and depth can be 
coded using any existing video coding standard. However, in 
typical implementations the encoding of the video and depth 
are decoupled. Thus, the cost of simulcast is typically multi 
plied by the number of views and/or layers transmitted. Fur 
thermore, because different views and/or layers are encoded 
separately, any redundancy among views and/or layers is 
typically not in any way exploited to achieve higher encoding 
efficiency. 
0043. In contrast, one or more implementations described 
herein may permit inter-layer coding to exploit redundancy 
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between layers, and thereby to achieve higher encoding effi 
ciency, in addition to backward compatibility of AVC/MVC 
systems. In particular, one or more implementations provide 
means to permit synchronization of views and/or layers at a 
coding level to attain at least some of these benefits. For 
example, in at least one implementation described herein, a 
novel 3DV prefix Network Abstraction Layer (NAL) unit and 
a novel 3DV NAL unit header extension on the NAL unit 
design of AVC are proposed to efficiently enable inter-layer 
coding and synchronization of views/layers. The high level 
Syntax signals how the 3DV components can be extracted 
from bitstreams, such as AVC and Scalable Video Coding 
(SVC)/MVC bitstreams. Thus, this approach has the advan 
tage in that there is no need for synchronization between 
different 3DV components at the system level, as the 3DV 
components can be coupled in the coded bitstream (Such as 
SVC layers, or MVC views). Another potential benefit is that 
inter-layer or inter-view redundancy can be removed when 
encoded in this manner. Further, the novel NAL unit design 
can be compatible with MVC and can also permit compat 
ibility with any future encapsulating coding techniques to 
achieve enhanced compression efficiency. 
0044 As discussed herein below, to enable synchroniza 
tion for different views/layers at the coding level as opposed 
to the system level, one or more implementations associate 
3DV NAL unit designs with a 3DV view identifier (ID) and a 
3DV layer ID. Moreover, to better exploit inter-view/layer 
redundancy, inter-view/layer predictions are employed to 
provide higher coding efficiency as compared to AVC with 
interleaving methods. In addition, NAL unit designs for 3DV 
Supplemental layers may achieve fullbackward compatibility 
while enabling the development of new coding modes/tools 
without affecting 2D view layer compatibility with MVC/ 
AVC 

0045 Various embodiments are directed to the configura 
tion of a reference list to permit encoding and decoding of 
bitstreams including 3DV content by employing multiple 
reference prediction. For example, for 3DV coding structures, 
there may be at least three possible types of reference pic 
tures, including, for example: temporal reference pictures, 
inter-view reference pictures, and reference pictures from 
different 3DV layers. Reference pictures from different 3DV 
layers may include, for example, a 2D video layer used as 
reference for a depth layer. At least one embodiment 
described in this application provides the concept and imple 
mentation of how to arrange the three types of reference 
pictures in a reference picture list. For example, when encod 
ing a macroblock (MB) in prediction mode, an encoder can 
signal which picture is, or pictures are, used as reference 
among multiple reference pictures that are available. Here, an 
index in the list can indicate which reference picture is used. 
As discussed further herein below, one or more embodiments 
can provide one or more inter-layer reference pictures in the 
list in order to enable inter-layer prediction. 
0046. As noted above, one or more embodiments provide 
many advantages, one of which is potential compatibility 
with MVC. That is, when a 3DVbitstream according to one of 
these embodiments is fed to a legacy MVC decoder, the 2D 
video (for example, specified as layer 0 below) can be 
decoded and outputted. To further aid compatibility with 
MVC while at the same time permitting efficient coding of 
3DV content using a variety of layers, various embodiments 
are additionally directed to the construction and signaling of 
a sequence parameter set (SPS). As understood by those of 
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skill in the technical field, an SPS can specify common prop 
erties shared between pictures of a sequence of pictures. Such 
common properties may include, for example, picture size, 
optional coding modes employed, and a macroblock to slice 
group map, each of which may optionally be shared between 
pictures in a sequence. For at least one embodiment, an exten 
sion of SPS is employed to signal novel sequence parameters 
that are used for encoding and decoding 3DV content. More 
over, a separate and novel NAL unit type can be utilized for 
the extended SPS. The extended SPS can be used by network 
devices, such as a router, to adapt the bitrate of 3DV content 
streaming, as discussed further herein below. 
0047 Prior to discussing embodiments in specific detail, 
Some discussion of terms employed is provided to facilitate 
understanding of the concepts described. 

TERMINOLOGY 

0048 A“2D video' layer is generally used herein to refer 
to the traditional video signal. 
0049. A “depth layer is generally used herein to refer to 
data that indicates distance information for the scene objects. 
A "depth map' is a typical example of a depth layer. 
0050. An "occlusion video' layer is generally used herein 
to refer to video information that is occluded from a certain 
viewpoint. The occlusion video layer typically includes back 
ground information for the 2D video layer. 
0051. An "occlusion depth layer is generally used herein 

to refer to depth information that is occluded from a certain 
viewpoint. The occlusion depth layer typically includes back 
ground information for the depth layer. 
0052 A “transparency' layer is generally used herein to 
refer to a picture that indicates depth discontinuities or depth 
boundaries. A typical transparency layer has binary informa 
tion, with one of the two values indicating positions for which 
the depth has a discontinuity, with respect to neighboring 
depth values, greater than a particular threshold. 
0053 A “3DV view' is defined herein as a data set from 
one view position, which is different from the “view” used in 
MVC. For example, a 3DV view may include more data than 
the view in MVC. For the 2D--Z format, a 3DV view may 
include two layers: 2D video plus its depth map. For the LDV 
format, a 3DV view may include four layers: 2D video, depth 
map, occlusion video, and occlusion depth map. In addition, 
a transparency map can be another layer data type within a 
3DV view, among others. 
0054 A“3DV layer” is defined as one of the layers of a 
3DV view. Examples of 3DV layers are, for example, 2D view 
or video, depth, occlusion video, occlusion depth, and trans 
parency map. Layers other than 2D view or video are also 
defined as "3DV supplemental layers’. In one or more 
embodiments, a 3DV decoder can be configured to identify a 
layer and distinguish that layer from others using a 3dv 
layer id. In one implementation, 3dv layer id is defined as 
in the Table 1. However, it should be noted that the layers may 
be defined and identified in other ways, as understood by 
those of ordinary skill in the art in view of the teachings 
provided herein. 

TABLE 1. 

3DV layers 

Value of 3dv layer id Description 

O 2D video 
1 Depth 
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TABLE 1-continued 

3DV layers 

Value of 3dv layer id Description 

Occlusion video 
Occlusion depth 
Transparency map 
Reserved 

0055 FIGS. 3 and 4 illustrate a high-level generic 3DV 
encoder 300 and decoder 400, respectively. The encoder 300/ 
decoder 400 is composed of layer encoders/decoders and a 
3DV reference buffer. For example, a 3DV content signal 302, 
which may include, for example, 2D view, depth, occlusion 
view, occlusion depth, and transparency map layers, is input 
to the various layer encoders as shown in FIG.3. Specifically, 
the encoder system/apparatus 300 includes a 2D layer 
encoder 304 configured to encode 2D layers, which may be 
AVC compatible, an enhanced 2D layer encoder 306 config 
ured to encode enhanced 2D layers, a depth layer encoder 308 
configured to encode depth layers, an occlusion view layer 
encoder 310 configured to encode occlusion view layers, an 
occlusion depth layer encoder 312 configured to encode 
occlusion depth layers, and a transparency layer encoder 314 
configured to encode transparency layers. Thus, each layer 
can be encoded using a different encoder and/or encoding 
technique. 
0056. An enhanced 2D layer is generally used herein to 
distinguish Such a layer from a layer that is compatible with 
AVC, MVC, SVC, or some other underlying standard. For 
example, enhanced 2D layers are typically not compatible 
with MVC because such layers allow new coding tools, such 
as, for example, using inter-layer references. Such layers are, 
therefore, generally not backward compatible with MVC. 
0057. Note that the term "enhanced 2D layer” (or supple 
mental layer) may also be used to refer to layers that could be 
coded with MVC, but which would not be expected to be 
displayed and so are not typically described as being coded 
with MVC. For example, a series of depth layers could be 
treated by MVC as a series of pictures and could be coded by 
MVC. However, it is not typical to display depth layers, so it 
is often desirable to have a different way of identifying and 
coding Such layers, other than by using MVC. 
0.058 Each layer can also use a different reference. The 
reference may be from a different layer than the picture/block 
being encoded (decoded). The references from different lay 
ers may be obtained from a 3DVReference Buffer 316 (3DV 
Reference/Output Buffer 414). As shown in FIG.3, each layer 
encoder is in signal communication with the 3DV reference 
buffer 316 to permit various modes of encoding of the input 
signal 302 to generate an output signal 318. 
0059 By utilizing the 3DV Reference Buffer 316, each 
layer of the 3DV format can be encoded using references from 
its own layer, such as, for example, temporal references and/ 
or inter-view references within the same layer with motion 
and/or disparity compensation, and/or using inter-layer pre 
diction between the various layers. For example, an inter 
layer prediction may reuse motion information, Such as, for 
example, motion vector, reference index, etc., from another 
layer to encode the current layer, also referred to as motion 
skip mode. In this way, the output signal 318 may be inter 
leaved with various layer information for one or more 3DV 
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views. The inter-layer prediction may be of any kind of tech 
nique that is based on the access of the other layers. 
0060. With regard to the decoder system/apparatus 400, 
system 400 includes various layer decoders to which signal 
318 may be input as shown in FIG. 4. In particular, the 
encoder system/apparatus 400 includes a 2D layer decoder 
402, which may be AVC compatible, configured to decode 2D 
layers, an enhanced 2D layer decoder 404 configured to 
decode enhanced 2D layers, a depth layer decoder 406 con 
figured to decode depth layers, an occlusion view layer 
decoder 408 configured to decode occlusion view layers, an 
occlusion depth layer decoder 410 configured to decode 
occlusion depth layers, and/or a transparency layer decoder 
412 configured to decode transparency layers. 
0061. As illustrated in FIG. 4, each layer decoder is in 
signal communication with a 3DV reference/output buffer 
414, which can be configured to parse decoded layer infor 
mation received from the layer decoders and to determine 
how the layers included in the input signal fit into a structure 
that Supports 3D processing. Such 3D processing may 
include, for example, coding of 3D layers as described herein 
orrendering (synthesizing) of additional pictures at a receiver 
or display unit. Rendering may use, for example, depth pic 
tures to warp a 2D video and/or occlusion pictures to fill in 
holes of a rendered picture with background information 
0062. In addition, the 3DV reference/output buffer 414 
can be configured to generate an output signal 416 in a 3DV 
compatible format for presentation to a user. The formatted 
3DV content signal 416 may, of course, include, for example, 
2D view, depth, occlusion view, occlusion depth, and trans 
parency map layers. The output buffer may be implemented 
together with the reference buffer, as shown in FIG. 4, or, 
alternatively in other embodiments, the reference and output 
buffers may be separated. 
0063. Other implementations of the encoder 300 and the 
decoder 400 may use more or fewer layers. Additionally, 
different layers than those shown may be used. 
0064. It should be clear that the term “buffer, as used in 
the 3DV Reference Buffer 316 and in the 3DV Reference? 
Output Buffer 414, is an intelligent buffer. Such buffers may 
be used, for example, to store pictures, to provide references 
(or portions of references), and to reorder pictures for output. 
Additionally, such buffers may be used, for example, to per 
form various other processing operations such as, for 
example, hypothetical reference decoder testing, processing 
of marking commands (for example, memory management 
control operations in AVC), and decoded picture buffer man 
agement. 
0065 FIGS. 5 and 6 respectively depict high level block/ 
flow diagrams of a general 3DV layer encoder 500 and 
decoder 600, respectively, that can be used to implement any 
one or more of layer encoders 304-314 and any one or more 
of layer decoders 402-412, respectfully. It is noted that each 
of the layer encoders 304-314 can be designed in the same 
general manner with respect to their corresponding layers, as, 
for example, depicted in FIG. 5, to favor particular purposes. 
Conversely, the layer encoders may be configured differently 
to better utilize their unique characteristics, as understood in 
view of the teachings provided herein. Similarly, decoders 
402-412 can be designed in the same general manner with 
respect to their corresponding layers, as, for example, 
depicted in FIG. 6. Conversely, the layer decoders may be 
configured differently to better utilize their unique character 
istics. 
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0066. It should be noted that with regard to an MVC 
encoder, the input is composed of multiple views. Each view 
is a traditional 2D video. Thus, compared to an AVC encoder, 
the typical MVC encoder includes additional blocks such as a 
disparity estimation block, a disparity compensation block, 
and an inter-view reference buffer. Analogously, FIGS. 5 and 
6 include blocks for 3DV references and inter-layer predic 
tion. With a 3DV encoder, the input is composed of multiple 
3D views. As stated above, each 3D view can comprise sev 
eral layers. Accordingly, the encoding method for each layer 
can be designed differently to utilize their unique features. 
Consequently, a 3DV encoder can be divided into layer 
encoders, as shown in FIG. 3. However, the layer encoders 
may also be closely coupled. The techniques used in the layer 
encoders may be tailored as desired for a given system. Since 
each layer appears as a video signal, the layers can have a 
similar structure at a high level as shown in FIG. 5. It should 
be noted the layer encoders can be differently designed at 
lower, more specific levels. Of course, one embodiment may 
also use a single encoder configured to encode all layers. 
0067. With regard to the high level diagram illustrated in 
FIG. 5,3DVlayer encoder 500 may include a layerpartitioner 
504 configured to receive and partition3DV view layers from 
each other for a 3DV view i within input signal 502. The 
partitioner 504 is in signal communication with an adder or 
combiner 506, with a displacement (motion/disparity) com 
pensation module 508, and with a displacement (motion/ 
disparity) estimation module 510, each of which receives a set 
of partitioned layers from partitioner 504. Another input to 
the adder 506 is one of a variety of possible reference picture 
information received through switch 512. 
0068 For example, if a mode decision module 536 in 
signal communication with the switch 512 determines that 
the encoding mode should be intra-prediction with reference 
to the same block or slice currently being encoded, then the 
adder receives its input from intra-prediction module 530. 
Alternatively, if the mode decision module 536 determines 
that the encoding mode should be displacement compensa 
tion and estimation with reference to a block or slice, of the 
same frame or 3DV view or 3DV layer currently being pro 
cessed or of another previously processed frame or 3DV view 
or 3DV layer, that is different from the block or slice currently 
being encoded, then the adder receives its input from dis 
placement compensation module 508, as shown in FIG. 5. 
Further, if the mode decision module 536 determines that the 
encoding mode should be 3DV inter-layer prediction with 
reference to a 3DV layer, of the same frame or 3DV view 
currently being processed or another previously processed 
frame or 3DV view, that is different from the layer currently 
being processed, then the adder receives its input from the 
3DV inter-layer prediction module 534, which is in signal 
communication with 3DV Reference Buffer 532. 

0069. The adder 506 provides a signal including 3DV 
layer(s) and prediction, compensation, and/or estimation 
information to the transform module 514, which is configured 
to transform its input signal and provide the transformed 
signal to quantization module 516. The quantization module 
516 is configured to perform quantization on its received 
signal and output the quantized information to an entropy 
encoder 518. The entropy encoder 518 is configured to per 
form entropy encoding on its input signal to generate bit 
stream 520. The inverse quantization module 522 is config 
ured to receive the quantized signal from quantization module 
516 and perform inverse quantization on the quantized signal. 
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In turn, the inverse transform module 524 is configured to 
receive the inverse quantized signal from module 522 and 
perform an inverse transform on its received signal. Modules 
522 and 524 recreate or reconstruct the signal output from 
adder 506. 

0070 The adder or combiner 526 adds (combines) signals 
received from the inverse transform module 524 and the 
Switch 512 and outputs the resulting signals to intra predic 
tion module 530 and deblocking filter 528. Further, the intra 
prediction module 530 performs intra-prediction, as dis 
cussed above, using its received signals. Similarly, the 
deblocking filter 528 filters the signals received from adder 
526 and provides filtered signals to 3DV reference buffer 532. 
(0071. The 3DV reference buffer 532, in turn, parses its 
received signal. The 3DV reference buffer 532 aids in inter 
layer and displacement compensation/estimation encoding, 
as discussed above, by elements 534, 508, and 510. The 3DV 
reference buffer 532 provides, for example, all or part of 
various 3DV layers. 
0072. With reference again to FIG. 6, the 3DV layer 
decoder 600 can be configured to receive bitstream 318 using 
bitstream receiver 602, which in turn is in signal communi 
cation with bitstream parser 604 and provides the bitstream to 
parser 604. The bit stream parser 604 can be configured to 
transmit a residue bitstream 605 to entropy decoder 606, 
transmit control syntax elements 607 to mode selection mod 
ule 622, transmit displacement (motion/disparity) vector 
information 609 to displacement compensation (motion/dis 
parity) module 618 and transmit coding information 611 from 
3DV layers other than the 3DV layer currently decoded to 
3DV inter-layer prediction module 620. The inverse quanti 
zation module 608 can be configured to perform inverse 
quantization on an entropy decoded signal received from the 
entropy decoder 606. In addition, the inverse transform mod 
ule 610 can be configured to perform an inverse transform on 
an inverse quantized signal received from inverse quantiza 
tion module 608 and to output the inverse transformed signal 
to adder or combiner 612. 

0073. Adder 612 can receive one of a variety of other 
signals depending on the decoding mode employed. For 
example, the mode decision module 622 can determine 
whether 3DV inter-layer prediction, displacement compen 
sation or intra prediction encoding was performed on the 
currently processed block by the encoder 500 by parsing and 
analyzing the control syntax elements 607. Depending on the 
determined mode, model selection control module 622 can 
access and control Switch 623, based on the control syntax 
elements 607, so that the adder 612 can receive signals from 
the 3DV inter-layer prediction module 620, the displacement 
compensation module 618 or the intra prediction module 614. 
0074. Here, the intra prediction module 614 can be con 
figured to, for example, perform intra prediction to decode a 
block or slice using references to the same block or slice 
currently being decoded. In turn, the displacement compen 
sation module 618 can be configured to, for example, perform 
displacement compensation to decode a block or a slice using 
references to a block or slice, of the same frame or 3DV view 
or 3DV layer currently being processed or of another previ 
ously processed frame or 3DV View or 3DV layer, that is 
different from the block or slice currently being decoded. 
Further, the 3DV inter-layer prediction module 620 can be 
configured to, for example, perform 3DV inter-layer predic 
tion to decode a block or slice using references to a 3DV layer, 
of the same frame or 3DV view currently processed or of 
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another previously processed frame or 3DV view, that is 
different from the layer currently being processed. 
0075. After receiving prediction or compensation infor 
mation signals, the adder 612 can add the prediction or com 
pensation information signals with the inverse transformed 
signal for transmission to a deblocking filer 602. The 
deblocking filter 602 can be configured to filter its input signal 
and output decoded pictures. The adder 612 can also output 
the added signal to the intra prediction module 614 for use in 
intra prediction. Further, the deblocking filter 602 can trans 
mit the filtered signal to the 3DV reference buffer 616. The 
3DV reference buffer 316 can be configured to parse its 
received signal to permit and aid in inter-layer and displace 
ment compensation decoding, as discussed above, by ele 
ments 618 and 620, to each of which the 3DV reference buffer 
616 provides parsed signals. Such parsed signals may be, for 
example, all or part of various 3DV layers. 
0076. It should be understood that systems/apparatuses 
300, 400, 500, and 600 can be configured differently and can 
include different elements as understood by those of ordinary 
skill in the art in view of the teachings disclosed herein. 
0077. With reference now to FIG. 7, FIG. 7 illustrates a 
Video transmission system/apparatus 700, to which aspects 
described herein may be applied, in accordance with an 
implementation. The video transmission system 700 may be, 
for example, a head-end or transmission system for transmit 
ting a signal using any of a variety of media, such as, for 
example, satellite, cable, telephone-line, or terrestrial broad 
cast. The transmission may be provided over the Internet or 
Some other network. 

0078. The video transmission system 700 is capable of 
generating and delivering, for example, video content and 
depth, along with other 3DV supplemental layers. This is 
achieved by generating an encoded signal(s) including 3DV 
Supplemental layer information or information capable of 
being used to synthesize the 3DV supplemental layer infor 
mation at a receiver end that may, for example, have a 
decoder. 

(0079. The video transmission system 700 includes an 
encoder 710 and a transmitter 720 capable of transmitting the 
encoded signal. The encoder 710 receives video information 
and generates an encoded signal(s) based on the video infor 
mation and/or 3DV layer information. The encoder 710 may 
be, for example, the encoder 300 described in detail above. 
The encoder 710 may include sub-modules, including for 
example an assembly unit for receiving and assembling vari 
ous pieces of information into a structured format for storage 
or transmission. The various pieces of information may 
include, for example, coded or uncoded video, coded or 
uncoded depth information, and coded or uncoded elements 
Such as, for example, motion vectors, coding mode indicators, 
and syntax elements. 
0080. The transmitter 720 may be, for example, adapted to 
transmit a program signal 750 having one or more bitstreams 
representing encoded pictures and/or information related 
thereto. Typical transmitters perform functions such as, for 
example, one or more of providing error-correction coding, 
interleaving the data in the signal, randomizing the energy in 
the signal, and modulating the signal onto one or more carri 
ers using modulator 722.The transmitter 720 may include, or 
interface with, an antenna (not shown). Further, implementa 
tions of the transmitter 720 may include, or be limited to, a 
modulator. 
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I0081 Referring to FIG. 8, FIG. 8 shows a video receiving 
system/apparatus 800 to which the aspects described herein 
may be applied, in accordance with an implementation. The 
video receiving system 800 may be configured to receive 
signals over a variety of media, such as, for example, satellite, 
cable, telephone-line, or terrestrial broadcast. The signals 
may be received over the Internet or some other network. 
0082. The video receiving system 800 may be, for 
example, a cell-phone, a computer, a set-top box, a television, 
or other device that receives encoded video and provides, for 
example, decoded video for display to a user or for storage. 
Thus, the video receiving system 800 may provide its output 
to, for example, a screen of a television, a computer monitor, 
a computer (for storage, processing, or display), or some 
other storage, processing, or display device. 
0083. The video receiving system 800 is capable of receiv 
ing and processing video content including video informa 
tion. The video receiving system 800 includes a receiver 810 
capable of receiving an encoded signal. Such as for example 
the signals described in the implementations of this applica 
tion, and a decoder 820 capable of decoding the received 
signal. 
0084. The receiver 810 may be, for example, adapted to 
receive a program signal having a plurality of bitstreams 
representing encoded pictures. Typical receivers perform 
functions such as, for example, one or more of receiving a 
modulated and encoded data signal, demodulating the data 
signal from one or more carriers using a demodulator 822, 
de-randomizing the energy in the signal, de-interleaving the 
data in the signal, and error-correction decoding the signal. 
The receiver 810 may include, or interface with, an antenna 
(not shown). Implementations of the receiver 810 may 
include, or be limited to, a demodulator. 
0085. The decoder 820 outputs video signals including 
video information and depth information. The decoder 820 
may be, for example, the decoder 400 described in detail 
above. 
I0086. The input to the system 700 is listed, in FIG. 7, as 
“input video(s)', and the output from the system 800 is listed, 
in FIG. 8, as “output video'. It should be clear that, at least in 
these implementations, these refer to 3D videos that include 
multiple layers. 
0087. With reference to FIG. 9, FIG. 9 illustrates a video 
processing device 900 to which aspects described herein may 
be applied, in accordance with an implementation. The video 
processing device 900 may be, for example, a set top box or 
other device that receives encoded video and provides, for 
example, decoded video for display to a user or for storage. 
Thus, the video processing device 900 may provide its output 
to a television, computer monitor, or a computer or other 
processing device. 
0088. The video processing device 900 includes a front 
end (FE) device 905 and a decoder 910. The front-end device 
905 may be, for example, a receiver adapted to receive a 
program signal having a plurality of bitstreams representing 
encoded pictures, and to select one or more bitstreams for 
decoding from the plurality of bitstreams. Typical receivers 
perform functions such as, for example, one or more of 
receiving a modulated and encoded data signal, demodulating 
the data signal, decoding one or more encodings (for 
example, channel coding and/or source coding) of the data 
signal, and/or error-correcting the data signal. The front-end 
device 905 may receive the program signal from, for example, 
an antenna (not shown). The front-end device 905 provides a 
received data signal to the decoder 910. 
I0089. The decoder 910 receives a data signal 920. The data 
signal 920 may include, for example, one or more Advanced 
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Video Coding (AVC), Scalable Video Coding (SVC), or 
Multi-view Video Coding (MVC) compatible streams. 
0090 AVC refers more specifically to the existing Inter 
national Organization for Standardization/International Elec 
trotechnical Commission (ISO/IEC) Moving Picture Experts 
Group-4 (MPEG-4) Part 10 Advanced Video Coding (AVC) 
standard/International Telecommunication Union, Telecom 
munication Sector (ITU-T) H.264 Recommendation (herein 
after the “H.264/MPEG-4 AVC Standard or variations 
thereof, such as the AVC standard” or simply AVC). 
(0091 MVC refers more specifically to a multi-view video 
coding (“MVC) extension (Annex H) of the AVC standard, 
referred to as H.264/MPEG-4 AVC, MVC extension (the 
“MVC extension” or simply “MVC). 
0092 SVC refers more specifically to a scalable video 
coding (“SVC) extension (Annex G) of the AVC standard, 
referred to as H.264/MPEG-4 AVC, SVC extension (the 
“SVC extension” or simply “SVC'). 
(0093. The decoder 910 decodes all or part of the received 
signal 920 and provides as output a decoded video signal 930. 
The decoded video 930 is provided to a selector 950. The 
device 900 also includes a user interface 960 that receives a 
user input 970. The user interface 960 provides a picture 
selection signal 980, based on the user input 970, to the 
selector 950. The picture selection signal 980 and the user 
input 970 indicate which of multiple pictures, sequences, 
scalable versions, views, or other selections of the available 
decoded data a user desires to have displayed. The selector 
950 provides the selected picture(s) as an output 990. The 
selector 950 uses the picture selection information 980 to 
select which of the pictures in the decoded video 930 to 
provide as the output 990. 
0094. In various implementations, the selector 950 
includes the user interface 960, and in other implementations 
no user interface 960 is needed because the Selector 950 
receives the user input 970 directly without a separate inter 
face function being performed. The selector 950 may be 
implemented in Software or as an integrated circuit, for 
example. In one implementation, the selector 950 is incorpo 
rated with the decoder 910, and in another implementation, 
the decoder 910, the selector 950, and the user interface 960 
are all integrated. 
(0095. In one application, front-end 905 receives a broad 
cast of various television shows and selects one for process 
ing. The selection of one show is based on user input of a 
desired channel to watch. Although the user input to front-end 
device 905 is not shown in FIG. 9, front-end device 905 
receives the user input 970. The front-end 905 receives the 
broadcast and processes the desired show by demodulating 
the relevant part of the broadcast spectrum, and decoding any 
outer encoding of the demodulated show. The front-end 905 
provides the decoded show to the decoder 910. The decoder 
910 is an integrated unit that includes devices 960 and 950. 
The decoder 910 thus receives the user input, which is a 
user-supplied indication of a desired view to watch in the 
show. The decoder 910 decodes the selected view, as well as 
any required reference pictures from other views, and pro 
vides the decoded view 990 for display on a television (not 
shown). 
0096 Continuing the above application, the user may 
desire to switch the view that is displayed and may then 
provide a new input to the decoder 910. After receiving a 
“view change' from the user, the decoder 910 decodes both 
the old view and the new view, as well as any views that are in 
between the old view and the new view. That is, the decoder 
910 decodes any views that are taken from cameras that are 
physically located in between the camera taking the old view 
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and the camera taking the new view. The front-end device 905 
also receives the information identifying the old view, the new 
view, and the views in between. Such information may be 
provided, for example, by a controller (not shown in FIG.9) 
having information about the locations of the views, or the 
decoder 910. Other implementations may use a front-end 
device that has a controller integrated with the front-end 
device. 
0097. The decoder 910 provides all of these decoded 
views as output 990. A post-processor (not shown in FIG.9) 
interpolates between the views to provide a smooth transition 
from the old view to the new view, and displays this transition 
to the user. After transitioning to the new view, the post 
processor informs (through one or more communication links 
not shown) the decoder 910 and the front-end device 905 that 
only the new view is needed. Thereafter, the decoder 910 only 
provides as output 990 the new view. 
0098. The system/apparatus 900 may be used to receive 
multiple views of a sequence of images, and to present a 
single view for display, and to switch between the various 
views in a Smooth manner. The Smooth manner may involve 
interpolating between views to move to another view. Addi 
tionally, the system 900 may allow a user to rotate an objector 
scene, or otherwise to see a three-dimensional representation 
ofan objector a scene. The rotation of the object, for example, 
may correspond to moving from view to view, and interpo 
lating between the views to obtain a smooth transition 
between the views or simply to obtain a three-dimensional 
representation. That is, the user may “select an interpolated 
view as the “view” that is to be displayed. 
0099. It should be clear that the video transmission system 
700, the video receiving system 800, and the video processing 
device 900, may all be adapted for use with the various 
implementations described in this application. For example, 
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systems 700, 800, and 900, may be adapted to operate with 
data in one of the 3DV formats discussed, as well as with the 
associated signaling information. 

Embodiment 1 

3DV Prefix NAL Unit 

0100. In this embodiment, a new NAL unit type is intro 
duced and referred to as a "3DV prefix NAL unit,” denoted as 
“16, which can precede Video Coding Layer (VCL) NAL 
units or MVC prefix NAL units (with nal unit type denoted 
as 14) for aparticular3DV view or 3DV layer. The VCL NAL 
units and MVC prefix units are described in detail in Gary 
Sullivan, et. al., “Editors draft revision to ITU-T Rec. 
H.264|ISO/IEC 14496-10 Advanced Video Coding, JVT 
AD007, January-February 2009, Geneva CH (hereinafter 
AVC Draft), incorporated herein by reference, which relates 
to proposed AVC standards. The meaning of many terms and 
abbreviations that are used but not explicitly defined herein 
can be found in the AVC draft and are understandable by those 
ofordinary skill in the relevant technical field. The use of “16” 
to denote the 3DV prefix NAL unit is arbitrary and can be 
chosen to be any reserved NAL unit type in the AVC draft. 
0101 Table 2 provided below is a modified version of 
Table 7-1 in the AVC draft for nal unit type codes and 
defines the 3DV prefix NAL unit 16. Table 7-1 in the AVC 
draft is reproduced below as Table 3. It should be noted that 
Table 2 also includes modifications for Embodiment 3, dis 
cussed in more detail below. The 3DV prefix NAL unit 16 
permits MVC compatible decoders to decode all transmitted 
3DV layers, including the 3DV supplemental layers, and also 
permits synchronization of 3DV views and layers at a coding 
level. Rows 2-5 (NAL unit types 16-23) of Table 2 reflect 
Syntax changes to Table 3. 

TABLE 2 

NAL unit type codes, syntax element categories, and NAL unit type classes 

nal unit type Content of NAL unit and RBSP syntax structure C 

Annex G. 
and 

Annex A. Annex H 
NAL unit NAL unit 
type class type class 

O... 15 As defined in Table 7-1 in AVC draft 
16 3DV prefix NAL unit non-VCL non-VCL 

17... 20 Reserved 
21 Coded 3DV slice extension 2, 3, 4 non-VCL VCL 

3dv slice layer extension rbSp() 
22... 23 Reserved non-VCL non-VCL 
24... 31. As defined in Table 7-1 in AVC draft non-VCL non-VCL 

TABLE 3 

NAL unit type codes. Syntax element categories, and NAL unit type classes 

Annex A 
NAL 
unit Annex G and 

Content of NAL unit and RBSP type Annex HNAL 
nal unit type syntax structure C class unit type class 

O Unspecified non-VCL non-VCL 
1 Coded slice of a non-IDR picture 2, 3, 4 VCL VCL. 

slice layer without partitioning rbSp() 
2 Coded slice data partition A 2 VCL. not applicable 

slice data partition a layer rbSp() 
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TABLE 3-continued 
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NAL unit type codes. Syntax element categories, and NAL unit type classes 

Annex A 
NAL 
unit 

Content of NAL unit and RBSP type 
nal unit type syntax structure C class 

3 Coded slice data partition B 3 VCL. 
slice data partition b layer rbSp() 

4 Coded slice data partition C 4 VCL 
slice data partition c layer rbSp() 

5 Coded slice of an IDR picture 2, 3 VCL 
slice layer without partitioning rbSp() 

6 Supplemental enhancement 5 non-VCL 
information (SEI) 
sei rbSp() 

7 Sequence parameter set O non-VCL 
Seq parameter set rbSp() 

8 Picture parameter set 1 non-VCL 
pic parameter set rbSp() 

9 Access unit delimiter 6 non-VCL 
access unit delimiter rbSp() 

10 End of sequence 7 non-VCL 
end of Seq rbSp() 

11 End of stream 8 non-VCL 
end of stream rbSp() 

12 Filler data 9 non-VCL 
filler data rbSp() 

13 Sequence parameter set extension 10 non-VCL 
Seq parameter set extension rbSp() 

14 Prefix NAL unit 2 non-VCL 
prefix nal unit rbSp() 

15 Subset sequence parameter set O non-VCL 
Subset Seq parameter set rbsp() 

16... 18 Reserved non-VCL 
19 Coded slice of an auxiliary coded 2, 3, 4 non-VCL 

picture without partitioning 
slice layer without partitioning rbSp() 

2O Coded slice extension 2, 3, 4 non-VCL 
slice layer extension rbSp() 

21...23 Reserved non-VCL 
24... 31 Unspecified non-VCL 

0102. A more detailed description of the proposed 3DV 
prefix NAL unit is shown in Table 4 below. 

TABLE 4 

3DV prefix NAL unit 

3dv prefix nal unit() { C Descriptor 

3dv view id All u(7) 
3dv layer id All u(3) 
reserved bits All u(6) 

As illustrated in Table 4, the 3DV prefix NAL unit may 
include a 3dv view id and a 3dv layer id. The 3dv view id 
specifies a 3DV view ID number of the frame associated with 
a 3DV view. In addition, the 3dv layer id specifies the 3DV 
layer ID number of the associated frame. The reserved bits 
permits the NAL unit to be byte aligned. It should be under 
stood that the numbers of bits used for each syntax element 
and their coding method are provided only as an example. It 
should also be noted that the header of NAL unit 16 can 
include a standard first byte, as in the first three elements of 
Table 9 below. In this embodiment, the NAL unit 16 can 
include a header and an extended header and need not include 

Annex G and 
Annex HNAL 
unit type class 

not applicable 

not applicable 

VCL. 

non-VCL 

non-VCL 

non-VCL 

non-VCL 

non-VCL 

non-VCL 

non-VCL 

non-VCL 

suffix dependent 

non-VCL 

non-VCL 
non-VCL 

VCL. 

non-VCL 
non-VCL 

a payload. A NAL unit 16 can be transmitted, for example, 
prior to every 3DV layer frame or prior to every slice of a 3DV 
layer frame. 
(0103) To better illustrate how the 3DV prefix NAL unit 
may be employed, reference is made to FIG. 10, which shows 
an example of 3DV content comprising a structure 1000 of 
3DV views 1002, 1004, and 1006. Here views 1002, 1004, 
and 1006 provide different perspectives of the same scene or 
object. In this example, each 3DV view is further composed 
of two layers: 2D view 1010 plus its depth 1008. The arrows 
in FIG. 10 show the coding dependency between the different 
views and layers. For example, the B view 1004, a bi-direc 
tionally predicted view, for coding purposes, depends on and 
references the Base view 1002 and the P view 1006, a predic 
tive view. Similarly, the P view 1006 depends on and refer 
ences the base view 1002. Here, the depth layer 1008 of each 
3DV view references the 2D view layer 1010 of the corre 
sponding 3DV view. It should be noted that the 3DV views 
and dependencies could be extended to 3DV content having 
additional 3DV Supplemental layers, such as those in accor 
dance with MVD, LDV, DES formats, by persons of ordinary 
skill in the art in view of the teachings provided herein. It 
should also be noted that the dependencies provided in FIG. 
10 are only examples and that the use of 3DV prefix NAL unit 
permits a variety of other dependencies. 
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0104. A NAL unit stream for the 3DV content in FIG. 10 
in accordance with this embodiment is illustrated in FIG. 11. 
In particular, FIG.11 provides a stream of NAL units 1100 for 
different times, TO 1102 and T11110, for a video presenta 
tion. Here, view 1104 and view 1112 (3DV View 0) corre 
spond to base view 1002 at times T0 and T1, respectively, in 
that they are associated with the same perspective or view 
point as base view 1002. Similarly, view 1106 and view 1114 
(3DV view 2) correspond to P view 1006 at times T0 and T1, 
respectively, while view 1108 and view 1116 (3DV view 1) 
correspond to B view 1004 at times T0 and T1, respectively. 
0105. As shown in FIG. 11, each3DV view is composed of 
a 2D view layer and a depth layer. However, it should be 
understood that additional Supplemental layers can be 
employed in other embodiments. Here, view 1104 is com 
posed of a 2D view layer 1118 and a depth layer 1120. The 2D 
view layer 1118 is itself composed of NAL units 16 (1126), 14 
(1128), and 5 (1130), while the depth layer 1120 is composed 
of a NAL unit 16 and NAL unit 20 (1132). In turn, 2D view 
layer 1122 and depth layer 1124 of view 1106 are themselves 
composed of a NAL unit 16 and a NAL unit 20, as shown in 
FIG. 11. View 1112 is composed of both a depth layer, includ 
ing NAL units 16 and 20, and a 2D view layer 1136, including 
NAL units 16, 14 and 1 (1134). 
0106. The arrows of FIG. 11 indicate the transmission 
order of NAL units. For example, NAL unit 16 (1126) is 
transmitted before NAL unit 14 (1128), which is itself trans 
mitted before NAL unit 5 (1130), etc. NAL unit 16 is defined 
in Tables 2 and 4 while the other NAL units illustrated in FIG. 
11 are defined in Table 3. For example, NAL unit 5 includes 
Video data of a coded slice of an instantaneous decoding 
refresh (IDR) picture that is composed of only intra slices or 
SI slices, as defined in the AVC draft. Generally, the IDR 
picture is coded using intra prediction only or using intra 
prediction only and quantization of prediction samples. Fur 
ther, NAL unit 1 includes video data of a coded slice of a 
non-IDR picture, such as a bi-directionally (B) coded picture 
or a predictively (P) coded picture, which in turn can refer 
ence other pictures, 3DV layers or 3DV views. In turn, NAL 
unit 20 is a coded slice extension that can reference another 
layer, as indicated, for example, in FIG. 10, or another 3DV 
view. It should also be noted that NAL units 1,5 and 20 shown 
in FIG. 11 are representative of many such units and have 
been truncated for ease of presentation. For example, after 
prefix units 16 and 14 have been transmitted for 2D view 
1118, several NAL units 5 (1130) can be transmitted until all 
slices of the corresponding frame have been sent. Similarly, 
after a prefix NAL unit 16 has been transmitted for a depth 
view, a plurality of NAL units 20 composing the depth layer 
frame can be transmitted. NAL unit 1 in FIG. 11 is similarly 
a truncated representation of the slices corresponding to the 
frame of the 2D view layer 1136. 
0107 Each NAL unit 14 is a prefix NAL unit, as described 
above, indicating an MVC view ID for its corresponding 
layer. For example, NAL unit 14 includes an MVC view ID 
for its corresponding 2D view layer 1118. Similarly, NAL 
unit 20 also includes an MVC view ID for its corresponding 
3DV layer. In this embodiment, every 3DV layer is coded as 
a separate MVC view and thus is allocated a unique MVC 
view id during its coding. The encoder, such as encoder 300 
discussed above, can use the MVC view id to indicate the 
dependency between layers and/or frames in a sequence 
parameter set (SPS), as discussed further herein below with 
respect to embodiments 5-7, and can specify the correspond 
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ing 3dv view id and 3dv layer id in the prefix NAL unit 16 
such that the decoder, such as decoder 400, can interpret and 
decode a frame in the correct manner using the 3DV prefix 
NAL unit. 
0108. As an example, the MVC view idofeach3DVlayer 
can be set as in Table 5. Thus, in the architecture of embodi 
ment 1, any NAL unit with MVC view id equal to 4 shall be 
preceded by a prefix NAL unit 16 with 3dv view id set as 2 
and 3dv layer id set as 0. The actual values allocated here are 
arbitrary and can be varied as long as the different 3DV views, 
each corresponding to a different perspective or view point, 
are uniquely identified and their corresponding 3DV layers 
are adequately identified and conveyed. It should also be 
noted that the values in Table 5 are consistent across different 
times. For example, views 1104 and 1112 share the same 
MVC view, 3DV view and 3DV layer IDs. 

TABLE 5 

Example of MVC view id in Embodiment 1 

MVC view id 3dv view id 3dv layer id Description 

O 2D video 
1 Depth 
O 2D video 
1 Depth 
O 2D video 
1 Depth 

0109. It should be understood that the bitstream defined in 
embodiment 1 is MVC compatible and every 3DV view and 
all of its layers can be decoded by a conventional MVC 
decoder. Thus, the 3DV prefix NAL unit 16 permits MVC 
compatible decoders to decode all transmitted 3DV layers, 
including the 3DV supplemental layers. However, although 
conventional MVC decoder would not be aware of how to 
organize the decoded data into a 3DV format, use of the NAL 
unit 16 permits synchronization of 3DV views and layers at a 
coding level by embodiments. For example, 3DV reference 
buffer 316 of encoder 300 illustrated in FIG. 3 can include 
appropriate 3DV prefix units, in accordance with the above 
disclosed teaching, in bitstream 318, while 3DV reference 
buffer 414 of decoder 400 of FIG. 4 can interpret the NAL 
units in bitstream 318 and construct and format3DV content 
using the NAL units accordingly, so that they conform to the 
structures discussed with respect to FIGS. 10 and 11 above. 
0110. It should be noted that the MVC backward compat 
ibility is achieved in that every 2D view layer of a 3DV view 
can be decoded and formatted by a conventional MVC 
decoder in accordance with MVC. However, because the 
depth layers and other 3DV supplemental layers would 
include their own unique MVC view ID, the 3DV supplemen 
tal layers would be interpreted by an MVC decoder as a 
separate MVC view. Thus, if 3DV supplemental layers were 
formatted and displayed in accordance with MVC, the dis 
played image would ordinarily not have a three-dimensional 
effect. As such, a user can search through and attempt to 
display MVC views until a viewable 3D image is presented. 
Here, a viewable 3D view would be presented whenever two 
2D view layers are selected/displayed and presented to each 
eye of a user. 
0111. Additionally, a user may also be able to view 3D 
images if the user's display is configured to accept the 3DV 
Supplemental layers as transmitted using, for example, 
Embodiment 1, and produce 3D images. For example, a 
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user's display may accept LDV formatted input and produce 
3D images from that input. In Such a case, a user may, for 
example, select a mode on the user's display to indicate that 
the input is in LDV format. 

Embodiment 2 

Reusing MVC view id under 3DV 

0112. In accordance with an embodiment 2, as an alterna 
tive implementation of embodiment 1, novel encoding and 
decoding processes on the NAL unit header are proposed. 
Here, the details provided above with regard to embodiment 
1 apply to embodiment 2, except that a specific numbering 
method involving the MVC view id is employed so that use 
of the 3DV prefix NAL unit 16 is avoided. For example, as the 
MVC view id is defined to have 10 bits, the 3 least significant 
bits of the MVC view id can indicate the 3dv layer id and 
the 7 most significant bits of the MVC view id can indicate 
the 3dv view id. Consequently, the MVC view id in Table 5 
can be set as in Table 6 below. Thus, the 3DV content provided 
in FIG. 11 would be the same for embodiment 2 except that 
the NAL unit 16 would not be present in embodiment 2 and 
the decoder can store and use Table 6 to determine 3DV view 
IDs and 3DV layer IDs from extracted MVC view IDs in the 
bitstreams by cross-referencing the extracted MVC view IDs 
to 3DV view IDs and 3DV layer IDs. Accordingly, the NAL 
prefix unit 14 and/or the NAL unit 20 can be configured in 
accordance with a numbering method involving the MVC 
view ID. Here, as discussed above, the MVC view ID can be 
employed to convey the 3DV view ID and the 3DV layer ID 
to permit synchronization and formatting of 3DV content at 
the coding level. 

TABLE 6 

Example of MVC view id in Embodiment 2 

MVC view id 3dv view id 3dv layer id Description 

O O O 2D video 
1 O 1 Depth 
8 1 O 2D video 
9 1 1 Depth 
16 2 O 2D video 
17 2 1 Depth 

Embodiment 3 

3DV NAL Unit Extension 

0113. In embodiments 1 and 2, certain MVC coding tech 
niques were used to code all the 3DV layers and, as such, all 
the 3DV layers were decodable by a conventional MVC 
decoder. However, a conventional MVC decoder implement 
ing the current MVC standard does not compose each of the 
various 3DV layers into a 3DV format, as discussed above. In 
Embodiment 3, a coding framework is proposed that permits 
the introduction of additional coding techniques, that are not 
part of the current MVC standard, and that are applicable to 
certain 3DV views and/or certain 3DV layers. 
0114. To achieve this goal, a novel new NAL unit type, 
referred to herein as “21 as shown in Table 2 above, can be 
employed. Similar to NAL unit 16, the reference number 
chosen for the novel NAL unit of embodiment 3 can be any 
number reserved by the AVC draft in Table 3. Here, any 3DV 
view and/or 3DV layer that need not be decoded by an MVC 
decoder can use NAL unit type 21 to decode 3DV content. 
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Further, all the 2D view layers that can be decoded and 
properly interpreted by an MVC decoder can be coded in 
conventional NAL unit types, such as 1, 5, and 20, as dis 
cussed above, and they are referred as MVC compatible 2D 
views. MVC compatible 2D views can be preceded by a 3DV 
prefix NAL unit, such as NAL unit 16, as described with 
respect to Embodiment 1; or an MVC view id numbering 
method can be specified so as to avoid the 3DV prefix NAL 
unit, as described with respect to Embodiment 2. 
0115 Similar to the AVC draft MVC NAL unit header 
extension, provided below in Table 7, a novel 3DV NAL unit 
header extension is proposed and provided in Table 8 below. 

TABLE 7 

NAL unit header MVC extension 

nal unit header mvc extension() { C Descriptor 

non idr flag All u(1) 
priority id All u(6) 
view id All u(10) 
temporal id All u(3) 
anchor pic flag All u(1) 
inter view flag All u(1) 
reserved one bit All u(1) 

TABLE 8 

NAL unit header 3DV extension 

nal unit header 3dv extension() { C Descriptor 

non idr flag All u(1) 
priority id All u(6) 
3dv view id All u(7) 
3dv layer id All u(3) 
temporal id All u(3) 
anchor pic flag All u(1) 
inter view flag All u(1) 
reserved one bit All u(1) 

As shown in Tables 7 and 8, the 3DV NAL unit header 
extension can include the same syntax elements as the MVC 
NAL unit header extension, except that the syntax element of 
view id MVCNAL unit header extension is replaced by two 
syntax elements, 3dv view id and 3dv layer id, in the 3DV 
NAL unit header extension. Here, in embodiment 3, 3dv 
view id specifies a 3DV view ID number of the associated 
frame. The same 3dv view id is shared among 3DV view 
layers from the same view position. In turn, 3dv layer id 
specifies the 3DV layer ID number of the associated frame. 
The call for nal unit header 3dv extension() is shown in 
Table 9 below. 

TABLE 9 

NAL unit Syntax 

nal unit(NumBytes.InNALunit) { C Descriptor 

forbidden zero bit All f(1) 
nal ref idc All u(2) 
nal unit type All u(5) 
NumBytes.InRBSP = 0 
nal UnitHeaderBytes = 1 
If nal unit type = = 14 || nal unit type = = 20) { 
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TABLE 9-continued 

NAL unit Syntax 

nal unit(NumBytes.InNALunit) { C Descriptor 

Svc extension flag All u(1) 
if Svc extension flag) 

nal unit header Svc extension() 
Else 

nal unit header mvc extension() 
nal UnitHeaderBytes += 3 

All 

All 

If(nal unit type = = 21) { 
nal unit header 3dv extension() 
nal UnitHeaderBytes += 3 

for(I = nal UnitHeaderBytes; 
i < NumBytes.InNALunit; i++) { 

if i + 2 < NumBytes.InNALunit &&. 
next bits(24) = = 0x000003) { 

rbsp byte NumBytes.InRBSP++ 
rbsp byte NumBytes.InRBSP++ 
i += 2 
emula 
equal 
else 
rbsp byte NumBytes.InRBSP++ 

All 
All 

b(8) 
b(8) 

All ion prevention three byte f* f(8) 

All b(8) 

Here, the If(nal unit type=21) {...} statement has been 
added to the NAL unit syntax described in the AVC draft. 
0116. An example of a NAL unit stream 1200 in accor 
dance with embodiment 3 is provided in FIG. 12, where the 
new NAL unit type 21 is employed. Here, use of a 3DV prefix 
NAL unit type is avoided, as the view id numbering is speci 
fied in the NAL unit header parsing process. NAL unit stream 
1200 is an illustration of the application of embodiment 3 to 
the 3DV content example provided in FIG. 10. As discussed 
above, different variations of dependencies between 3DV 
views and 3DV layers and of the 3DV layers used can be 
different in accordance with various implementations. 
0117 Similar to stream 1100, stream 1200 can include 
different sets of views for different times, with views 1204, 
1206 and 1208 corresponding to T0 (1202) and views 1212, 
1214 and 1216 corresponding to time T1 (1210). View 1204 
and view 1212 (3DVView 0) correspond to base view 1002 at 
times T0 and T1, respectively, in that they are associated with 
the same perspective or viewpoint as base view 1002. Simi 
larly, view 1206 and view 1214 (3DV view 2) correspond to 
P view 1006 at times T0 and T1, respectively, while view 
1208 and view 1216 (3DV view 1) correspond to B view 1004 
at times T0 and T1, respectively. Each3DV view is composed 
of a 2D view layer and a depth layer. As for stream 1100, it 
should be understood that additional Supplemental layers can 
be employed in other embodiments. View 1204 is composed 
of a 2D view layer 1218 and a depth layer 1220. In turn, the 
2D view layer 1218 is composed of NAL units 14 (1226) and 
5 (1230), while the depth layer 1220 is composed of NAL 
units 21 (1230). Further, view 1206 is composed of 2D view 
1222, which includes NAL units 20, and a depth view 1224 
composed of NAL units 21. In addition, 2D view 1236 of 
view 1212 is composed of NAL units 14 and 1. 
0118 NAL units 1, 5, 14 and 20 have been described 
above with respect to FIG. 11. NAL unit 21 employs a 3DV 
NAL unit header extension of Table 8 as opposed to an MVC 
NAL unit header extension of Table 7 used by NAL units 14 
and 20. Use of the novel 3DV NAL unit header extension 
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enables synchronization of 3DV layers into a 3DV content 
format at the coding level while permitting the application of 
new coding methods. Different from NAL unit 16, the NAL 
unit 21 can include a payload of corresponding video data. 
More generally, the payload can include picture data, which 
generally refers to data for a corresponding encoded picture. 
The picture data may be from any layer, Such as, for example, 
2D video, depth, occlusion video, occlusion depth, or trans 
parency. 
0119. It should also be noted that similar to FIG. 11, the 
arrows of FIG. 12 indicate the transmission order of NAL 
units. Moreover, NAL units 1, 5, 20, and 21 in FIG. 12 are 
truncated in the same way in which NAL units 1, 5 and 20 of 
FIG. 11 are truncated. Further, embodiment 3 is MVC com 
patible in that 2D view layers can be decoded by a conven 
tional decoder and combined in accordance with MVC to 
permit the generation and display of 3D content. 
I0120 Turning now to FIGS. 13 and 14, methods 1300 and 
1400 for decoding and encoding, respectively, a 3DV content 
stream in accordance with embodiment 3 are illustrated. It 
should be understood that method 1300 can be performed by 
and implemented in decoder 400 of FIG. 4, while method 
1400 can be performed by and implemented in encoder 300 of 
FIG. 3. Both methods 1300 and 1400 employ the syntax 
provided above in Table 9. 
I0121 Method 1300 can begin at step 1302 in which the 
decoder 400 can read the nal ref idc, described above in 
Table 9 and also in the AVC draft, of a received NAL unit. 
0122. At step 1304, the decoder 400 can read the NAL unit 
type. 
(0123. At step 1306, the decoder 400 can determine 
whether the NAL unit type is 14. If the NAL unit type is 14, 
then the decoder 400 can proceed to step 1308 and parse the 
remaining portion of the currently processed NAL unit to 
obtain the MVC view ID. In this particular implementation of 
embodiment 3, the 3DV view ID and the 3DV layer ID is 
indicated by the MVC view ID, for example, as described 
above with respect to Embodiment 2. 
0.124 Thus, at step 1310, the decoder 400 can obtain the 
3DV view ID and the 3DV layer ID from the MVC view ID, 
as discussed above, for example, with respect to embodiment 
2. 
0.125. At step 1312, the decoder 400 can read and parse the 
next NAL unit received. The next NAL unit should be either 
of type 1 or of type 15. Thus, if the decoder determines that the 
next NAL unit is not of type 1 or of type 15, then an error has 
occurred. 
I0126. At step 1314, the decoder 400 can decode the cur 
rent slice data of the currently processed NAL unit. 
I0127. At step 1316, the decoder 400 can determine 
whether the processed NAL unit corresponds to the end of the 
current frame. If the processed NAL unit does not correspond 
to the end of the current frame, then steps 1312-1316 may be 
repeated by the decoder 400. 
0128. After the end of the current frame is reached, then 
the method may proceed to step 1318, in which the decoder 
400 may send the decoded frame with its 3DV view ID and its 
3DV layer ID to its output buffer, such as, for example, 3DV 
Reference/Output Buffer 414, which in turn, may configure 
the frame in a 3DV format for display, as discussed above. 
I0129. At step 1320, the decoder 400 may determine 
whether the end of the bitstream or sequence has been 
reached. If the end of the bitstream or sequence has not been 
reached, then the method may proceed to step 1302 and the 
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decoder 400 may repeat method 1300. If the end of the bit 
stream or sequence is reached, then method 1300 may end. 
0130 Returning to step 1306, if decoder 400 determines 
that the NAL unit type of the currently processed NAL unit is 
not of type 14, then the method may proceed to step 1322, in 
which the decoder 400 may determine whether the NAL unit 
type of the currently process NAL unit is 20. If the currently 
processed NAL unit is of type 20, then the method may 
proceed to step 1324, in which decoder 400 can parse the 
remaining portion of the currently processed NAL unit to 
obtain the MVC view ID. In this particular implementation of 
embodiment 3, the 3DV view ID and the 3DV layer ID is 
indicated by the MVC view ID, for example, as described 
above with respect to embodiment 2. 
0131. Accordingly, at step 1326, the decoder 400 can 
obtain the 3DV view ID and the 3DVlayer ID from the MVC 
view ID, as discussed above, for example, with respect to 
embodiment 2. 
(0132) At step 1328, the decoder 400 can decode the cur 
rent slice data of the currently processed NAL unit. 
0133. At step 1330, the decoder 400 can determine 
whether the processed NAL unit corresponds to the end of the 
current frame. If the processed NAL unit does not correspond 
to the end of the current frame, then the method may proceed 
to step 1332, in which the decoder 400 can read and parse the 
next NAL unit received. The next NAL unit should be of type 
20. Thus, if the decoder determines that the next NAL unit is 
not of type 20, then an error has occurred. Thereafter, steps 
1326-1330 may be repeated by the decoder 400. 
0134) If, at step 1330, the decoder 400 determines that the 
end of the current frame is reached, then the method may 
proceed to step 1318, in which the decoder 400 may send the 
decoded frame with its 3DV view ID and its 3DV layer ID to 
its output buffer, as discussed above. Thereafter, the method 
may proceed to step 1320 and may be repeated or terminated, 
as discussed above. 
0135 Returning to step 1322, if the decoder 400 deter 
mines that the currently processed NAL unit is not of type 20, 
then the method may proceed to step 1334, in which the 
decoder determines whether the NAL unit currently pro 
cessed is of type 21. If the NAL unit currently processed is of 
type 21, then the method may proceed to step 1336 in which 
the decoder 400 may parse the remaining portion of the cur 
rently processed NAL unit and obtain the 3DV view ID and 
the 3DV layer ID provided by the 3DV NAL unit header 
extension. 

0136. At step 1338, the decoder 400 can decode the cur 
rent slice data of the currently processed NAL unit. 
0137. At step 1340, the decoder 400 can determine 
whether the processed NAL unit corresponds to the end of the 
current frame. If the processed NAL unit does not correspond 
to the end of the current frame, then the method may proceed 
to step 1342, in which the decoder 400 can read and parse the 
next NAL unit received. The next NAL unit should be of type 
21. Thus, if the decoder determines that the next NAL unit is 
not of type 21, then an error has occurred. Thereafter, steps 
1338-1340 may be repeated by the decoder 400. 
0138 If, at step 1340, the decoder 400 determines that the 
end of the current frame is reached, then the method may 
proceed to step 1318, in which the decoder 400 may send the 
decoded frame with its 3DV view ID and its 3DV layer ID to 
its output buffer, as discussed above. Thereafter, the method 
may proceed to step 1320 and may be repeated or terminated, 
as discussed above. 
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I0139 Returning to step 1334, if the decoder 400, at step 
1334, determines that the currently processed NAL unit is not 
of type 21, then the method may proceed to step 1344 in 
which the remaining portion of the currently processed NAL 
unit is parsed, which may be intended for the sequence 
parameter set (SPS), the picture parameter set (PPS) or for 
other purposes. Thereafter, the method may proceed to step 
1320 and may be repeated or terminated, as discussed above. 
0140. Referring again to FIG. 14, method 1400 for encod 
ing a 3DV content stream in accordance with embodiment 3 
may begin at step 1402, in which the encoder 300 may read its 
configuration profile. 
(0.141. At step 1404, the encoder 300 may write SPS and/or 
PPSNAL units. 
0142. At step 1406, the encoder 300 may read the next 
frame to encode. 
0143. At step 1408, the encoder 300 may determine 
whether the currently processed frame is to be an AVC com 
patible view. If the currently processed frame is to be an AVC 
compatible view, then the method may proceed to step 1410, 
in which the encoder 300 can encode the next slice of the 
current frame. 
0144. At step 1412, if the currently processed slice of the 
current frame is the first slice of the current frame, as deter 
mined by encoder 300, then the encoder 300 may write an 
MVC prefix NAL unit with a NAL unit type of for example, 
14. 
0145 At step 1414, the encoder 300 can encapsulate the 
current slice into a NAL unit, such as for example, a NAL unit 
of type 1 or 5. 
0146. At step 1416, the encoder 300 can write the NAL 
unit in which the current slice is encapsulated at step 1414. 
0147 At step 1418, the encoder 300 can determine 
whether it has reached the end of the current frame. If the 
encoder has not reached the end of the current frame, then the 
method may proceed to step 1410 and the encoder 300 may 
repeat steps 1410-1418. If the encoder has reached the end of 
the current frame, then the method may proceed to step 1420, 
in which the encoder 300 can determine whether all the 
frames have been processed for a sequence orbitstream. If all 
of the frames have been processed, then the method may end. 
Otherwise, the method may proceed to step 1406 and the 
encoder may repeat steps 1406 and 1408. 
0148 Returning to step 1408, introduced above, if the 
encoder 300 determines that the currently processed frame 
need not be an AVC compatible view, then the method may 
proceed to step 1422 in which the encoder 300 may determine 
whether the currently processed frame is to be an MVC com 
patible view. If the currently processed frame is to be an MVC 
compatible view, then the method may proceed to step 1424 
in which the encoder 300 may encode the next slice of the 
currently processed frame. 
0149. At step 1426, the encoder may encapsulate the cur 
rent slice into a NAL unit with a NAL unit type of, for 
example, 20. 
0150. At step 1428, the encoder 300 can write the NAL 
unit in which the current slice is encapsulated at step 1426. 
0151. At step 1430, the encoder 300 can determine 
whether it has reached the end of the current frame. If the 
encoder has not reached the end of the current frame, then the 
method may proceed to step 1424 and the encoder 300 may 
repeat steps 1424-1430. If the encoder has reached the end of 
the current frame, then the method may proceed to step 1420, 
in which the encoder 300 can determine whether all the 
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frames have been processed for a sequence orbitstream. If all 
of the frames have been processed, then the method may end. 
Otherwise, the method may proceed to step 1406 and the 
encoder may repeat steps 1406 and 1408. 
0152 Returning to step 1422, if the encoder 300 deter 
mines that the currently processed frame need not bean MVC 
compatible view, then the method may proceed to step 1432, 
in which encoder 300 may encode the next slice of the current 
frame. 
0153. At step 1434, the encoder may encapsulate the cur 
rent slice into a NAL unit with a NAL unit type of, for 
example, 21. 
0154) At step 1436, the encoder 300 can write the NAL 
unit in which the current slice is encapsulated at step 1434. 
0155. At step 1440, the encoder 300 can determine 
whether it has reached the end of the current frame. If the 
encoder has not reached the end of the current frame, then the 
method may proceed to step 1432 and the encoder 300 may 
repeat steps 1432-1440. If the encoder has reached the end of 
the current frame, then the method may proceed to step 1420, 
in which the encoder 300 can determine whether all the 
frames have been processed for a sequence orbitstream. If all 
of the frames have been processed, then the method may end. 
Otherwise, the method may proceed to step 1406 and the 
encoder may repeat steps 1406 and 1408. 
0156. It should be understood that the encoding steps 
1410, 1424 and 1432 and decoding steps 1314, 1328 and 1338 
can be performed in accordance with a variety of different 
coding methods and standards that permit conformance with 
the structures and features of embodiments discussed above 
with respect to, for example, FIGS. 10 and 12. 
O157 Moreover, with the introduction of new NAL unit 
type 21 for 3DV layers, special coding techniques can be 
defined for different 3DV layers which utilize their different 
characteristics. For example, the decoding of a 2D view may 
depend on the decoding of its depth map when the depth map 
is used to find a prediction block in a reference picture. 
Further, other Such dependencies can be employed, as dis 
cussed above. 
0158. It should also be noted that with the novel NAL unit 
type 21, a 3DV view/layer can be coded with 3dv slice 
layer extension rbSp() as in Table 10, where 3dv slice 
header() and 3dv slice data () may include a modified slice 
header() and slice data(). 

TABLE 10 

3DV slice layer 

3dv slice layer extension rbSp() { C Descriptor 

3dv slice header() 2 
3dv slice data.() 234 
rbsp slice trailing bits() 2 

0159. It should also be understood that, although embodi 
ments 1-3 have been described separately, one or more of the 
embodiments can be combined in a variety of ways, as under 
stood by those of ordinary skill in the relevant technical art in 
view of the teachings provided herein. For example, different 
slices of the same frame can be encoded in different ways. For 
example, certain slices of a frame can be encoded in an MVC 
compatible way according to embodiments 1 and/or 2, while 
other slices can be encoded using a non-MVC encoding mode 
in accordance with embodiment 3. In addition, MVC accord 
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ing to embodiments 1 and/or 2 can be employed for encoding 
certain layers of a 3DV view, such as, for example, a 2D view, 
while non-MVC modes according to embodiment 3 may be 
applied to encode other layers of the 3DV view, such as, for 
example, an occlusion view. Here, NAL units 16 with NAL 
units 1 and/or 5 may be applied to some layers of one or more 
3DV views while NAL units 21 may be applied to other layers 
of one or more 3DV views. 

Embodiment 4 

Reference Picture List Construction 

0160. As indicated above, embodiments may be directed 
to a reference picture list construction process. In the embodi 
ment discussed herein below, each picture has its own refer 
ence picture list. However, other implementations may pro 
vide reference picture lists that are specific to (and used for) 
multiple pictures. For example, a reference picture list may be 
allocated to an entire sequence of pictures in time, oran entire 
set of pictures across multiple views at a given point in time, 
ora Subset of a picture. For example, a Subset of a picture may 
be composed of a slice or a single macroblock or a Sub 
macroblock. The inputs of this reference picture list construc 
tion process are the inter view flag from the NAL unit header 
and view dependency information decoded from the 
sequence parameter set. It should be understood that both 
encoder 300 of FIG. 3 and decoder 400 of FIG. 4 can be 
configured to construct the reference picture list to encode 
and decode a bitstream, respectively, by employing the teach 
ings described herein below. 
0.161. In a first phase in the process, the temporal reference 
pictures and inter-view reference pictures may be inserted 
into an initial reference picture list, ReflicListX (with X 
being 0 or 1), as may be done, for example, in AVC or MVC 
systems. The ReflicListX as defined in the AVC draft can 
serve as an example initial reference picture list. For example, 
ReflicList.0, with X being 0, can be used for the encoding or 
decoding of any type of predictively coded picture, while 
ReflicList1, with X being 1, can be used for the encoding of 
decoding of bi-directionally coded pictures or B pictures. 
Thus, a B picture may have two reference picture lists, Ref 
PicList.0 and ReflicList1, while other types of predictively 
coded pictures may have only one reference picture list, Ref 
PicList0. Further, it should be noted that, here, a temporal 
reference corresponds to a reference to a picture that differs in 
time with the corresponding picture to which the reference 
list is allocated. For example, with reference to FIG. 11, a 
temporal reference may correspond to a reference to view 
1104 for the encoding/decoding of view 1112. In turn, an 
inter-view reference may correspond to a reference to view 
1104 for the encoding/decoding of view 1106. By inserting 
the temporal and inter-view reference pictures in a reference 
picture list, existing temporal and inter-view prediction tech 
niques (for example, from AVC and/or MVC) are supported. 
As is known, AVC systems would include temporal reference 
pictures in the reference picture list, and MVC systems would 
further include inter-view reference pictures in the reference 
picture list. 
0162. A second phase in the process may comprise adding 
inter-layer reference pictures, which may be defined for each 
layer independently. One inter-layer prediction structure 
1500 for embodiment 4 is provided in FIG. 15. The arrows in 
structure 1500 indicate the prediction direction. For example, 
the 2D video (view) layer 1502 (arrow from) of a particular 
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view is used as reference for encoding the depth layer 1504 
(arrow to) of the view. Accordingly, the inter-layer prediction 
structure may be used to determine which picture(s) may be 
used as a reference and, therefore, which picture(s) should be 
included in a reference picture list. In the structure 1500, the 
2D video layer is also used as a reference for both the occlu 
sion video layer 1506 and for the transparency layer 1510. In 
addition, the depth layer 1504 is used as a reference for the 
occlusion depth layer 1508. 
0163 As depicted in FIG. 15, for the inter-layer prediction 
structure 1500, each 3DV layer has at most one inter-layer 
reference. To encode a given layer, a layer with similar char 
acteristics is used as reference. For example, with reference 
again to FIG. 2, the occlusion video layer 206 includes the 
background of the 2D video layer 202 while the occlusion 
depth layer 208 includes the background of the depth layer 
204. Thus, to better exploit redundancy across layers, imple 
mentations may use the 2D video layer of a view as a refer 
ence for an occlusion layer of the view and may use a depth 
layer of the view as a reference for an occlusion depth layer of 
the view. Other implementations may permit multiple inter 
layer references for a given 3DV layer. 
0164. For the 2D video layer picture, nothing need be done 
in the second phase, as inter-layer references need not be used 
in implementations for the 2D video layer picture. Other 
embodiments may indeed provide for inter-layer references 
for the 2D video layer. For example, the occlusion layer of a 
given view may be used as a reference for the 2D video layer 
of the reference. An advantage of avoiding the use of inter 
layer references for the 2D view layers is that all the 2D view 
layers may be decoded by a conventional MVC decoder. It 
should be noted that in other implementations, a warped 
picture Such as, for example, a synthesized virtual reference 
picture, can be appended to the reference list. With regard to 
the warped picture reference position in the reference list, the 
warped picture reference can be inserted at the beginning of 
the initial reference list with high synthesis quality or at the 
end of the reference list with moderate synthesis quality. Use 
of the warped picture in this way can improve coding effi 
ciency. 
(0165. Returning to FIG. 15, for the depth layer picture 
1504, the 2D video layer picture 1502 (shown as the reference 
for the depth layer in FIG. 15) may be appended to the end of 
ReflicListX in the second phase. In various implementa 
tions, the 2D video picture reference is appended at the end of 
the reference list, rather than at the beginning of the reference 
list, because it is expected to have the least redundancy (com 
pared to any of the first phase's temporal and inter-view 
references) and is expected to be the least likely to be used as 
a reference. Thus, here, the inter-layer reference is provided 
after any temporal and inter-view references in the reference 
picture list. 
(0166 For the occlusion video layer picture 1506, the 2D 
video layer picture 1502 can be appended to the beginning of 
ReflicListX in the second phase. The 2D video picture can be 
appended at the beginning (prepended), before any temporal 
and inter-view references in the reference picture list, rather 
than at the end or in the middle, because the 2D video picture 
is expected to have the most redundancy of the available 
reference pictures and to be the most likely to be used as a 
reference. 
(0167 For the occlusion depth layer picture 1508, the depth 
picture 1504 can be appended to the beginning of Refli 
cListX in the second phase, before any temporal and inter 
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view references in the reference picture list, due to a high level 
of redundancy expected (compared to any of the first phase's 
temporal and inter-view references) between the occlusion 
depth layer and the depth layer. 
(0168 For the transparency layer picture 1510, the 2D 
video layer picture 1502 can be appended to the end of Ref 
PicListX, after any temporal and inter-view references in the 
reference picture list, in the second phase due to a low level of 
redundancy (compared to any of the first phase's temporal 
and inter-view references) expected between the transpar 
ency layer and the 2D video layer. 
0169 More generally, inter-layer references for a picture 
can be inserted into the reference picture list for that picture at 
a position determined by how frequently that reference is 
used. For implementations in which a priority is assigned to 
each reference, the priority may be assigned based on how 
frequently that reference is used. As an example, one imple 
mentation encodes a picture by macroblocks, and each mac 
roblock may or may not use a given reference from the ref 
erence picture list. For each macroblock of this 
implementation, a rate-distortion optimization is performed 
among various coding options, including different coding 
modes and different references. Thus, a given inter-layer ref 
erence might only be used in coding a Subset of the macrob 
locks of the picture. The priority assigned to the given inter 
layer reference may be determined based upon how many 
macroblocks use the inter-layer reference, as compared to 
how many macroblocks use the other references available in 
the reference picture list. 
(0170. With reference now to FIGS. 16 and 17, methods 
1600 and 1700 for constructing a reference picture list for an 
encoding and decoding process, respectively, are illustrated. 
The method 1600 for constructing a reference picture list for 
an encoding process in accordance with one implementation 
of embodiment 4 may be performed by encoder 300 of FIG. 
3. For example, the 3DV Reference Buffer 316 may be con 
figured to implement method 1600. 
(0171 Method 1600 may begin at step 1602, in which the 
encoder 300 may initialize the reference picture list, RefDi 
cListX. As noted above, the ReflicListX may be initialized in 
accordance with the AVC draft, with X being 0 or 1. For 
example, as indicated above, temporal and/or inter-view ref 
erence pictures may be inserted into the initial reference 
picture list. 
(0172. At step 1604, the encoder 300 can determine 
whether the reference picture list is for a 2D video layer 
picture. If the reference picture list is for a 2D video layer 
picture, then the method may proceed to step 1622, at which 
the encoder 300 may continue encoding the slice currently 
being processed. Thereafter, the method may end or the 
method may repeat to construct a reference picture list for 
another 3DV layer picture. Alternatively, if the 3DV layer 
picture is a B picture, the method may repeat for the same 
3DV layer picture to construct ReflicList1. 
(0173) If, at step 1604, the encoder 300 determines that the 
reference picture list is not for a 2D video layer picture, the 
method may proceed to step 1606, in which the encoder 300 
may determine whether the reference picture list is for a depth 
layer picture. If the reference picture list is for a depth layer 
picture, then the method may proceed to step 1608, in which 
the 2D video layer picture from the same 3D view as the depth 
layer picture is appended to the end of the reference picture 
list. Thereafter, the method may proceed to step 1622, at 
which the encoder 300 may continue encoding the slice cur 
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rently being processed. The method may then end or may 
repeat to construct a reference picture list for another 3DV 
layer picture. Alternatively, if the 3DV layer picture is a B 
picture, the method may repeat for the same 3DV layer pic 
ture to construct RefDicList1. 

(0174) If, at step 1606, the encoder 300 determines that the 
reference picture list is not for a depth layer picture, the 
method may proceed to step 1610, in which the encoder 300 
may determine whether the reference picture list is for an 
occlusion video layer picture. If the reference picture list is 
for an occlusion video layer picture, then the method may 
proceed to step 1612, in which the 2D video layer picture 
from the same 3D view as the occlusion video layer picture is 
appended to the beginning of the reference picture list. There 
after, the method may proceed to step 1622, at which the 
encoder 300 may continue encoding the slice currently being 
processed. The method may then end or may repeat to con 
struct a reference picture list for another 3DV layer picture. 
Alternatively, if the 3DV layer picture is a B picture, the 
method may repeat for the same 3DV layer picture to con 
Struct RefDicList1. 

(0175. If, at step 1610, the encoder 300 determines that the 
reference picture list is not for an occlusion video layer pic 
ture, the method may proceed to step 1614, in which the 
encoder 300 may determine whether the reference picture list 
is for an occlusion depth layer picture. If the reference picture 
list is for an occlusion depth layer picture, then the method 
may proceed to step 1616, in which the depth layer picture 
from the same 3D view as the occlusion depth layer picture is 
appended to the beginning of the reference picture list. There 
after, the method may proceed to step 1622, at which the 
encoder 300 may continue encoding the slice currently being 
processed. The method may then end or may repeat to con 
struct a reference picture list for another 3DV layer picture. 
Alternatively, if the 3DV layer picture is a B picture, the 
method may repeat for the same 3DV layer picture to con 
Struct RefDicList1. 

(0176) If, at step 1614, the encoder 300 determines that the 
reference picture list is not for an occlusion depth layer pic 
ture, the method may proceed to step 1618, in which the 
encoder 300 may determine whether the reference picture list 
is for a transparency layer picture. If the reference picture list 
is for a transparency layer picture, then the method may 
proceed to step 1620, in which the 2D video layer picture 
from the same 3D view as the transparency layer picture is 
appended to the end of the reference picture list. Thereafter, 
the method may proceed to step 1622, at which the encoder 
300 may continue encoding the slice currently being pro 
cessed. The method may then end or may repeat to construct 
a reference picture list for another 3DV layer picture. Alter 
natively, if the 3DV layer picture is a B picture, the method 
may repeat for the same 3DV layer picture to construct Ref 
PicList1. Similarly, if at step 1618, the encoder 300 deter 
mines that the layer is not a transparency layer picture, then 
the method may proceed to step 1622, at which the encoder 
300 may continue encoding the slice currently being pro 
cessed. The method may then end or may repeat to construct 
a reference picture list for another 3DV layer picture. Alter 
natively, if the 3DV layer picture is a B picture, the method 
may repeat for the same 3DV layer picture to construct Ref 
PicList1. 

(0177 Turning now to method 1700 of FIG. 17, the method 
1700 for constructing a reference picture list for a decoding 
process in accordance with one implementation of embodi 

Mar. 1, 2012 

ment 4 may be performed by decoder 400 of FIG. 4. For 
example, the 3DV reference/output buffer 414 may be con 
figured to perform method 1700. 
(0178 Method 1700 may begin at step 1702, in which the 
decoder 400 may parse a received NAL unit and slice header 
to extract the 3DV layer identifier. For example, the NAL unit 
may be the 3DV prefix unit 16 discussed above with regard to 
embodiment 1, the NAL prefix unit 14 and/or the NAL unit 20 
of embodiment 2, and/or the NAL unit 21 of embodiment 3. 
Further, as indicated above, other information that may be 
extracted by decoder 400 from a bitstream including 3DV 
content received by the decoder 400 may include an inter 
view flag from a NAL unit header and view dependency 
information decoded from the sequence parameterset. There 
after, the reference picture list, ReflicListX, can be initial 
ized. As noted above, the ReflicListX may be initialized in 
accordance with the AVC draft, with X being 0 or 1. For 
example, as indicated above, the inter view flag from NAL 
unit header and view dependency information decoded from 
the sequence parameter set may be employed to initialize the 
ReflicListX. In turn, temporal and/or inter-view reference 
pictures may be inserted into the initial reference picture list. 
(0179 The remaining steps of method 1700 may be per 
formed by the decoder 400 in the same manner discussed 
above with respect to method 1600, except that step 1622 is 
replaced with step 1722. For example, steps 1704-1720 may 
be performed by the decoder 400 in the same manner as steps 
1604-1620 are performed by the encoder 300. However, at 
step 1722, the decoder continues to decode the currently 
processed slice as opposed to encoding the currently pro 
cessed slice. 
0180. It should be understood that that inter-layer predic 
tion structures with inter-layer dependencies other than that 
described above with respect to FIG. 15 can be easily con 
ceived by one of ordinary skill in the art using the teachings 
provided above with regard to embodiment 4. 
0181. Accordingly, embodiment 4 can support different 
types of inter-layer prediction. Further, embodiment 4 adapts 
a reference picture list to an inter-layer prediction structure 
such as, for example, the structure described above with 
respect to FIG. 15. Consequently, embodiment 4 provides a 
reference picture list that is based on an inter-layer prediction 
structure of a system, while at the same time permits a con 
ventional MVC decoder to extract 3DV content and format 
the content for display. 
0182. It should be noted that reference pictures can be 
organized so that they are compatible with an AVC system. 
For example, inter-layer and inter-view reference pictures can 
be multiplexed as temporally distinct pictures. 

Embodiment 5 

Novel NAL Unit Type for Subset SPS3DV 

0183. As indicated above, in at least one embodiment, the 
SPS can be extended such that new sequence parameters for 
a 3DV format can be signaled. The extended SPS for 3DV is 
referred herein below as the “Subset SPS 3DV. In embodi 
ment 5, a novel NAL unit type for the subset SPS3DV can be 
employed. In embodiments 6 and 7, discussed below, how the 
subset SPS3DV may be composed is described. It should be 
understood that the proposed parameters are not limited to be 
within SPS, but also can appear in a NAL unit header, a 
picture parameter set (PPS), supplemental enhancement 



US 2012/0050475 A1 

information (SEI), a slice header, and any other high level 
Syntax element. Embodiments may also use low-level syntax 
and out-of-band information. 
0184. Here, in embodiment 5, a novel NAL unit type can 
be used to indicate the subset SPS3DV. The NAL unit type 
number in this embodiment may be any one of the values not 
allocated in Table 3 above, which, as stated above, has been 
transcribed from the AVC draft. Moreover, the novel NAL 
unit type number allocated for the VCL NAL units for 3DV 
layers should also be selected in a manner different from the 
novel NAL unit types described above with regard to embodi 
ments 1 and 3. As a result, 17 is selected as the NAL unit type 
number for subset SPS3DV, which is represented as subset 
seq parameter set 3dv rbsp( ) in Table 11, below. Of 
course, other NAL unit type numbers may be selected. If 
embodiments are not to be combined, then NAL unit types 16 
or 21 could also be used instead of 17. The rows for nal unit 
type 17 and nal unit type 18 . . . 20 are newly added with 
respect to Table 2 above. 

TABLE 11 
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may extract only 2D video and depth layers, because the 
downstream receiver does not use occlusion or transparency 
layers. Further yet, the bitstream extractor may extract only 
the layers corresponding to the first two views that are in the 
bitstream, because the downstream receiver does not use 
more than two views. Additionally, however, the bitstream 
extractor may be capable of analyzing the 3DV SPS, as well 
as any MVC SPS, or other dependency information, to deter 
mine if the 2D video or depth layers use any of the occlusion 
or transparency layers as inter-layer references, and to deter 
mine if the first two views use any of the other views as 
inter-view references. If other layers or views are needed for 
proper decoding of the desired 3DV layers, which are the 2D 
video and depth layers for the first two views, then the bit 
stream extractor will also extract those layers and/or views. 
0188 Note that priority information for a 3DV layer and 
3DV view may be determined by a router, orbitstream extrac 
tor. However, such priority information may also be provided 
in the bitstream, for example, by being placed in the NAL unit 

NAL unit type codes. Syntax element categories, and NAL unit type classes 

Annex A 
NAL 
unit 

Content of NAL unit and RBSP type 
nal unit type syntax structure C class 

O... 16. As defined in Table 2 
17 Subset seq parameter set 3dv rbSp() non-VCL 

18 ... 20 Reserved 
21 Coded 3DV slice extension 2. non-VCL 

3dv slice layer extension rbSp() 3, 4 
22... 23 Reserved non-VCL 
24... 31. As defined in Table 2 non-VCL 

0185. The novel NAL unit type can permit an MVC 
decoder or a 3DV decoder to determine whether to discard or 
to parse the content within the subset SPS3DV. Because the 
type 17 is reserved under MVC, an MVC decoder can choose 
to ignore or discard the data in this NAL unit. A 3DV decoder, 
however, can parse the data in the unit, which permits the 3DV 
decoder to decode the 3DV supplemental layers. 
0186 For a smart network device, for example, a router, 
which can recognize the novel NAL unit type, the network 
device may select to discard the subset SPS3DV should the 
network provider determine that the 3DV supplemental lay 
ers should not be transmitted underparticular circumstances. 
Alternatively or additionally, the content in the subset SPS 
3DV can be parsed and utilized to adapt the streaming to the 
network bandwidth available. For example, with the knowl 
edge of the 3DV layer prediction structure, the 3DV layers 
which are not used as references may be discarded by the 
network device (for example, either a streaming server or a 
router) when the network suffers from bursty traffic. 
0187. A bitstream extractor, also referred to as a stream 
server, may also be used to extract various portions of a 3DV 
stream. The above router parsed a bitstream and made deci 
sions about whether or not to forward (transmit) various 3DV 
layers. A bitstream extractor may also parse the bitstream, and 
make forwarding decisions based on priority, but may also 
tailor the extracted bitstream (also called a sub-bitstream) to 
a downstream device. For example, the bitstream extractor 

Annex G. 
and 
Annex H 
NAL unit 
type 
class 

non-VCL 

VCL. 

non-VCL 
non-VCL 

header. Such priority information may include, for example, 
temporal level ID, priority ID, view ID, as well as a priority ID 
related to 3DV information. 
(0189 With reference now to FIGS. 18 and 19, methods 
1800 and 1900 for encoding and decoding, respectively, NAL 
units for subset SPS 3DV information in accordance with 
implementations of embodiment 5 are illustrated. Methods 
1800 and 1900 can be performed, for example, by the 3DV 
reference buffer 316 of encoder 300 and by the 3DV reference 
buffer 414 of the decoder 400, respectively. 
(0190. Method 1800 may begin, for example, at step 1802, 
in which the encoder 300 may set a NAL unit type for a NAL 
unit to be 17. At step 1804, the encoder 300 may write the 
NAL unit header. Thereafter, at step 1806, encoder 300 can 
compose and write the SPS. For example, the SPS may cor 
respond to Subset sequence parameter set 3dv rbSp() and 
may be composed and written as discussed below with 
respect to embodiments 6 and 7. 
(0191 Method 1900 may begin, for example, at step 1902, 
in which the decoder 400 may receive a NAL unit and read the 
NAL unit header. The NAL unit may correspond to the NAL 
unit encoded in method 1800. At step 1904, the decoder 400 
may extract the NAL unit type. If the NAL unit type is set to 
17, then the encoder can read and parse the SPS. The SPS 
may, for example, correspond to Subset sequence param 
eter set 3dv rbSp() and may be read and parsed as dis 
cussed below with respect to embodiments 6 and 7. 
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Embodiment 6 

Extension of SPS to Signal Parameters for 3DV 
Applications 

0.192 As discussed above with regard to embodiments 
1-4, 3DV supplemental layers may be employed to support 
enhanced 3D rendering capability, and thus the 3DV layer 
identification number (3dv layer id) can be signaled in the 
SPS. Further, as discussed above, in order to remove inter 
layer redundancy, inter-layer coding can be utilized and inter 
layer pictures can be added into the reference picture list to 
facilitate inter-layer coding. Thus, to permit the decoder to 
determine how to decode pictures with inter-layer references, 
an encoder may specify the inter-layer prediction structure in 
the SPS. Such an inter-layer prediction structure may, for 
example, correspond to structure 1500 discussed above with 
regard to FIG. 15. 
0193 Prior to discussing SPS construction in detail, it 
should be noted that in accordance with various implementa 
tions, a novel profile may be employed for a bitstream that 
supports 3DV content. ITU-T, “Advanced Video Coding for 
Generic audiovisual Services—Recommendation ITU-T 
H.264, March 2009, hereinafter referred to as “updated AVC 
draft provides a discussion of profiles and is incorporated 
herein by reference. In one or more implementations, the 
profile idc can be set to 218. The updated AVC draft 
describes other existing profiles in AVC/MVC. 
0194 Table 12, provided below, details the process under 
gone for the function Subset sequence parameter set 3dv 
rbsp() mentioned above with regard to embodiment 5. In 
particular, Table 12, at the statement else if(profile 
idc=218) {...}, illustrates one high level implementation of 
subset SPS 3DV in accordance with embodiment 6. The 
detailed signaling can be implemented in the function of 
seq parameter set 3dv extension() as shown, for example, 
in Table 13 below. Profile idc of 218 represents a new profile 
for the MVC standard, and is a 3DV profile. 

TABLE 12 

Subset Seq parameter Set 3dv rbSp 

Subset seq parameter set 3dv rbsp() { C Descriptor 

seq parameter set data.() O 
if profile idc = = 83 || profile idc = = 86 ) { 

seq parameter set Svc extension() specified O 
in Annex G updated AVC draft */ 

Svc vui parameters present flag O u(1) 
if Svc vui parameters present flag = = 1) 

Svc vui parameters extension() specified O 
in Annex G of updated AVC draft */ 

else if profile idc = = 118) { 
bit equal to one equal to 1 */ O 
seq parameter set mvc extension() specified O 

in Annex H of updated AVC draft */ 

f(1) 

mvc vui parameters present flag O u(1) 
if mvc vui parameters present flag = = 1) 
mvc vui parameters extension() specified O 

in Annex H of updated AVC draft'? 
else if profile idc = = 218) { 
bit equal to one equal to 1 */ O f(1) 
seq parameter set 3dv extension() f* O 

specified in Table 13 or 14 */ 

Additional extension2 flag O u(1) 
if additional extension2 flag = = 1) 
while(more rbsp. data () ) 

additional extension2 data flag 
rbsp. trailing bits() O 

O u(1) 
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(0195 FIGS. 20 and 21 illustrate a high level flow diagram 
for methods for encoding 2000 and decoding 2100, respec 
tively, an SPS in accordance with various implementations of 
embodiment 6. Methods 2000 and 2100 encode and decode, 
respectively, SPS in the form given by, for example, Table 12. 
Table 12 could be used for example, with NAL unit type 17. 
It should be noted that encoder 300 of FIG. 3 can be config 
ured to perform method 2000 and decoder 400 of FIG. 4 can 
be configured to perform method 2100. 
(0196) Method 2000 can begin at step 2002, in which the 
encoder 300 may set the profile idc. As indicated above, the 
profile idc may, for example, be set to 218 for subset SPS 
3DV. 

(0197). At step 2004, the encoder 300 may write sequence 
parameterset data. For example, Such data may correspond to 
any SPS data described in the updated AVC draft with respect 
to the seq parameter set data() syntax structure. 
(0198 At step 2006, the encoder 300 may determine 
whether the profile idc is set to 83 or 86. If the profile idc is 
set to 83 or 86, then the method may proceed to step 2008, at 
which the encoder 300 may write the seq parameter set 
SVc extension() set and write the SVc Vui parameters pre 
sent flag, as discussed in the updated AVC draft. In addition, 
at Step 2008, if the SVc Vui parameters present flag is set to 
1, then the encoder 300 may write the Svc vui parameter 
extension() as discussed in the updated AVC draft. Thereaf 
ter, the method may proceed to step 2010, which is discussed 
in more detail below. 
0199 Returning to step 2006, if the profile idc is not set to 
83 or 86, then the method may proceed to step 2014, at which 
the encoder 300 may determine whether the profile idc is set 
to 118. If the profile idc is set to 118, then the method may 
proceed to step 2016, at which the encoder 300 may set 
bit equal to one equal to 1, write bit equal to one, write 
the seq parameter set mVc extension() and set and write 
the mVc Vui parameters present flag, as described in the 
updated AVC draft. If the mVc vui parameters present flag 
is equal to 1, then the encoder 300 may write the mVc vui 
parameters extension( ) as described in the updated AVC 
draft. Thereafter, the method may proceed to step 2010, 
which is discussed in more detail below. 

(0200. If, at step 2014, the encoder 300 determines that the 
profile idc is not set to 118, then the method may proceed to 
step 2018, in which the encoder 300 may determine whether 
the profile idc is set to 218. If the profile idc is not set to 218, 
then the method may proceed to step 2022, in which the 
encoder 300 can determine that the profile idc is unknown 
and may output an error message. 
0201 However, if the profile idc is set to 218, then the 
encoder 300 may perform step 2020, in which the encoder 
300 may set bit equal to one equal to 1 and write bit equal 
to one. As noted above, bit equal to one is described in the 
updated AVC draft. At step 2020, the encoder 300 may further 
write the seq parameter set 3dv extension( ) which is 
described in more detail below with respect to Tables 13 and 
14 and FIGS. 22-25. As discussed herein below, the seq 
parameter set 3dv extension( ) can indicate or convey 
inter-layer dependencies to a decoder to permit the decoder to 
determine appropriate predictive references for pictures dur 
ing their decoding. Thereafter, the method may proceed to 
step 2010. At step 2010, the encoder 300 may set the addi 
tional extension2flag and, if the additional extension2 flag 
is set to 1, then the encoder 300 may write all additional 
extension2 data flags, as discussed in the updated AVC 
draft. At step 2012, the encoder 300 may writerbsp. trailing 
bits() as described in the updated AVC draft and thereafter the 
method may end. 
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0202 Turning now to FIG. 21, illustrating a method 2100 
for decoding an SPS, that may, for example, have been gen 
erated in accordance with method 2000, the method 2100 
may begin at step 2102 in which the decoder 400 may decode 
the sequence parameter set data, Seq parameter set data( ) 
from a received bitstream and may set the profile idc, as 
discussed in the updated AVC draft. At step 2104, the decoder 
400 may determine whether the profile idc is set to 83 or 86. 
If the profile idc is set to 83 or 86, then the method may 
proceed to step 2106, at which the decoder 400 may decode 
the seq parameter set SVc extension() and decode the SVc 
Vui parameters present flag, as discussed in the updated 
AVC draft. In addition, at step 2106, if the svc vui param 
eters present flag is set to 1, then the decoder 400 may 
decode SVc Vui parameter extension() as discussed in the 
updated AVC draft. Thereafter, the method may proceed to 
step 2108, which is discussed in more detail below. 
0203 Returning to step 2104, if the profile idc is not set to 
83 or 86, then the method may proceed to step 2112, at which 
the decoder 400 may determine whether the profile idc is set 
to 118. If the profile idc is set to 118, then the method may 
proceed to step 2114, at which the decoder 400 may decode 
bit equal to one, decode the Seq parameter set mVc ex 
tension() and decode the mVc Vui parameters present flag, 
as described in the updated AVC draft. Additionally, if the 
mvc Vui parameters present flag is et to 1, then the decoder 
400 may decode the mVc Vui parameters extension( ) as 
described in the updated AVC draft. Thereafter, the method 
may proceed to step 2108, which is discussed in more detail 
below. 
0204 If, at step 2112, the decoder 400 determines that the 
profile idc is not set to 118, then the method may proceed to 
step 2116, in which the decoder 400 may determine whether 
the profile idc is set to 218. If the profile idc is not set to 218, 
then the method may proceed to step 2120, in which the 
decoder 400 can determine that an unknown profile idc has 
been read and may output an error message. 
0205 However, if the profile idc is set to 218, then the 
decoder 400 may perform step 2118, in which the decoder 
400 may decode bit equal to one and may further decode 
the seq parameter set 3dv extension() which is described 
in more detail below with respect to Tables 13 and 14 and 
FIGS. 22-25. Thereafter, the method may proceed to step 
2108. 
0206. At step 2108, the decoder 400 may decode the addi 
tional extension2flag and, if the additional extension2flag is 
set to 1, then the decoder 400 may decode all additional 
extension2 data flags, as discussed in the updated AVC 
draft. At step 2110, the decoder 400 may decoderbsp. trail 
ing bits() as described in the updated AVC draft, and there 
after the method may end. 
0207 As mentioned above, Table 13 shows one imple 
mentation of seq parameter set 3dv extension() where the 
3dv layer id and the inter-layer prediction structure are sig 
naled explicitly. Such an implementation provides a great 
deal of flexibility because different ordering of the 3DV lay 
ers and different inter-layer prediction structures can be 
specified. 

TABLE 13 

One implementation of Seq parameter Set 3dv extension 

seq parameter set 3dv extension() { C Descriptor 

seq parameter set mvc extension() 
num 3dv layer minus 1 ue(v) 
for( i = 0; i <= num 3dv layer minus 1; i++) 
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TABLE 13-continued 

One implementation of Seq parameter Set 3dv extension 

seq parameter set 3dv extension() { C Descriptor 

3dv layer idi ue(v) 
for( i = 1; i <= num 3dv layer minus 1; i++) { 
num 3dv layer refs Oil ue(v) 
for(j = 0; is num 3dv layer refs 10 i:++) 

3dv layer ref 10 ij ue(v) 
num 3dv layer refs 11 i. ue(v) 
for(j = 0; is num 3dv layer refs l1 i:++) 

3dv layer ref 1 ij ue(v) 

0208. The semantics of Table 13 are given as follows: 
0209 num 3dv layer minus 1 plus 1 indicates the num 
ber of 3DV layers. 
(0210 3dv layer idi specifies the i' 3DV layer identifi 
cation number. 
0211 num 3dv layer refs 10i specifies the number of 
inter-layer references in reference picture list 0 for the 3DV 
layer with 3DV layer idenfication number being 3dv layer 
idi. 
0212 3dv layer ref 10i specifies the 3DV layer iden 
tification number which is used as thei" inter-layer reference 
in the reference picture list 0 for the 3DV layer with the 3DV 
layer identification number being 3dv layer idi. 
0213 num 3dv layer refs 11i specifies the number of 
inter-layer references in reference picture list 1 for the 3DV 
layer with the 3DV layer idenfication number being 3dv 
layer idi. 
0214 3dv layer ref 11i specifies the 3DV layer iden 
tification number which is used as thei" inter-layer reference 
in reference picture list 1 for the 3DV layer with 3DV layer 
identification number being 3dv layer idi. 
0215. To better illustrate how the seq parameter set 
3dv extension() of Table 13 can be employed in embodiment 
6, reference is made to FIGS. 22 and 23, illustrating methods 
for encoding 2200 and decoding 2300, respectively, subset 
SPS 3DV extension. It should be understood that method 
2200 may be implemented by encoder 300 while method 
2300 may be implemented by decoder 400. 
0216 Method 2200 may begin at step 2202, in which the 
encoder 300 may encode the seq parameter set mVc exten 
sion() which is described in the updated AVC draft. 
0217. At step 2204, the encoder 300 may set and encode 
num 3dv layer minus 1. As provided above, num 3dv 
layer minus 1 indicates the total number 3DV layers 
employed in a 3DV view of 3DV content to be encoded. For 
convenience in coding and decoding, the numeric value of 
num 3dv layer minus 1 is one less than the actual number 
of 3DV layers. 
0218. As noted above, “i' denotes a 3DV layer id number. 
For example, the 3DV layer id may correspond to the 3DV 
layer ids defined in Table 1 above. Here, at step 2208, the 
encoder 300 may set and encode the 3DV layer IDs for each 
type of 3DV layer employed in the 3DV content to be 
encoded. Thus, the encoder 300 iteratively processes each 
3DV layer id in loop 2206 until the total number 3DV layers 
employed in a 3DV view of 3DV content is reached. 
0219. At loop 2210, as noted in the first line of loop 2210, 
the encoder 300 successively processes each 3DV layer id in 
loop 2210 to set and encode 3DV inter-layer references for 

99 
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each 3DV layer for each reference picture list type, 0 and, 
potentially, 1. For example, at step 2212, the encoder 300 may 
set and encode the total number of inter-layer references 
(num 3dv layer refs 10i) in reference picture list 0 for the 
3DV layer (denoted by 'i') to which the reference picture list 
is allocated. It should be noted that the number of inter-layer 
references in any reference picture list is dependent on the 
inter-layer dependency structure employed. For example, in 
structure 1500 of FIG. 15, each 3DV layer has at most one 
inter-layer reference in a reference picture list allocated to the 
3DV layer. However, other inter-layer dependency or predic 
tion structures can be employed, such as the structure dis 
cussed herein below with respect to embodiment 7. 
0220. After the total number of inter-layer references for 
3DV layer i in reference picture list '0' is set, the encoder 
300 may, at step 2216, set and encode the inter-layer refer 
ences for reference picture list 'O of 3DV layeri. In particu 
lar, the encoder 300 can specify the 3DV layer ids (3dv 
layer ref 10i) of the inter-layer references in reference 
picture list '0' of 3DV layeri. In FIG.22, as well as Table 13, 
inter-layer references in reference picture listO of 3DV layer 
i’ can be denoted by j such that step 2216 can be iterated in 
loop 2214 until the total number of inter-layer references for 
3DV layeri for reference picture list '0' has been reached. 
0221) The encoder 300 may further be configured to pro 
vide inter-layer references for any reference picture list 1 of 
3DV layer i. However, it should be understood that the 
following steps of method 2200 may be skipped should the 
particular3DV layeri not have a reference picture list1. If 
the 3DV layer 1" has a reference picture list 1, the method 
may proceed to step 2218, in which the encoder 300 may set 
and encode the total number of inter-layer references (num 
3dv layer refs 11i) in reference picture list 1 for the 3DV 
layer i to which the reference picture list 1 is allocated. 
0222. After the total number of inter-layer references for 
3DV layer i in reference picture list 1 is set, the encoder 
300 may, at step 2222, set and encode the inter-layer refer 
ences for reference picture list 1 of 3DV layeri. In particu 
lar, the encoder 300 can specify the 3DV layer ids (3dv 
layer ref 11i) of the inter-layer references in reference 
picture list 1 of 3DV layer i. Similar to the discussion 
provided above with regard to reference picture list 0 for 
3DV layer i. inter-layer references in reference picture list 
1 of 3DV layerican be denoted by , such that step 2222 

can be iterated in loop 2220 until the total number of inter 
layer references for 3DVlayeri for reference picture list 1 
has been reached. 
0223) In addition, as indicated above, at loop 2210, steps 
2212 and 2218 and loops 2214 and 2220 can be iterated for 
each layer of the 3DVlayers employed in a 3DV view of 3DV 
content to be encoded until all such layers have been pro 
cessed. 
0224 Turning now to FIG. 23, a method 2300 for decod 
ing an SPS 3DV extension received in a bitstream using the 
seq parameter set 3dv extension() is described. Method 
2300 may begin at step 2302, in which the decoder 400 may 
decode the seq parameter set mVc extension( ) which is 
described in the updated AVC draft. 
0225. At step 2304, the decoder 400 may decode and 
obtain num 3dv layer minus 1. As stated above, num 
3dv layer minus 1 indicates the total number 3DV layers 
employed in a 3DV view of 3DV content. As stated above, the 
numeric value ofnum 3dv layer minus 1 is one less than the 
actual number of 3DV layers. 
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For example, the 3DV layer id may correspond to the 3DV 
layer ids defined in Table 1 above. Here, at step 2308, the 
decoder 400 may decode and obtain the 3DV layer IDs for 
each type of 3DV layer employed in the 3DV content. Thus, 
the decoder 400 iteratively processes each 3DV layer id in 
loop 2306 until the total number 3DV layers employed in a 
3DV view of 3DV content is reached and each3DVlayeridis 
obtained. 
0227. At loop 2310, as noted in the first line of loop 2310, 
the decoder 400 successively processes each 3DV layer id in 
loop 2310 to decode and obtain 3DV inter-layer references for 
each 3DV layer for each reference picture list type, 0 and, 
potentially, 1. For example, at step 2312, the decoder 400 may 
decode and obtain the total number of inter-layer references 
(num 3dv layer refs 10i) in reference picture list 0 for the 
3DV layer (denoted by 'i') to which the reference picture list 
is allocated. It should be noted that the number of inter-layer 
references in any reference picture list is dependent on the 
inter-layer dependency structure employed. For example, in 
structure 1500 of FIG. 15, each 3DV layer has at most one 
inter-layer reference in a reference picture list allocated to the 
3DV layer. However, other inter-layer dependency or predic 
tion structures can be employed, such as the structure dis 
cussed herein below with respect to embodiment 7. 
0228. After the total number of inter-layer references for 
3DV layer i in reference picture list '0' is obtained, the 
decoder 400 may, at step 2316, decode and obtain the inter 
layer references for reference picture list '0' of 3DV layeri. 
In particular, the decoder 400 can obtain the 3DV layer ids 
(3dv layer ref 10ii) of the inter-layer references in refer 
ence picture list '0' of 3DV layeri. In FIG. 23, as well as 
Table 13, inter-layer references in reference picture list '0' of 
3DV layerican be denoted by j such that step 2316 can be 
iterated in loop 2314 until the total number of inter-layer 
references for 3DV layer i for reference picture list '0' has 
been reached. 
0229. The decoder 400 may further be configured to 
obtain inter-layer references for any reference picture list 1 
of 3DV layer i. However, it should be understood that the 
following steps of method 2300 may be skipped should the 
particular3DV layeri not have a reference picture list 1. If 
the 3DV layer i has a reference picture list 1, the method 
may proceed to step 2318, in which the decoder 400 may 
decode and obtain the total number of inter-layer references 
(num 3dv layer refs 11i) in reference picture list1 for the 
3DV layer i' to which the reference picture list 1 is allo 
cated. 

0230. After the total number of inter-layer references for 
3DV layer i in reference picture list 1 is obtained, the 
decoder 400 may, at step 2322, decode and obtain the inter 
layer references for reference picture list 1 of 3DV layeri. 
In particular, the decoder 400 can specify the 3DV layer ids 
(3dv layer ref 11i) of the inter-layer references in refer 
ence picture list 1 of 3DV layeri. Similar to the discussion 
provided above with regard to reference picture list 0 for 
3DV layer i. inter-layer references in reference picture list 
1 of 3DV layerican be denoted by , such that step 2322 
can be iterated in loop 2320 until the total number of inter 
layer references for 3DVlayeri for reference picture list 1 
has been reached. 

0231. In addition, as indicated above, at loop 2310, steps 
2312 and 2318 and loops 2314 and 2320 can be iterated for 
each layer of the 3DVlayers employed in a 3DV view of 3DV 
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content until all such layers have been processed. Thus, the 
decoder 400 may reconstruct the reference picture list(s) for 
each 3DV layer to thereby permit the decoder 400 to deter 
mine the inter-layer references for each 3DV layer picture 
received during decoding of the pictures. 
0232. It should be noted that when a network device parses 
the information on a 3DV layer and the prediction structure, 
it may allocate different priorities during transmission for the 
NAL units from different3DV layers. Thus, when congestion 
occurs, some NAL units from “higher 3DV supplemental 
layers (for example, higher 3D layer ids in Table 1) may be 
discarded to relieve the traffic. 

Embodiment 7 

Alternative Extension of SPS to Signal Parameters 
for 3DV Applications 

0233. In certain implementations, because the potential 
numbers of 3DV layers used may be limited, and, in turn, 
because the content in the 3DV layers may have specific and 
consistent characteristics, the prediction structure used to 
encode and decode the 3DV may be preconfigured and known 
to both encoders and decoders. Thus, we need not signal and 
convey the specific prediction or inter-layer dependency 
structure in an explicit way, as for example, in Table 13 of 
embodiment 6. Rather, the inter-layer prediction structure 
may be known to both the encoder and decoder in embodi 
ment 7, thereby simplifying the conveyance of the extended 
SPS for 3DV to the decoder. 
0234. To provide a simple example, the following 3DV 
layers defined above are employed: 2D video layer, depth 
layer, occlusion video layer, occlusion depth layer, and trans 
parency layer. 
0235 Below, an example of a predefined inter-layer pre 
diction structure that can be employed in accordance with 
various implementations is provided. However, it should be 
understood that other predefined inter-layer prediction struc 
tures can be utilized in other implementations. In the struc 
ture, for a 2D video layer, no 3DV supplemental layers are 
used as inter-layer prediction references. For the depth layer, 
the 2D video layer is used as an inter-layer prediction refer 
ence. For the occlusion video layer, the 2D video layer and the 
depth layer are used as inter-layer references. For the occlu 
sion depth layer, the 2D video layer and the depth layer are 
used as inter-layer references. For the transparency layer, the 
2D video layer and the depth layer are used as inter-layer 
references. 

0236. Here in embodiment 7, because the inter-layer pre 
diction structure can be pre-defined, the extended SPS for 
3DV can simply convey whether a certain layer is present for 
each 3DV view as shown in Table 14. Accordingly, the seq 
parameter set 3dv extension() can simply employ flags for 
each possible 3DV layer to indicate whether they are 
employed in each 3DV view in the 3DV content. Thus, the 
extended SPS for 3DV need not signal or convey the inter 
layer prediction structure in any explicit way. In one imple 
mentation, the inter-layer prediction structure is constant and 
cannot be changed. In another implementation, the inter-layer 
prediction structure is set using Table 13, (for example, in an 
initial occurrence, or periodic occurrences, of Table 12), and 
otherwise Table 14 is used to communicate the extension 
information. It should be understood that Tables 12-14 may 
be retransmitted to the decoder as often as desired in accor 
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dance with design choice, and in one implementation are 
retransmitted only when there is a change to the information. 

TABLE 1.4 

A second implementation of Seq parameter Set 3dv extension 

seq parameter set 3dv extension() { C Descriptor 

seq parameter set mvc extension() 
for(1 = 0; i <= num views minus 1: 
i++) { 

video layer flag i u(1) 
depth layer flag i u(1) 
occlusion layer video flag i u(1) 
occlusion layer depth flag i u(1) 
transparency layer flag i u(1) 

0237 To better illustrate how the seq parameter set 
3dv extension() of Table 14 can be utilized in embodiment 7, 
reference is made to FIGS. 24 and 25, illustrating methods for 
encoding 2400 and decoding 2500, respectively, subset SPS 
3DV. It should be understood that method 2400 may be imple 
mented by encoder 300 while method 2500 may be imple 
mented by decoder 400. 
0238 Method 2400 may begin at step 2402 in which the 
encoder 300 may encode the seq parameter set mVc exten 
sion( ) which is described in the updated AVC draft. The 
encoder 300 may then perform loop 2404, in which the 
encoder 300 may set the 3DV layer flags to indicate whether 
the respective 3DV layers are present for a particular 3DV 
view For example, num views minus 1 indicates the total 
number of 3DV views employed in the 3DV content. For 
example, in the examples provided in FIGS. 10-12, three 3DV 
views are employed (3DV view 0-3DV view 2). For conve 
nience in coding and decoding, the numeric value of num 
views minus 1 is one less than the actual number of 3DV 
views. The encoder 300 can iterate steps 2406-2414 for each 
3DV view i until the total number of 3DV views employed 
in the 3DV content is reached. 
0239. In particular, in loop 2404, the encoder 300 may set 
and encode the 2D video layer flag at step 2406 to indicate 
whether the 2D video layer is present in the 3DV view i, may 
set and encode the (2D) depth layer flag at step 2408 to 
indicate whether the depth layer is present in the 3DV view i. 
may set and encode the occlusion video layer flag at step 2410 
to indicate whether the occlusion video layer is present in the 
3DV view i, may set and encode the occlusion depth layer 
flag at step 24.12 to indicate whether the occlusion depth layer 
is present in the 3DV view i, and may set and encode the 
transparency layer flag at step 2414 to indicate whether the 
transparency layer is present in the 3DV view i. 
0240 Turning now to method 2500 for decoding subset 
SPS 3DV using Table 14, method 2500 may begin at step 
2502 in which the decoder 400 may decode the seq param 
eter set mVc extension() which is described in the updated 
AVC draft. It should be noted that decoder 400 in method 
2500 may receive a bitstream encoded by encoder 300 in 
accordance with method 2400. The decoder 400 may also 
perform loop 2504, in which the decoder 400 may decode the 
3DV layer flags to determine whether the respective 3DV 
layers are present for a particular 3DV view For example, as 
discussed above with regard to method 2400, num views 
minus 1 indicates the total number of 3DV views employed in 
received 3DV content. The decoder 400 can iterate steps 
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2506-2514 for each 3DV view i until the total number of 
3DV views employed in the 3DV content is reached. 
0241. In particular, in loop 2504, the decoder 400 may 
decode and obtain the 2D video layer flag at step 2506 to 
determine whether the 2D video layer is present in the 3DV 
view i, may decode and obtain the (2D) depth layer flag at 
step 2508 to determine whether the depth layer is present in 
the 3DV view i, may decode and obtain the occlusion video 
layer flag at step 2510 to determine whether the occlusion 
video layer is present in the 3DV view i, may decode and 
obtain the occlusion depth layer flag at step 2512 to determine 
whether the occlusion depth layer is present in the 3DV view 
i. and may decode and obtain the transparency layer flag at 
step 2514 to determine whether the transparency layer is 
present in the 3DV view i. 
0242. As discussed above, the decoder 400 may recon 
struct the reference picture list(s) for each 3DV layer in each 
3DV view to thereby permit the decoder 400 to determine the 
inter-layer references for each 3DV layer picture received 
during decoding of the pictures. 

Additional Embodiments 

0243 With reference now to FIGS. 26 and 27, methods 
2600 and 2700 for encoding and decoding 3DV content are 
illustrated. It should be understood that any one or more 
aspects discussed herein, and combinations thereof, with 
respect to embodiments can be implemented in or with meth 
ods 2600 and 2700. For example, as discussed further herein 
below, embodiments 1-3, taken singly or in any combination, 
can be implemented in and by methods 2600 and 2700. Fur 
thermore, it should also be noted that encoder 300 of FIG. 3 
and decoder 400 of FIG. 4 can be used to implement methods 
2600 and 2700, respectfully. 
0244 Method 2600 can begin at step 2602, in which the 
encoder 300 can encode multiple pictures, where the multiple 
pictures describe different 3D information for a given view at 
a given time. For example, any one or more of the layer 
encoders discussed above with respect to encoder 300 can be 
used to implement the encoding of multiple pictures in accor 
dance with any one or more of embodiments 1, 2, and/or 3. 
The multiple pictures may be, for example, a 2D video layer 
picture and a depth layer picture. The 3D information 
described by the 2D video layer picture may be, for example, 
the 2D video. Similarly, the 3D information described by the 
depth layer picture may be, for example, the depth informa 
tion. The 2D video information and the depth information are 
both examples of 3D information for a given view at a given 
time. 
0245. For purposes of describing methods of additional 
embodiments, a “picture' can be equivalent to a “frame' 
discussed above with respect to various embodiments. Fur 
ther, a picture can correspond to any one or more 3DV layers 
discussed above. For example, a 2D view 1010 and a depth 
view 1008 can each constitute a separate picture. Addition 
ally, any 2D view layer 1118, 1122, 1136, 1218, 1222, 1236 
and/or any depth layer 1120, 1124, 1220, 1224, discussed 
above with respect to FIGS. 11 and/or 12, can each constitute 
a separate picture. Moreover, other3DV supplemental layers, 
as discussed above, not explicitly illustrated in FIGS. 11 and 
12 may also each constitute a separate picture. Furthermore, 
any one or more of the 3DV views discussed above may 
constitute a given view at a given time, such as 3D views 0,1 
and 2 at times T0 and T1, discussed above with regard to 
FIGS. 11 and 12. 
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0246. At step 2604, the encoder 300 can generate syntax 
elements that indicate, for the encoded multiple pictures, how 
the encoded picture fits into a structure that supports 3D 
processing, the structure defining content types for the mul 
tiple pictures. For example, the 3DV reference buffer 316 can 
generate syntax elements in accordance with any one or more 
of embodiments 1, 2 and/or 3. The syntax elements may, for 
example, be the 3DV prefix unit 16 discussed above with 
regard to embodiment 1, the NAL prefix unit 14 and/or the 
NAL unit 20 of embodiment 2, and/or the NAL unit 21 of 
embodiment 3. As discussed above, the novel NAL units 
according to embodiments 1, 2 and 3 can indicate, for 
encoded 3DVlayers, how each layer fits into a structure, such 
as structure 1000 of FIG. 10, that supports 3D processing. 
Further, use of a novel NAL unit, such as NAL units 16 and 
21, can indicate that a 3DV structure, such as that illustrated 
in FIG.10, has been used in the bitstream. As noted above, the 
structure 1000 can define different content types, such as 
different types of 3DV layers. It should be understood that a 
structure can correspond to a set of 3DV views, as indicated in 
FIG. 10, and/or can correspond to a set of layers within a 3DV 
view. It should also be understood that encoder 300 can 
encode a picture using a different encoded picture as a refer 
ence, thereby providing inter-layer coding between pictures 
of different content types. For example, using FIG. 10 as an 
example, a depth view of view 1004 can be dependent from 
and reference a different layer, such as the 2D view of view 
1004, thereby providing inter-layer coding. In addition, the 
coding structure of FIG. 10 can be configured such that a 2D 
view of view 1004 can be dependent from and reference a 
different layer, such as a depth layer, of view 1006. Other 
types of inter-layer coding are possible, as indicated above, 
and can be implemented by one of ordinary skill in the art in 
view of the teachings provided herein. 
0247. At step 2606, the encoder 300 can generate a bit 
stream that includes the encoded multiple pictures and the 
Syntax elements, where the inclusion of the syntax elements 
provides, at a coded-bitstream level, indications of relation 
ships between the encoded multiple pictures in the structure. 
For example, the 3DVReference Buffer 316 may generate a 
bitstream 318, which may comprise any of the encoded bit 
streams generated in accordance with embodiments 1, 2 and/ 
or 3, as discussed above. Thus, the bitstream can include 
multiple encoded pictures, such as any one or more of the 
layer frames discussed above with regard to FIGS. 10-12, and 
can also include any one or more of 3DV prefix unit 16 of 
embodiment 1, the NAL prefix unit 14 and/or the NAL unit 20 
of embodiment 2, and/or the NAL unit 21 of embodiment 3, 
which, as discussed above, can provide, at a coded-bitstream 
level, indications of relationships between the encoded mul 
tiple pictures in the structure. For example, the syntax ele 
ments may indicate the dependencies and relationships 
between pictures or layers in the structure of FIG. 10 or other 
structures that support 3DV content. For example, the syntax 
elements may provide an indication of how the pictures 
should be combined to generate 3DV content. 
0248. It should be understood that in accordance with 
various embodiments, the set of layer encoders 304-314 of 
encoder 300 can be configured to perform step 2602. Further, 
the 3DV reference buffer 316 and/or the layer encoders 304 
314 can be configured to perform either one or more of steps 
2604-2606. The encoder 300 may alternatively or addition 
ally comprise a processor configured to perform at least 
method 2600. In addition, embodiments can include a video 
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signal and/or a video signal structure that is formatted to 
include the multiple encoded pictures generated at step 2602, 
the syntax elements generated at step 2604, and/or any one or 
more elements included in the bitstream generated at 2606, 
including the bitstream itself. Moreover, embodiments may 
include a processor readable medium that has the video signal 
structure stored thereon. Additionally, as indicated above, a 
modulator 722 of FIG. 7 can be configured to modulate the 
Video signal. Furthermore, embodiments may include a pro 
cessor readable medium having stored thereon instructions 
for causing the processor to perform at least method 2600. 
0249 Referring again to the method 2700 of FIG. 27 for 
decoding 3DV content, method 2700 may begin at step 2702, 
in which the decoder 400 may access encoded multiple pic 
tures from a bitstream. The multiple pictures describe differ 
ent 3D information for a given view at a given time. For 
example, the bitstream may correspond to the bitstream gen 
erated in accordance with method 2600. As discussed above 
with regard to method 2600, any 2D view layer and/or any 
depth layer discussed above with respect to FIGS. 11 and/or 
12, can each constitute a separate picture. Moreover, other 
3DV supplemental layers, as discussed above, not explicitly 
illustrated in FIGS. 11 and 12 may also each constitute a 
separate picture. Furthermore, any one or more of the 3DV 
views discussed above may constitute a given view at a given 
time, such as 3D views 0, 1 and 2 at times T0 and T1, 
discussed above with regard to FIGS. 11 and 12. 
0250) At step 2704, the decoder 400 can access syntax 
elements from the bitstream. The syntax elements indicate for 
the encoded multiple pictures how the encoded picture fits 
into a structure that Supports 3D processing. The structure 
provides a defined relationship between the multiple pictures. 
For example, the 3DV reference buffer 414 can access syntax 
elements in accordance with any one or more of embodiments 
1, 2 and/or 3. The syntax elements may, for example, be the 
3DV prefix unit 16 discussed above with regard to embodi 
ment 1, the NAL prefix unit 14 and/or the NAL unit 20 of 
embodiment 2, and/or the NAL unit 21 of embodiment 3. As 
discussed above, the novel NAL units according to embodi 
ments 1, 2 and 3 can indicate, for encoded 3DV layers, how 
each layer fits into a structure, such as structure 1000 of FIG. 
10, that supports 3D processing. Further, use of a novel NAL 
unit, such as NAL units 16 and 21, can indicate that a 3DV 
structure, such as that illustrated in FIG. 10, has been used in 
the bitstream. As noted above, the structure 1000 can define 
different content types, such as different types of 3DV layers. 
It should be understood that a structure can correspond to a set 
of 3DV views, as indicated in FIG. 10, and/or can correspond 
to a set of layers within a 3DV view. It should also be under 
stood that decoder 400 can decode a picture using a different 
encoded picture as a reference, thereby permitting inter-layer 
decoding between pictures of different content types. For 
example, using FIG. 10 as an example, a depth view of view 
1004 can be dependent from and reference a different layer, 
such as 2D view of view 1004, thereby permitting inter-layer 
decoding. In addition, the coding structure of FIG. 10 can be 
configured such that a 2D view of view 1004 can be depen 
dent from and reference a different layer, such as a depth 
layer, of view 1006. Other types of inter-layer coding are 
possible, as indicated above, and can be implemented by one 
of ordinary skill in the art in view of the teachings provided 
herein. Moreover, as discussed above with respect to embodi 
ments 1-3, any one or more of 3DV prefix unit 16 of embodi 
ment 1, the NAL prefix unit 14 and/or the NAL unit 20 of 
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embodiment 2, and/or the NAL unit 21 of embodiment 3 can 
provide a defined relationship between the pictures of the bit 
stream through the use of 3DV view IDs and 3DV layerIDs, 
as discussed above. For example, the decoder 400 can be 
preconfigured to combine pictures in accordance with a 3DV 
structure, such as structure 1000 of FIG. 10, and can use the 
3DV view IDs and 3DV layer IDs to identify which received 
pictures correspond to the different layers in the pre-defined 
Structure. 

(0251. At step 2706, the decoder 400 can be configured to 
decode the encoded multiple pictures. For example, the 
decoder 400 can decode the received pictures using layer 
decoders 402-412, as discussed above, for example, with 
respect to FIGS. 4 and 6. For example, the decoder 400 can 
use the defined relationship indicated and provided by the 
Syntax elements to render an additional picture that refer 
ences one or more of a two-dimensional (2D) video layer 
picture, a depth layer picture, an occlusion layer picture, or a 
transparency picture. For example, as discussed above, a 
depth view of view 1004 of FIG. 10 can be dependent from 
and reference a different layer, such as 2D view of view 1004, 
thereby providing inter-layer coding. Thus, the decoder 400 
can render an additional picture, such as a depth view of view 
1004, from one or more of a variety of different layer pictures. 
(0252. At step 2708, the decoder 400 may provide the 
decoded pictures in an output format that indicates the 
defined relationship between the multiple pictures. For 
example, the 3DV reference/output buffer 414 of decoder 400 
can output 3DV content that is formatted in accordance with 
the 3DV structure. Thus, the output can indicate to a display 
device the relationships between multiple pictures in accor 
dance with the structure to permit proper display of the 3DV 
content on a display device and enable a user to view the 3DV 
content. In particular, the output format may include syntax 
elements that specify how a decoded picture fits into a struc 
ture. Examples of Such syntax elements may include any one 
or more of 3DV prefix unit 16 of embodiment 1, the NAL 
prefix unit 14 and/or the NAL unit 20 of embodiment 2, 
and/or the NAL unit 21 of embodiment 3. 
(0253) Optional steps 2710-2714 may be performed at a 
decoder after performing step 2708. Implementations may 
perform one or more of steps 2710-2714 as part of step 2708 
and/or as part of the decoding of step 2706. In various imple 
mentations, one or more of steps 2710-2714, particularly step 
2714, may be performed at a display. 
0254 Optionally, at step 2710, the decoder 400 can iden 
tify a 2D video picture from the multiple pictures using the 
syntax elements. For example, the decoder 400 may identify 
a 2D video picture or layer by parsing any one or more of a 
3DV prefix unit 16 of embodiment 1, the NAL prefix unit 14 
and/or the NAL unit 20 of embodiment 2, and/or the NAL unit 
21 of embodiment 3, implemented to encode 3DV layers. The 
decoder 400 may further determine which of the encoded 
pictures have a 2D view layerID, which was denoted above as 
0, and determine the corresponding 3DV view using the 
3DV view ID. 

(0255 Optionally, at step 2712 the decoder 400 can iden 
tify a depth picture from the multiple pictures using the syntax 
elements. For example, the decoder 400 may identify a depth 
picture or layer by parsing any one or more of a 3DV prefix 
unit 16 of embodiment 1, the NAL prefix unit 14 and/or the 
NAL unit 20 of embodiment 2, and/or the NAL unit 21 of 
embodiment 3, implemented to encode 3DV layers. More 
over, the decoder 400 can determine which of the encoded 
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pictures have a depth layer ID, which was denoted above as 
1, and determine the corresponding 3DV view using the 
3DV view ID. It should be noted that other3DV supplemental 
layers can be identified using syntax elements in accordance 
with various embodiments. 

0256 Optionally, at step 2714, the decoder 400 can render 
a new picture for an additional view based on the 2D video 
picture and the depth picture. For example, the identified 
pictures or views may correspond to 2D view 1010 and depth 
view 1008 of FIG.10. In addition, 3DV views 1004 and 1006 
can, for example, be rendered by using 2D view 1010 and 
depth view 1008 of 3DV base view 1002 as a reference in 
accordance with the description provided above with regard 
to FIG. 10. Similarly, the 2D video layer and depth layer of 
3DV view 1006 can be used as a reference to render3DV view 
1004 in accordance with the description provided above with 
regard to FIG. 10. 
0257. It should be understood that in accordance with 
various embodiments, the set of layer decoders 402-412 of 
decoder 400 can be configured to perform steps 2702 and 
2706. Further, the 3DV reference buffer 414 and/or the layer 
decoders 402-412 can be configured to perform either one or 
more of steps 2704 and 2708. The decoder 400 may alterna 
tively or additionally comprise a processor configured to per 
form at least method 2700. Moreover, as indicated above, a 
demodulator 822 of FIG. 8 can be configured to demodulate 
a video signal including a bitstream from which multiple 
encoded pictures are accessed in step 2702. Furthermore, 
embodiments may include a processor readable medium hav 
ing stored thereon instructions for causing the processor to 
perform at least method 2700. 
0258. With reference now to FIG. 28, a method 2800 for 
constructing a reference picture list is illustrated. It should be 
understood that any one or more aspects discussed herein, and 
combinations thereof, with respect to embodiments can be 
implemented in or with methods 2800. For example, as dis 
cussed further herein below, embodiment 4 can be imple 
mented in and by method 2800. In addition, any one or more 
of embodiments 1-3 and 5-7 can be combined with embodi 
ment 4 and implemented in or with method 2800. Further 
more, it should also be noted that encoder 300 of FIG. 3 
and/or decoder 400 of FIG. 4 can be used to implement 
method 2800. Moreover, although method 2800 describes 
constructing a reference picture list for a picture. Such a 
reference list may be constructed for a sequence of pictures, 
for a set of pictures across multiple views or for a subset of a 
picture, as discussed above with regard to embodiment 4. 
0259 Method 2800 may begin at optional step 2802, in 
which the encoder 300 or the decoder 400 can determine an 
inter-layer reference for a picture based on dependency infor 
mation for the picture. For example, the decoder 400 may 
extract and decode the dependency information from 
received syntax elements conveying a sequence parameterset 
(SPS), as discussed above. In turn, for encoder 300, the 
dependency information may be the same as the dependency 
information the encoder 300 included in the SPS, as discussed 
above, for example, with respect to embodiments 5-8. For 
example, the encoder 300 may obtain the dependency infor 
mation from a configuration file that is stored on the encoder. 
It should be understood that the dependency information may 
include any one or more oftemporal dependencies, inter-view 
dependencies and inter-layer dependencies indicating how 
different pictures and picture types are predictively encoded. 
Thus, based on the dependency information, the encoder 300 
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or decoder 400 can determine an inter-layer reference for the 
picture for which a reference picture list is being constructed. 
In addition, the inter-layer reference may conform to inter 
layer references discussed above with regard to embodiment 
4. For example, the inter-layer reference may correspond to 
any one or more of the structures discussed above with regard 
to FIG. 15. 

0260. At step 2804, the encoder 300 or decoder 400 may 
determine a priority of the inter-layer reference relative to one 
or more other references for the picture. For example, the 
encoder 300 or decoder 400 may be configured to apply a 
priority scheme to prioritize pictures in the reference picture 
list. For example, as discussed above with regard to embodi 
ment 4, the pictures in the reference list may be ordered/ 
prioritized in accordance with the degree of redundancy the 
picture for which the reference picture list is constructed has 
with the pictures listed in its reference picture list. For 
example, as discussed above with regard to a depth picture, 
the inter-layer reference is expected to have the least redun 
dancy as compared to temporal and inter-view references in 
the reference list. Thus, the inter-layer reference has a lower 
priority than the temporal and inter-view references. It should 
be noted that any of the priorities provided above with regard 
to the different 3DV layer types in embodiment 4 can be 
applied here in step 2804. However, it should also be under 
stood that different priorities may also be employed in accor 
dance with various aspects described herein. For example, the 
priorities may vary in accordance with the actual redundancy 
between picture references and the picture associated with the 
reference picture list for the 3DV content. For example, 
redundancies can be determined based on measurements of 
the pictures or layers composing the 3DV content and the 
priority scheme can be tailored to reflect the measured redun 
dancy levels such that reference pictures having a higher 
redundancy are given higher priority over reference pictures 
having a lower redundancy with the picture associated with 
the reference list. Furthermore. Such priority Schemes may, in 
other aspects or embodiments, be devised differently for each 
picture or reference picture list. 
0261. At step 2806, the encoder 300 or the decoder 400 
may include the inter-layer reference in an ordered list of 
references for the picture based on the priority. For example, 
inter-layer reference pictures with a lower or lowest priority 
may be included after other reference pictures with a higher 
priority or at the end of the list. In turn, inter-layer reference 
pictures with a higher or highest priority are included before 
other reference pictures with a lower priority or at the begin 
ning of the list. Such references may include a temporal 
and/or an inter-view reference, as discussed above. As indi 
cated above, the inter-layer references may be included in the 
list of references in accordance with method 1600 for the 
encoder implementation or method 1700 for the decoder 
implementation. Further, the inter-layer reference may be 
included in the list of references in accordance with other 
priority Schemes, as discussed above with respect to step 
2804. It should be noted that the lists may be ordered and 
prioritized based on expected use so that Smaller indices can 
be used for more common references and bits can be saved in 
transmission. 

0262. At optional step 2808, the encoder 300 or the 
decoder 400 may use the inter-layer reference in a coding 
operation involving the picture. For example, the encoder 300 
may perform a predictive encoding operation to encode the 
picture for which the reference list was constructed using the 
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inter-layer reference as a reference picture. In turn, the 
decoder 400 may perform a predictive decoding operation to 
decode the picture for which the reference list was con 
structed using the inter-layer reference as a reference picture. 
Thus, encoding or decoding of the picture may, at least in part, 
be based on the inter-layer reference. 
0263 Optionally, at step 2810, the encoder 300 or decoder 
400 may generate a bitstream that includes the coded picture. 
For example, the encoder 300 may include the encoded pic 
ture in bitstream 318 in accordance with the discussion pro 
vided above with regard to FIGS. 3 and 5. In addition, the 
decoder 400 may include the decoded picture in bitstream 
416 in accordance with the discussion provided above with 
regard to FIGS. 4 and 6. 
0264. Thereafter, the method may end or may repeat such 
that the encoder 300 or the decoder 400 may generate a 
reference picture list for another picture or may generate a 
second reference picture list for the same picture if the picture 
is a B picture. 
0265. One implementation performs only steps 2804 and 
2806. An inter-layer reference may be provided, for example, 
and the implementation determines a priority of the inter 
layer reference. The implementation then includes the inter 
layer reference in an ordered list, based on the determined 
priority. 
0266 Returning to step 2802, optionally, step 2802 may 
include the performance of method 2900 provided in FIG. 29 
for processing 2D video layer pictures. For example, method 
2900 may begin at step 2902, in which the encoder 300 or 
decoder 400 may determine whether the picture for which the 
reference picture list is constructed is a 2D video layer pic 
ture. If the reference is not a 2D video layer picture, then the 
method may proceed to step 2804 of method 2800. Other 
wise, the method may proceed to step 2904, in which the 
encoder 300 or decoder 400 may exclude any inter-layer 
reference from the reference picture list. For example, as 
discussed above with regard to embodiment 4, refraining 
from using inter-layer references for the 2D video layer may 
permit a conventional MVC to extract 3DV content and for 
mat the content for display. Thereafter, the method may pro 
ceed to step 2804 of method 2800. 
0267 Step 2904 may also be modified to exclude only 
depth layers from being used as references for 2D video 
layers. Such an implementation may, for example, rely on 
occlusion video layers as inter-layer reference for 2D video 
layers. 
0268. It should be understood that in accordance with 
various embodiments, a set of layer coders, such as layer 
decoders 402-412 of decoder 400 or layer encoders 304-314 
of encoder 300, can be configured to perform steps 2808 and 
step 2810. Further, the 3DV reference buffer 414, the 3DV 
reference buffer 316, and/or the layer coders can be config 
ured to perform either one or more of steps 2802-2806 and 
2810. The encoder 300 or the decoder 400 may alternatively 
or additionally comprise a processor configured to performat 
least method 2800. Moreover, embodiments may include a 
processor readable medium having stored thereon instruc 
tions for causing the processor to perform at least method 
28OO. 

0269. With reference now to FIGS. 30 and 31, methods 
3000 and 3100 for encoding and decoding 3DV content, such 
that 3DV inter-layer dependencies structures are conveyed, 
are illustrated. It should be understood that any one or more 
aspects discussed herein, and combinations thereof, with 
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respect to various embodiments can be implemented in or 
with methods 3000 and 3100. For example, as discussed 
further herein below, embodiments 5-7 can be implemented 
in and by methods 2600 and 2700. Furthermore, it should also 
be noted that encoder 300 of FIG.3 and decoder 400 of FIG. 
4 can be used to implement methods 3000 and 3100, respec 
tively. 
(0270 Method 3000 can begin at step 3002 in which the 
encoder 300 may generate syntax elements indicating an 
inter-layer dependency structure among 3DV layers. For 
example, the syntax elements may be generated as discussed 
above with regard to any one or more of embodiments 5-7. 
For example, NAL units 17 may be employed as the syntax 
elements to convey an inter-dependency structure, as dis 
cussed above with regard to embodiment 5. Furthermore, the 
inter-dependency structure may be conveyed as discussed 
above with regard to embodiments 6 and 7 and with regard to 
Tables 13 and 14. For example, any one or more of methods 
2000, 2200 and 2400 may be employed to convey the inter 
dependency structure. For example, the syntax elements may 
explicitly convey the inter-layer dependency structure, as dis 
cussed above with regard to embodiment 6, or the syntax 
elements may indicate the inter-layer dependency structure 
by conveying whether particular 3DV layers are present for 
each 3DV view using 3DV layer ids, where the inter-layer 
dependency is pre-defined, as discussed above with regard to 
embodiment 7. In addition, the inter-layer dependency struc 
ture may correspond to one of many different inter-layer 
dependency structures. For example, the inter-layer depen 
dency structure may correspond to that described above with 
regard to FIG. 15 as well as that discussed above with regard 
to embodiment 7. Moreover, as stated above, the inter-layer 
dependency structure may be provided in any one or more of 
the NAL unit header, SPS, PPS, SEI or a slice header. Further, 
the encoder 300 may generate syntax elements by construct 
ing and employing reference picture lists, as discussed above, 
for example, with regard to embodiment 4. 
(0271 At step 3004, the encoder 300 may identify, based 
on the inter-layer dependency structure, an inter-layer refer 
ence for a picture from a layer of the 3D layers. For example, 
if the inter-layer dependency structure corresponds to that 
described above with regard to FIG. 15, to encode a depth 
layer picture, the encoder 300 may employ a reference picture 
list, which may be constructed at step 3002, to determine that 
an inter-layer reference for the depth layer picture is a 2D 
video layer picture in the same view or 3DV view as the depth 
layer picture. As noted above, the inter-dependency structure 
can vary and can include many different types of layers. Such 
as a 2D video layer, depth layer, occlusion video layer, occlu 
sion depth layer and transparency layer, among others, with 
different inter-dependencies, including, for example, inter 
layer dependencies between different 3DV views. 
(0272. At step3006, the encoder 300 can encode the picture 
based, at least in part, on the inter-layer reference. For 
example, the encoder 300 may encode the picture as dis 
cussed above with regard to FIGS. 3 and 5 using encoders 
304-314. Here, again using structure 1500 and the depth layer 
as an example, the depth layer may be encoded based, at least 
in part, on the 2D video layer, as discussed above. 
(0273. At optional step 3008, the encoder 300 can generate 
a bitstream that includes the encoded picture. For example, 
the encoded bitstream may be generated as discussed above 
with regard to FIGS. 3 and 5 and may correspond to, for 
example, bitstream 318. 
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(0274. At optional step 3010, the encoder 300 may provide 
the encoded picture and the syntax elements for use in decod 
ing the encoded picture. For example, the syntax elements 
and the encoded picture may be transmitted viabitstream 318 
to a decoder 400. Alternatively, the syntax elements may be 
transmitted in a bitstream that is separate from a bitstream 
used to transmit 3DV data content. Thus, bitstream 318 in 
FIG.3 may represent two separate corresponding bitstreams. 
Alternatively, the different bit streams may be transmitted 
separately. For example, one bit stream may be transmitted to 
a decoder 400 via a cable network while the other bitstream 
may be transmitted to the decoder 400 wirelessly. In addition, 
the syntax elements may be used to decode the encoded 
picture as discussed herein below with respect to method 
31 OO. 

0275. It should be understood that in accordance with 
various embodiments, the set of layer encoders 304-314 of 
encoder 300 can be configured to perform step 3006. Further, 
the 3DV reference buffer 316 and/or the layer encoders 304 
314 can be configured to perform one or more of steps 3002, 
3004, 3008 and 3010. The encoder 300 may alternatively or 
additionally comprise a processor configured to perform at 
least method 3000. In addition, embodiments can include a 
Video signal and/or a video signal structure that is formatted 
to include the encoded picture, the syntax elements and/or the 
bitstream generated in accordance with method 3000. More 
over, embodiments may include a processor readable medium 
that has the video signal structure stored thereon. Addition 
ally, as indicated above, a modulator 722 of FIG. 7 can be 
configured to modulate the video signal. Furthermore, 
embodiments may include a processor readable medium hav 
ing stored thereon instructions for causing the processor to 
perform at least method 3000. 
0276 One implementation performs only steps 3002 
3006. The implementation generates the syntax elements, 
identifying an inter-layer reference for a picture, and then 
encodes the picture based, at least in part, on the identified 
inter-layer reference. The implementation does not, in this 
case, need to generate a bitstream including the encoded 
picture, or to provide the encoded picture and syntax for use 
in decoding. 
(0277 Referring again to the method 3100 of FIG. 31 for 
decoding 3DV content, method 3100 may begin at step 3102. 
Decoder 400 may access an encoded picture from a bitstream, 
where the picture describes 3DV information for a particular 
3DV layer, from a given view, at a given time. For example, 
the encoded picture can correspond to any one or more 3DV 
layers discussed above. For example, a 2D view 1010 and a 
depth view 1008 can each constitute a separate picture. Addi 
tionally, any 2D view layer 1118, 1122, 1136, 1218, 1222, 
1236 and/or any depth layer 1120, 1124, 1220, 1224, dis 
cussed above with respect to FIGS. 11 and/or 12, can each 
constitute a separate picture. Moreover, other 3DV supple 
mental layers, as discussed above, not explicitly illustrated in 
FIGS. 11 and 12 may also each constitute a separate picture. 
Furthermore, any one or more of the 3DV views discussed 
above may constitute a given view at a given time, Such as 3D 
views 0, 1 and 2 at times T0 and T1, discussed above with 
regard to FIGS. 11 and 12. Further, the encoded picture may 
be the encoded picture generated by method 3000. 
0278. At step 3104, the decoder 400 may access syntax 
elements indicating an inter-layer dependency structure for a 
set of 3DV layers that includes the particular 3DV layer. For 
example, NAL units 17 may be the syntax elements that 
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indicate an inter-dependency structure, as discussed above 
with regard to embodiment 5. Furthermore, the inter-depen 
dency structure may be indicated or conveyed as discussed 
above with regard to embodiments 6 and 7 and with regard to 
Tables 13 and 14. For example, any one or more of methods 
2000, 2200 and 2400 may be employed to convey or indicate 
the inter-dependency structure. 
0279 For example, the syntax elements may explicitly 
convey the inter-layer dependency structure, as discussed 
above with regard to embodiment 6. Or the syntax elements 
may indicate the inter-layer dependency structure by convey 
ing whether particular 3DV layers are present for each 3DV 
view using 3DV layerids, where the inter-layer dependency is 
pre-defined, as discussed above with regard to embodiment 7. 
In addition, the inter-dependency structure may correspond to 
one of many different inter-dependency structures. For 
example, the inter-dependency structure may correspond to 
that described above with regard to FIG. 15 as well as that 
discussed above with regard to embodiment 7. Moreover, as 
stated above, the inter-dependency structure and the syntax 
elements may be obtained from any one or more of the NAL 
unit header, SPS, PPS, SEI or a slice header. Further, the 
decoder may access the syntax elements, for example, as 
discussed above with regard to any one or more of methods 
2100, 2300 and 2500. 
(0280 At step 3106, the decoder 400 may decode the 
encoded picture based, at least in part, on the inter-layer 
dependency structure. For example, the decoder 400 may 
decode the encoded picture as discussed above with regard to 
FIGS. 4 and 6. Further, the decoder 400 may construct and 
employ one or more reference picture lists using the syntax 
elements, as discussed above with, for example, regard to 
embodiment 4, to decode the encoded picture. Thus, the 
decoder 400 may determine the encoded picture's references 
for predictive coding purposes and may decode the picture 
based at least in part on its references. 
0281 At optional step 3.108, the decoder 400 may provide 
the decoded pictures in an output format that indicates the 
inter-layer dependency structure. For example, the 3DV ref 
erence/output buffer 414 of decoder 400 can output 3DV 
content that is formatted in accordance with the inter-layer 
dependency structure. Thus, the output can indicate to a dis 
play device the relationships between multiple pictures in 
accordance with the structure to permit proper display of the 
3DV content on a display device and enable a user to view the 
3DV content. In particular, the output format may include 
Syntax elements that specify how a decoded picture fits into 
the structure. Examples of such syntax elements may include 
NAL unit 17, as discussed above. 
0282. It should be understood that in accordance with 
various embodiments, the set of layer decoders 402-412 of 
decoder 400 can be configured to perform step 3106. Further, 
the 3DV reference buffer 414 and/or the layer decoders 402 
412 can be configured to perform one or more of steps 3102, 
3104 and 3108. The decoder 400 may alternatively or addi 
tionally comprise a processor configured to perform at least 
method 3100. Moreover, as indicated above, a demodulator 
822 of FIG. 8 can be configured to demodulate a video signal 
including a bitstream from which multiple encoded pictures 
are accessed in step 3102. Furthermore, embodiments may 
include a processor readable medium having stored thereon 
instructions for causing the processor to perform at least 
method 3100. 
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0283. It should be understood that the embodiments dis 
cussed above may be combined in a variety of ways by those 
of ordinary skill in the art in view of the teachings provided 
herein. For example, with reference now to FIG. 32, a NAL 
unit stream 3200 incorporating features from several embodi 
ments discussed above is illustrated. Here, stream 3200 may 
include NAL unit 15 (3202) for a subset sequence parameter 
set for MVC, as provided above in Table 3 and defined in the 
AVC draft. In addition, stream 3200 may further include NAL 
unit 17 for the extended SPS for 3DV indicating at least one 
inter-layer dependency structure as discussed above with 
regard to embodiments 5-7. Here, for simplicity purposes, the 
inter-layer dependency structure shown in FIG. 10 is 
employed in stream 3200. 
0284. Similar to FIGS. 11 and 12, FIG.32 provides sets of 
3DV views corresponding to a time T0 and time T1, respec 
tively. The truncation of FIGS. 11 and 12 discussed above is 
also applied to FIG.32 and the arrows of FIG.32 indicate the 
transmission order of NAL units, similar to the arrows of 
FIGS. 11 and 12. Of course, FIG.32 is a small excerpt of the 
stream 3200. Stream 3200 would comprise many more NAL 
units for a multitude of different time instances in a practical 
application. In addition, the use of three 3DV views is an 
example and many more views may be employed and/or 
rendered at a decoder, as understood by those of ordinary skill 
in the art familiar with MVC. Furthermore, the use of two 
3DV layers for each view is also an example and it should be 
understood that several additional 3DV layers may be 
employed, as discussed at length above. 
0285. In the excerpt of stream 3200, three 3DV views 
3206,3208, and 3210 correspond to time T0 while three 3DV 
views 3212,3214, and 3216 correspond to time T1. Similar to 
FIGS. 11 and 12,3DV view 0 (3206,3212) can correspond to 
base view 1002 in FIG. 10, while 3DV view 2 (3208,3214) 
and 3DV view 1 (3210,3216) may correspond to P view 1006 
and B view 1004 of FIG. 10, respectively. 3DV view 3206 
may comprise NAL units 16 (3220), 14 (3222), and 5 (3224), 
composing a 2D video layer3218. As discussed above, a NAL 
unit 5 includes video data of a coded slice of an instantaneous 
decoding refresh (IDR) picture and is composed of only intra 
slices or SI slices, as defined in the AVC draft. In addition, 
NAL unit 14 may include, as an MVC prefix a reference 
denoting the 2D video layer 3218 as a base layer for other 
views in accordance with MVC. In another implementation, 
in which a stereo profile is used, NAL units 14 and 17 may be 
omitted. 

0286 A NAL unit 16 may, for example, include a 3DV 
view ID and a 3DV layer ID as discussed above with regard to 
embodiment 1. Here, the 3DV view ID and a 3DV layer ID 
may, for example, be used by a decoder 400 to identify the 2D 
video layer 3218 as an inter-layer reference for depth layers, 
or for other 3DVlayers. As shown in FIG.32,3DV view 3206 
may further include a depth layer 3226 composed of NAL 
unit 21 (3228), described above with regard to embodiment 3. 
As discussed above with regard to embodiment 3, a NAL unit 
21 may include 3DV view ID and a 3DV layer ID in addition 
to other information provided in MVC NAL unit header 
extension. 

0287. As discussed above with regard to embodiments 
4-7, a decoder 400 may reconstruct a reference picture list 
using the information provided in the SPS, such as the inter 
layer dependency structure provided by NAL unit 17, and use 
the reference picture list to properly decode 3DV content. For 
example, based on the 3DV view ID and a 3DV layerID, the 
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decoder 400 may determine the corresponding layer's (in this 
case depth layer 3226) role in the inter-layer dependency 
structure conveyed in the SPS. Here, the 3DV view ID and a 
3DV layer ID may indicate that the 2D video layer 3218 
should be used as a reference to decode the depth layer 3226. 
0288. As also shown in FIG. 32, each other 3DV view for 
time T0 is composed of NAL units 20 and 21 corresponding 
to a 2D video layer and a depth layer, respectively, in the 3DV 
view. The NAL units within views 3208 and 3210 may have 
the same function as the NAL units in views 1206 and 1208, 
as discussed above with regard to FIG. 12. Similarly, the set of 
3DV views of time T1 is structured in essentially the same 
way as the set of 3DV views for time T0 except that NAL units 
5 in 3DV View 3206 is replaced with NAL units 1 in 3DV 
View 3212. As discussed above with regard to embodiment 3, 
a NAL unit 1 includes video data of a coded slice of a non 
IDR picture. 
(0289. With reference now to FIG. 33, a system 3300 for 
managing network traffic by employing inter-layer depen 
dency structures is illustrated. System 3300 may include 
transmission system/apparatus 700 and receiving system/ap 
paratus 800 described above with respect to FIG. 7 and FIG. 
8. In particular, the encoder 710 of transmission system/ 
apparatus 700 may be implemented by the encoder 300 dis 
cussed above with regard to the various implementations 
described herein. Similarly, the decoder 820 of transmission 
system/apparatus 800 may be implemented by the decoder 
400 discussed above with regard to the various implementa 
tions described herein. The input and output of the system 
3300 is listed, in FIG. 33, as “input video(s)' and “output 
video'. It should be clear that, at least in this implementation, 
these refer to 3D videos that include multiple layers. 
0290 System 3300 may further include a network device? 
system 3301 provided in a network 3350 between the trans 
mission system/apparatus 700 and receiving system/appara 
tus 800. The network 3350 may, for example, be a wired 
network, Such as the internet, a wide area network or a local 
area network (LAN), or a wireless network, Such as a wireless 
cellular network or a wireless LAN. In turn, the network 
device 3301 may be implemented as a router in a wired 
network or as a base station in a wireless network. As illus 
trated in FIG. 33, the network device 3301 may include a 
parser 3302, a controller 3304, a network traffic monitor 3306 
and a forwarding module 3308. Additionally, each element of 
network device 3301 may be implemented as hardware ele 
ments or a combination of software and hardware. Network 
device 3301 and the functions of its elements are described in 
more detail below with regard to method 3400 of FIG. 34, 
which may be implemented by network device 3301. 
0291 Referring to FIG. 34 with continuing reference to 
FIG. 33, a method 3400 for managing network resources is 
provided. Method 3402 may begin at step 3402, in which a 
parser 3302 may parse received syntax elements indicating an 
inter-layer dependency structure for 3DV layers to determine 
forwarding priorities for at least a subset of the 3DV layers 
based on the structure. For example, the syntax elements may 
be received from transmission system/apparatus 700 in NAL 
units 17, which may indicate the inter-dependency structure 
in accordance with, for example, Tables 13 or 14, as discussed 
above with regard to embodiments 5-7. 
0292 Here, the parser 3302 may determine forwarding 
priorities in accordance with the importance of 3DV layers as 
indicated in the inter-dependency structure. For example, the 
3DV layerids may be configured such that the lowest number 
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corresponds to the highest priority while the highest number 
corresponds to the lowest priority. If the inter-dependency 
structure of FIG. 15 and the 3DV layer identifiers of Table 1 
are employed, the parser 3302 may determine that the 2D 
video layer has the highest priority, the depth layer has the 
next highest priority, etc., based on the 3DV layer identifiers. 
In particular, the 3DV layer identifiers may be ordered in 
accordance with the importance of its contribution to provid 
ing 3DV content. For example, referring to FIG. 2, the depth 
layer 204 of the 2D video may be considered more important 
than the occlusion video layer 206 or the occlusion depth 
layer 208, because it provides a three-dimensional effect to 
the main object in a view, whereas the occlusion video layer 
206 or the occlusion depth layer 208 do not. Variations of 
determining importance between different 3DV layers can be 
applied. 
0293 For example, one variation may be to base the pri 
ority of the layers in accordance with the number of refer 
ences the layers have in the inter-layer dependency structure 
or the number reference picture lists in which a particular 
layer may be included. For example, in response to determin 
ing the inter-layer dependency structure and/or the corre 
sponding inter-layer references, the parser 3302 may allocate 
the highest priority to the layer that is referenced by the most 
layers while allocating the lowest priority to layers that are 
referenced the least. For example, in the inter-layer depen 
dency structure of FIG. 15, the 2D video layer would have the 
highest priority, as it is referenced by three layers, while the 
depth layer, which is referenced by one layer, would have the 
next highest priority, etc. 
0294 Other variations may be directed to ordering the 
3DV layers in accordance with the number of references 
employed to properly encode/decode the layer. For example, 
in the inter-dependency structure described above with regard 
to embodiment 7, the occlusion video, occlusion depth, and 
the transparency layers may be given the lowest priority 
because they each employ two (inter-layer) references, the 
depth layer may be given the next higher priority because it 
employs one (inter-layer) reference and the 2D vide layer 
may be given the highest priority because it does not employ 
any (inter-layer) references. 
0295) Further, different combinations may be applied to 
determine a priority. For example, a weighing function con 
sidering both a given layer's importance in rendering a 3D 
view and the number of layers that reference the given layer 
may be used to determine forwarding priorities. Moreover, it 
should be understood that other type of references in addition 
to the inter-layer references may be considered. For example, 
the above-described priority determinations may further con 
sider the temporal references and inter-view references on 
which a particular layer depends. Thus, the above-described 
reasoning may be applied to any type of references and/or 
combination of references, such as temporal references and 
inter-view references, and/or inter-layer references. 
0296. At step 3404, the parser 3302 may receive data units 
for constructing 3DV layers. For example, with reference 
again to FIG. 11, the parser 3302 may receive NAL units 16, 
14, and 5 that are employed to construct a 2D video layer 
1118. The parser 3302 may further receive NAL units 16 and 
20 that are used to construct a depth layer 1120, etc. 
0297. At step 3406, the network traffic monitor 3306 may 
measure traffic/network congestion on the network 3350. A 
variety of known network traffic monitors may be employed 
here, as understood by those of ordinary skill in the art. 
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0298. At step 3408, the controller 3304, based on conges 
tion measurements received from the network traffic monitor 
3306, may determine whether a first congestion threshold is 
met by the network traffic measured at step 3406. It should be 
understood that, here, optionally, a plurality of different con 
gestion thresholds may be employed and associated with 
3DV layers in accordance with the determined forwarding 
priorities, which may be based on the inter-layer dependency 
structure, as discussed above. For example, one congestion 
threshold may be used for each3DVlayer employed to render 
the 3DV content or for each droppable 3DV layer. For 
example, with reference again to Table 1, if the forwarding 
priorities are determined in accordance with the 3DVlayerID 
number as discussed above with regard to step 3402, then the 
first threshold may be associated with the transparency layer, 
the second threshold, which corresponds to a higher level of 
network congestion than the first threshold, may be associ 
ated with the occlusion depth layer, the third threshold, which 
corresponds to a higher level of network congestion than the 
first and second thresholds, may be associated with the occlu 
sion video layer, etc. 
0299 Thus, if the first congestion threshold is met, then, at 
step 3412, the controller 3304 may drop units or NAL units 
received at step 3404 for the 3DV layer having the lowest 
priority and may direct the forwarding module 3308 to for 
ward the units for the remaining 3DV layers (if the next 
threshold is not met) to the receiving system apparatus 800. If 
the first congestion threshold is not met, then the forwarding 
module 3308, under the direction of the controller 3304, may 
forward units for all 3DV layers at step 3410. It should be 
understood that the threshold determinations may be repeated 
for each of an N number of 3DV layers. For example, the N 
number of layers may correspond to the number of layers 
employed within one or more views to render the 3DV con 
tent. As such, the threshold determinations may be repeated 
for each threshold and unit dropping and forwarding deci 
sions may be made depending on the results. 
0300 For example, if after step 3412, the second threshold 

is not met, then units for N-1 3DV layers may be forwarded 
by the forwarding module 3308 at step 3412 to the receiving 
unit 800. Alternatively, if after step 3412, the controller 3304 
determines that the first N-2 thresholds are met, then the 
method may proceed to step 3414, in which the controller 
3304 may determine whether the (N-1)th congestion thresh 
old is met. If the (N-1)th congestion threshold is not met, then 
the forwarding module 3308, under the direction of the con 
troller 3304, may, at step 3416, forward units for the 3DV 
layers having the highest two priorities. In addition, at step 
3416, the controller 3304 may drop the N-2 lowest priority 
3DVlayers, as the thresholds for the N-2 lowest priority 3DV 
layers have been met. If the (N-1)th congestion threshold is 
met, then the forwarding module 3308, under the direction of 
the controller 3304, may, at step 3418, forward units for the 
3DV layer having the highest priority. Additionally, control 
ler 3304 may drop units for (N-1) lowest priority 3DV layers. 
Accordingly, method 3400 may proceed through threshold 
determinations such that when the Mth threshold is met and 
the (M-1)th threshold is not met, then the units, for example, 
NAL units, for the M lowest priority 3DV layers are dropped 
and the remaining higher priority layers are forwarded. It 
should be noted that, in this example, only N-1 thresholds are 
considered to ensure that at least the highest priority layer is 
not dropped to ensure that the receiving apparatus/system 800 
can decode at least some content. However, variations of 
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method 3400 may be employed. It should also be noted that 
one or more steps of method 3400 may be repeated periodi 
cally to account for any changes in network congestion. 
0301. It should be clear that other implementations are 
possible, other than method 3400. One such implementation 
is more general and includes accessing syntax elements that 
indicate an inter-layer dependency structure among three 
dimensional video (3DV) layers. This accessing may be per 
formed, for example, by parsing received syntax elements as 
shown in step 3402. 
0302) The implementation also determines a transmission 
priority for a particular3DV layer of the 3DVlayers based on 
the structure. A transmission priority may be, for example, a 
priority related to forwarding a picture (or a part of a picture) 
or dropping a picture (or a part of a picture) from the stream. 
The transmission priority may be determined, for example, 
by determining how many layers use the particular3DV layer 
as a reference (inter-layer reference, inter-view reference, 
and/or temporal reference). 
0303. The implementation also determines whether to 
transmit encoded data belonging to the particular 3DV layer. 
The determination of whether to transmit is based on the 
determined transmission priority for the particular3DV layer 
and based on an indication of network congestion. Network 
congestion may be determined, for example, as in step 3406. 
An indication of network congestion may include, for 
example, a flag (or set of flags) that indicates whether one or 
more congestion thresholds have been satisfied, as in steps 
3408 and 3414. Other indicators may include, for example, 
measures of network activity (throughput rates, error rates, 
numbers or rates of retransmission requests, numbers or rates 
of acknowledgements, etc.). 
0304. A further implementation accesses such a transmis 
sion priority, and determines whether to transmit encoded 
data belonging to the particular 3DV layer based on the 
accessed transmission priority for the particular 3DV layer 
and based on an indication of network congestion. This 
implementation, however, need not access syntax indicating 
the inter-layer dependency structure among the 3DV layers. 
This implementation also need not determine, based on the 
inter-layer dependency structure, the transmission priority. 
0305. It should also be clear that a transmission priority 
may be based, in whole or in part, on other information. Such 
information may include, for example, a temporal level ID, a 
priority ID, or a view ID, as related, for example, to AVC, 
MVC, or SVC systems. 
0306 We thus provide one or more implementations hav 
ing particular features and aspects. However, features and 
aspects of described implementations may also be adapted for 
other implementations. 
0307 Several of the implementations and features 
described in this application may be used in the context of the 
H.264/MPEG-4 AVC (AVC) Standard, or the AVC standard 
with the MVC extension, or the AVC standard with the SVC 
extension. Additionally, implementations may be used in the 
context of a coding standard or coding proposals from (a) the 
Joint Collaborative Team for Video Coding (JCT-VC) from 
MPEG and ITU-T, (b) the High-performance Video Coding 
group from MPEG, (c) the Next Generation Video Coding 
group from the Video Coding Experts Group (VCEG) of 
ITU-T, (d) the 3D Video Coding group from MPEG, (e) any 
other group associated with one or more of MPEG or ITU-T, 
or (f) a standard (proprietary or public) developed by a com 
pany. However, these implementations and features may be 
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used in the context of another standard (existing or future), or 
in a context that does not involve a standard. 
0308 Further, implementations may signal information 
using a variety of techniques including, but not limited to, SEI 
messages, slice headers, other high level syntax, non-high 
level syntax, out-of-band information, datastream data, and 
implicit signaling. Accordingly, although implementations 
described herein may be described in a particular context, 
Such descriptions should in no way be taken as limiting the 
features and concepts to Such implementations or contexts. 
0309 Additionally, many implementations may be imple 
mented in one or more of an encoder, a decoder, a post 
processor processing output from a decoder, or a pre-proces 
Sor providing input to an encoder. Furthermore, other 
implementations are contemplated by this disclosure. 
0310 Reference in the specification to “one embodiment' 
or “an embodiment” or “one implementation” or “an imple 
mentation', as well as other variations thereof, mean that a 
particular feature, structure, characteristic, and so forth 
described in connection with the embodiment is included in at 
least one embodiment. Thus, the appearances of the phrase in 
“one embodiment' or in an "embodiment’ or in an “imple 
mentation” or in an “implementation’, as well any other 
variations, appearing in various places throughout the speci 
fication are not necessarily all referring to the same embodi 
ment. 

0311. It is to be appreciated that the use of any of the 
following “f”, “and/or, and “at least one of for example, in 
the cases of “NBA and/or Band “at least one of A and B, 
is intended to encompass the selection of the first listed option 
(A) only, or the selection of the second listed option (B) only, 
or the selection of both options (A and B). As a further 
example, in the cases of A, B, and/or Cand “at least one of 
A, B, and C and “at least one of A, B, or C. such phrasing is 
intended to encompass the selection of the first listed option 
(A) only, or the selection of the second listed option (B) only, 
or the selection of the third listed option (C) only, or the 
selection of the first and the second listed options (A and B) 
only, or the selection of the first and third listed options (A and 
C) only, or the selection of the second and third listed options 
(B and C) only, or the selection of all three options (A and B 
and C). This may be extended, as readily apparent by one of 
ordinary skill in this and related arts, for as many items listed. 
0312. Also, as used herein, the words “picture' and 
“image' are used interchangeably and refer, for example, to 
all or part (a portion) of a still image or all or part (a portion) 
of a picture from a video sequence. More generally, a picture 
refers, for example, to any set of image or video data. A 
picture may be, for example, a pixel, a macroblock, a slice, a 
frame, a field, a full picture, a region bounding an object in the 
picture, the foreground of the picture, the background of the 
picture, or a particular set of (x,y) coordinates in the picture. 
Similarly, a "portion of a picture may be, for example, a 
pixel, a macroblock, a slice, a frame, a field, a region bound 
ing an object in the picture, the foreground of the picture, the 
background of the picture, or a particular set of (x,y) coordi 
nates in the picture. As another example, a depth picture 
(depth image) may be, for example, a complete depth map or 
a partial depth map that only includes depth information for, 
for example, a single macroblock of a corresponding video 
frame. 
0313 Additionally, those of skill in the art will appreciate 
that a layer (or a “video” or “image' or “picture') may refer 
to any of various video components or their combinations. 
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Such components, or their combinations, include, for 
example, luminance, chrominance, Y (of YUV or YCbCr or 
YPbPr or YPcPr), U of (YUV), V (of YUV), Cb (of YCbCr), 
Cr(of YCbCr), Pb (of YPbPr), Pr(of YPbPr orYPcPr), Pc (of 
YPcPr), red (of RGB), green (or RGB), blue (of RGB), 
S-Video, and negatives or positives of any of these compo 
nents. Further, these different types of components may be 
used with the described implementations. For example, a 
YUV set of components may be used with one or more 
described implementations, and in a typical implementation 
YUV are combined at the macroblock level. Additionally, 
other picture types may be used with the implementations and 
features described herein. Such other picture types may 
include, for example, pictures that include information other 
than 2D video, depth, occlusion or background, transparency 
or edge discontinuities. 
0314. Additionally, this application or its claims may refer 
to "determining various pieces of information. Determining 
the information may include one or more of for example, 
estimating the information, calculating the information, pre 
dicting the information, identifying the information from a 
list or other set of data, or retrieving the information from 
memory. 
0315 Similarly, “accessing is intended to be a broad 
term. Accessing a piece of information may include any 
operation that, for example, uses, stores, sends, transmits, 
receives, retrieves, modifies, parses, or provides the informa 
tion. 
0316 Many implementations refer to a “reference'. A 
“reference' may be, for example, the traditional reference in 
which a pixel-based differential from a reference is used in 
predicting a source. A reference may also, or alternatively, be 
used in different ways to predicta source. For example, in one 
implementation edge location or a measure of edge disconti 
nuity, is used in predicting the source. In general, any infor 
mation may be borrowed from the reference to aid in predict 
ing the Source. The examples of information such as pixel 
values, edge locations, and a measure of edge discontinuities 
have been given, but other types of information are possible as 
well. 
0317. The implementations described herein may be 
implemented in, for example, a method or a process, an appa 
ratus, a software program, a data stream, or a signal. Even if 
only discussed in the context of a single form of implemen 
tation (for example, discussed only as a method), the imple 
mentation of features discussed may also be implemented in 
otherforms (for example, an apparatus or program). An appa 
ratus may be implemented in, for example, appropriate hard 
ware, software, and firmware. The methods may be imple 
mented in, for example, an apparatus Such as, for example, a 
processor, which refers to processing devices in general, 
including, for example, a computer, a microprocessor, an 
integrated circuit, or a programmable logic device. Proces 
sors also include communication devices, such as, for 
example, computers, cell phones, portable/personal digital 
assistants (“PDAs), and other devices that facilitate commu 
nication of information between end-users. 
0318. Implementations of the various processes and fea 
tures described herein may be embodied in a variety of dif 
ferent equipment or applications, particularly, for example, 
equipment or applications associated with data encoding and 
decoding. Examples of such equipment include an encoder, a 
decoder, apost-processor processing output from a decoder, a 
pre-processor providing input to an encoder, a video coder, a 
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Video decoder, a video codec, a web server, a set-top box, a 
laptop, a personal computer, a cell phone, a PDA, and other 
communication devices. As should be clear, the equipment 
may be mobile and even installed in a mobile vehicle. 
0319. Additionally, the methods may be implemented by 
instructions being performed by a processor, and Such 
instructions (and/or data values produced by an implementa 
tion) may be stored on a processor-readable medium such as, 
for example, an integrated circuit, a Software carrier or other 
storage device such as, for example, a hard disk, a compact 
diskette, a random access memory (“RAM), or a read-only 
memory (“ROM). The instructions may form an application 
program tangibly embodied on a processor-readable 
medium. Instructions may be, for example, inhardware, firm 
ware, Software, or a combination. Instructions may be found 
in, for example, an operating system, a separate application, 
or a combination of the two. A processor may be character 
ized, therefore, as, for example, both a device configured to 
carry out a process and a device that includes a processor 
readable medium (Such as a storage device) having instruc 
tions for carrying out a process. Further, a processor-readable 
medium may store, in addition to or in lieu of instructions, 
data values produced by an implementation. 
0320. As will be evident to one of skill in the art, imple 
mentations may produce a variety of signals formatted to 
carry information that may be, for example, Stored or trans 
mitted. The information may include, for example, instruc 
tions for performing a method, or data produced by one of the 
described implementations. For example, a signal may be 
formatted to carry as data the rules for writing or reading the 
Syntax of a described embodiment, or to carry as data the 
actual syntax-values written by a described embodiment. 
Such a signal may be formatted, for example, as an electro 
magnetic wave (for example, using a radio frequency portion 
of spectrum) or as a baseband signal. The formatting may 
include, for example, encoding a data stream and modulating 
a carrier with the encoded data stream. The information that 
the signal carries may be, for example, analog or digital 
information. The signal may be transmitted over a variety of 
different wired or wireless links, as is known. The signal may 
be stored on a processor-readable medium. 
0321. It should be appreciated that in the above description 
of implementations various features are sometimes grouped 
together in a single implementation, figure, or description for 
the purpose of streamlining the disclosure and aiding in the 
understanding of one or more of the various aspects. This 
method of disclosure, however, is not to be interpreted as 
reflecting an intention that a claimed invention requires more 
features than are expressly recited in each claim. Rather, as 
the following claims reflect, inventive aspects may lie in less 
than all features of a single foregoing disclosed embodiment. 
Thus, it is understood that each of the claims also provides a 
separate implementation. 
0322. A number of implementations have been described. 
Nevertheless, it will be further understood that various modi 
fications may be made. For example, elements of different 
implementations may be combined, Supplemented, modified, 
or removed to produce other implementations. Further, 
operations may be interchanged among functional blocks. 
Additionally, one of ordinary skill will understand that other 
structures and processes may be substituted for those dis 
closed and the resulting implementations will perform at least 
Substantially the same function(s), in at least Substantially the 
same way(s), to achieve at least Substantially the same result 
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(s) as the implementations disclosed. Accordingly, these and 
other implementations are contemplated by this application 
and are within the scope of the following claims. 

1-26. (canceled) 
27. A method comprising: 
determining a priority of an inter-layer reference for a 

picture relative to one or more non-inter-layer references 
for the picture, wherein the inter-layer reference is of a 
different content type than the picture; and 

including the inter-layer reference in an ordered list of 
references for the picture based on the priority. 

28. The method of claim 27, further comprising determin 
ing the inter-layer reference for the picture based on depen 
dency information for the picture. 

29. The method of claim 27, further comprising using the 
inter-layer reference in a coding operation involving the pic 
ture. 

30. The method of claim 29, wherein the coding operation 
comprises encoding the picture based, at least in part, on the 
inter-layer reference. 

31. The method of claim 29, wherein the coding operation 
comprises decoding the picture based, at least in part, on the 
inter-layer reference. 

32. The method of claim 28, wherein the dependency infor 
mation for the picture is accessed from received syntax ele 
mentS. 

33. The method of claim 27, wherein the including further 
comprises including at least one of a temporal reference oran 
inter-view reference in the ordered list. 

34. The method of claim 30, wherein the encoded picture 
and one or more other pictures describe three-dimensional 
(3D) information for a given view at a given time, and the 
method further comprises: 

encoding the one or more other pictures; 
generating syntax elements that indicate how the encoded 

picture and the one or more other encoded pictures fit 
into a structure that Supports 3D processing, the struc 
ture defining content types for pictures; and 

generating a bitstream that includes the encoded picture, 
the one or more other encoded pictures, and the syntax 
elements, the inclusion of the syntax elements providing 
at a coded-bitstream level indications of relationships 
between the encoded picture and the one or more other 
encoded pictures in the structure. 

35. The method of claim 31, wherein the picture and one or 
more other pictures describe three-dimensional (3D) infor 
mation for a given view at a given time, and the method 
further comprises: 

accessing an encoding of the picture and encodings of the 
one or more other pictures from a bitstream, the multiple 
pictures describing different three-dimensional (3D) 
information for a given view at a given time; 

accessing syntax elements from the bitstream, the syntax 
elements indicating for the picture and the one or more 
other pictures how the picture and the one or more other 
pictures fit into a structure that Supports 3D processing, 
the structure providing a defined relationship between 
the picture and the one or more other pictures; 

decoding the one or more other encoded pictures; and 
providing the decoded picture and the one or more other 

decoded pictures in an output format that indicates the 
defined relationship between the decoded picture and 
the one or more other decoded pictures. 
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36. The method of claim 30, further comprising: 
generating a bitstream that includes the encoded picture. 
37. The method of claim 27, wherein the picture and the 

inter-layer reference are different pictures from a set that 
includes a two-dimensional (2D) video picture, a depth pic 
ture, an occlusion video picture, an occlusion depth picture, 
or a transparency picture. 

38. The method of claim 27, wherein the picture is an 
occlusion video picture and the inter-layer reference is a 
two-dimensional (2D) video picture. 

39. The method of claim 38, wherein the including further 
comprises including the inter-layer reference at the beginning 
of the ordered list of references for the occlusion video pic 
ture. 

40. The method of claim 27, wherein the picture is an 
occlusion depth picture and the inter-layer reference is a 
depth picture. 

41. The method of claim 40, wherein the including further 
comprises including the inter-layer reference at the beginning 
of the ordered list of references for the occlusion depth pic 
ture. 

42. The method of claim 27, wherein the picture is a trans 
parency picture and the inter-layer reference is a two-dimen 
sional (2D) video picture. 

43. The method of claim 42, wherein the including further 
comprises including the inter-layer reference at the end of the 
ordered list of references for the transparency picture. 

44. The method of claim 27, wherein the picture is a depth 
picture and the inter-layer reference is a two-dimensional 
(2D) video picture. 

45. The method of claim 44, wherein the including com 
prises including the inter-layer reference after available tem 
poral references and inter-view references in the ordered list 
of references for the depth picture. 

46. The method of claim 44, wherein the inter-layer refer 
ence is included at the end of the ordered list of references for 
the depth picture. 

47. The method of claim 27, wherein: 
the picture includes multiple portions that are encoded 

separately from each other, and 
the priority of the inter-layer reference is based on how 

frequently the inter-layer reference is used as a reference 
for the portions of the picture. 

48. The method of claim 28, wherein the determining of the 
inter-layer reference further comprises: 

determining whether the picture is a two-dimensional (2D) 
video picture and, if the picture is a 2D video picture, 
excluding any depth pictures as inter-layer references in 
the ordered list of references for the picture. 

49. The method of claim 27, wherein determining the pri 
ority and including the inter-layer reference are performed in 
one or more of an encoder or a decoder. 

50. The method of claim 27, wherein the inter-layer refer 
ence is a reference picture from a set of pictures that includes 
the picture, and the set of pictures is from a given time and a 
given view, and individual pictures in the set of pictures 
describe different three-dimensional information for the 
given time and the given view. 

51. An apparatus comprising: 
means for determining a priority of an inter-layer reference 

for a picture relative to one or more non-inter-layer 
references for the picture, wherein the inter-layer refer 
ence is of a different content type than the picture; and 
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means for including the inter-layer reference in an ordered 
list of references for the picture based on the priority. 

52. A processor readable medium having stored thereon 
instructions for causing a processor to perform at least the 
following: 

determining a priority of an inter-layer reference for a 
picture relative to one or more non-inter-layer references 
for the picture, wherein the inter-layer reference is of a 
different content type than the picture; and 

including the inter-layer reference in an ordered list of 
references for the picture based on the priority. 

53. An apparatus, comprising a processor configured to 
perform at least the following: 

determining a priority of an inter-layer reference for a 
picture relative to one or more non-inter-layer references 
for the picture, wherein the inter-layer reference is of a 
different content type than the picture; and 
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including the inter-layer reference in an ordered list of 
references for the picture based on the priority. 

54. An apparatus comprising: 
a three-dimensional video (3DV) reference buffer config 

ured to determine a priority of an inter-layer reference 
for a picture relative to one or more non-inter-layer 
references for the picture, wherein the inter-layer refer 
ence is of a different content type than the picture, and to 
include the inter-layer reference in an ordered list of 
references for the picture based on the priority. 

55. The apparatus of claim 54, further comprising one or 
more coders configured to use the inter-layer reference in a 
coding operation involving the picture, and 

wherein the 3DV reference buffer is further configured to 
determine the inter-layer reference for the picture based 
on dependency information for the picture. 

c c c c c 


