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Abstract: An indication of a mode for a job is received. An available power for the job is determined based on the mode. A first power for the job is allocated based on the available power. A first frequency for the job is determined based on the available power. The first power is adjusted based on the available power.
A POWER AWARE JOB SCHEDULER AND MANAGER FOR A DATA PROCESSING SYSTEM

CROSS-REFERENCE TO RELATED APPLICATIONS


FIELD

Embodiments as described herein relate to a field of electronic device manufacturing, and in particular, to data processing systems.
BACKGROUND

Generally, a High Performance Computing (HPC) system performs parallel computing by simultaneous use of multiple nodes to execute a computational assignment referred to as a job. Each node typically includes processors, memory, operating system, and I/O components. The nodes communicate with each other through a high speed network fabric and may use shared file systems or storage. The job is divided in thousands of parallel tasks distributed over thousands of nodes. These tasks synchronize with each other hundreds of times a second. Usually an HPC system consumes megawatts of power.

Conventional high performance computing (HPC) systems HPC and other big data systems are agnostic to power. A top HPC system consumes about 20 Mega watt (MW) power delivering 33petaflops (PF) of performance. This performance is expected to grow at about an exponential rate while available power is expected to stay at or below about 20MW. Typically, power allocation is not likely to be 20 MW and may change as often as every 15 minutes.

An existing HPC job scheduler cannot limit the HPC job power with deterministic performance. A typical job scheduler simply sets a power cap for a job. Nodes of the HPC system running the same job may run at different frequencies resulting in imbalance and undeterministic behavior.

Currently, the job's power cap is fixed, even though the facility power allocation may change, some jobs may be completed, and some jobs may be suspended. The current HPC systems do not dynamically change the job's power cap based on facility power limit and suspended job priority.

In conventional HPC systems, a system level power limit is achieved by limiting power to jobs. Typically, a computation work is divided into thousand of chunks and is distributed to thousands of nodes. These nodes synchronize with each other hundreds of times a second before making a forward progress. A slowest node in the system makes all other nodes to wait. The traditional approach to address this challenge is to run all nodes at the same frequency. Based upon computation the power consumed by nodes can go up and down. In conventional HPC systems, to ensure that the job does not consume more power than the power allocated for that job it is assumed that all nodes will consume maximum power and a lowest frequency for all nodes is selected. However, this means that some of the nodes in the system need to operate at a reduced frequency even if the system has a power headroom. In conventional system a job is not using all the power allocated or reserved for that job. This allocated and unused power is called stranded power. The non-zero stranded power is a waste of critical and scarce energy resources.
BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention may best be understood by referring to the following description and accompanying drawings that are used to illustrate embodiments of the invention. In the drawings:

Figure 1 is a block diagram illustrating power inputs to a data processing system according to one embodiment.

Figure 2 is a view illustrating a user interface to provide user inputs to schedule a job according to one embodiment.

Figure 3 is an exemplary block diagram of logic to provide power management according to one embodiment.

Figure 4 is a block diagram illustrating a data processing system to manage a job using power monitoring information according to one embodiment.

Figure 5A is a block diagram illustrating a data processing system comprising a power aware launch time job scheduler and a run-time job manager according to one embodiment.

Figure 5B is a flowchart of a method to operate a data processing system according to one embodiment.

Figure 5C is a flowchart of a method to provide a power aware job scheduler and manager according to one embodiment.

Figure 6 shows a table illustrating an algorithm to set uniform frequencies for four job modes when power monitoring is available according to one embodiment.

Figure 7 shows a table illustrating an algorithm to set uniform frequencies for four job modes when power monitoring is not available according to one embodiment.

Figure 8 illustrates power margins for a power aware scheduler and manager according to one embodiment.

Figure 9A is a view showing exemplary calibration tables for a power aware job scheduler and manager to dynamically allocate power for a job according to one embodiment.

Figure 9B is a flowchart of a method to allocate power to a job according to one embodiment.

Figure 9C is a flowchart of a method to allocate power to a job according to another embodiment.
Figure 9D is a flowchart of a method to reduce power to a job according to one embodiment.

Figure 9E is a flowchart of a method to terminate a job according to one embodiment.

Figure 9F is a flowchart of a method to rebalance power to accommodate more jobs according to one embodiment.

Figure 9G is a flowchart of a method to reduce power to jobs according to another embodiment.

Figure 9H is a flowchart of a method to provide a power aware job scheduler and job managers according to one embodiment.

Figure 10 shows an example of performance of the system with and without power monitoring according to one embodiment.

Figure 11 shows a table illustrating a mixed mode configuration having jobs running at the same time in different modes according to one embodiment.

Figure 12 shows results of the mixed mode configuration shown in Figure 11 according to one embodiment.

Figure 13 shows a table illustrating a configuration having two jobs in different modes running at the same time in accordance to one embodiment.

Figure 14 illustrates effect of time varying system power limit (Ps) on the configuration shown in Figure 13 according to one embodiment.

Figure 15 shows an effect of time varying Ps for two cases depicted in Figure 13 according to one embodiment.

Figure 16 illustrates adaptability of a job running in an auto mode to varying Ps according to one embodiment.

Figure 17 is a view showing a ratio of frequency for a job in an auto mode to a frequency for the job in a fixed frequency mode for the same workload versus an available system power (Ps) according to one embodiment.

Figure 18 is a graph showing a percentage increase in time to complete for a job in an auto mode relative to the job in a fixed frequency mode according to one embodiment.

Figure 19 illustrates a data processing system in accordance with one embodiment.
DETAILED DESCRIPTION

Methods and apparatuses to provide a power aware job scheduler and manager to operate a HPC system within power limits with high energy efficiency are described. To support operation under a power limit (cap) a HPC job launch-time scheduler and run-time manager, as described herein is power aware to deliver best performance within a fixed power budget. As a facility power allocation changes, some jobs complete or get suspended, a power aware job launch-time scheduler and run-time manager as described herein advantageously adjusts a job power allocation to provide jobs with a temporary span of power cap increase.

In the following description, various aspects of the illustrative implementations will be described using terms commonly employed by those skilled in the art to convey the substance of their work to others skilled in the art. However, it will be apparent to those skilled in the art that the present invention may be practiced with only some of the described aspects. For purposes of explanation, specific numbers, materials and configurations are set forth in order to provide a thorough understanding of the illustrative implementations. However, it will be apparent to one skilled in the art that the present invention may be practiced without the specific details. In other instances, well-known features are omitted or simplified in order not to obscure the illustrative implementations.

Various operations will be described as multiple discrete operations, in turn, in a manner that is most helpful in understanding the present invention, however, the order of description should not be construed to imply that these operations are necessarily order dependent. In particular, these operations need not be performed in the order of presentation.

While certain exemplary embodiments are described and shown in the accompanying drawings, it is to be understood that such embodiments are merely illustrative and not restrictive, and that the embodiments are not restricted to the specific constructions and arrangements shown and described because modifications may occur to those ordinarily skilled in the art.

Reference throughout the specification to "one embodiment", "another embodiment", or "an embodiment" means that a particular feature, structure, or characteristic described in connection with the embodiment is included in at least one embodiment. Thus, the appearance of the phrases, such as "one embodiment" and "an embodiment" in various places throughout the specification are not necessarily all referring to the same embodiment. Furthermore, the particular features, structures, or characteristics may be combined in any suitable manner in one or more embodiments.

Moreover, inventive aspects lie in less than all the features of a single disclosed embodiment. Thus, the claims following the Detailed Description are hereby expressly
incorporated into this Detailed Description, with each claim standing on its own as a separate embodiment. While the exemplary embodiments have been described herein, those skilled in the art will recognize that these exemplary embodiments can be practiced with modification and alteration as described herein. The description is thus to be regarded as illustrative rather than limiting.

Methods and apparatuses to provide a power aware job scheduler and manager described herein dynamically allocate power budgets to jobs and provide dynamic control of power budgets during a job lifetime that advantageously increases the probability of launching a job earlier, causes a job to run faster, and reduces a stranded power comparing with the conventional systems. In at least some embodiments, the power allocation for a job depends upon a user's choice, for example, whether a job can be subjected to any power limit, whether a job can be suspended when system power allocation falls below a predetermined threshold, or any combination thereof. In at least some embodiments, to start a job a power needed for a job is estimated using one of power estimation techniques as described in a related US Patent Application No. 14/582,795 (Attorney docket number 42P73498) entitled "METHODS AND APPARATUS TO ESTIMATE POWER PERFORMANCE OF A JOB THAT RUNS ON MULTIPLE NODES OF A DISTRIBUTED COMPUTER SYSTEM" filed December 24, 2014, and using one of power calibration techniques as described in a related US Patent Application No. 14/582,783 (Attorney docket number 42P74562) entitled "METHOD AND APPARATUS TO GENERATE AND USE POWER, THERMAL AND PERFORMANCE CHARACTERISTICS OF NODES TO IMPROVE ENERGY EFFICIENCY AND REDUCING WAIT TIME FOR JOBS IN THE QUEUE" filed December 24, 2014.

In at least some embodiments, a uniform frequency of all nodes performing a job is changed dynamically based upon a power headroom (an available power) of the system. The uniform frequency on each node running the same job is used. HPC domain experts fine-tuned their applications at uniform frequencies. The power aware scheduler and manager advantageously do not incur any additional imbalance, as described in further detail below.

In at least some embodiments, a job power, a system power, a job's completion and a job suspension status are monitored using one or more monitoring techniques, as described in a related US Patent Application No. 14/582,756 (Attorney docket number 42P74568) entitled "PROFILING A JOB POWER AND ENERGY CONSUMPTION FOR A DATA PROCESSING SYSTEM" filed December 24, 2014. The live jobs' power caps are adjusted dynamically based on the monitoring. This advantageously maximizes performance of live jobs.
As the HPC facility power limits change, the jobs' power caps dynamic adjustment advantageously guarantees optimum throughput for the system.

In at least some embodiments, a power aware job scheduler and manager interfaces with a power calibrator (described in a related US Patent Application No. 14/582,783 (Attorney docket number 42P74562) entitled "METHOD AND APPARATUS TO GENERATE AND USE POWER, THERMAL AND PERFORMANCE CHARACTERISTICS OF NODES TO IMPROVE ENERGY EFFICIENCY AND REDUCING WAIT TIME FOR JOBS IN THE QUEUE" filed December 24, 2014) and a power estimator (described in a related US Patent Application No. 14/582,783 (Attorney docket number 42P74562) entitled "METHOD AND APPARATUS TO GENERATE AND USE POWER, THERMAL AND PERFORMANCE CHARACTERISTICS OF NODES TO IMPROVE ENERGY EFFICIENCY AND REDUCING WAIT TIME FOR JOBS IN THE QUEUE" filed December 24, 2014) to obtain a workload maximum power(Pmax), a workload minimum power(Pmin), a workload average power (Pavg) and a platform maximum power (PMP), as described in further detail below. As the power aware job scheduler and manager uses realistic inputs from calibrator and estimator, a power regulation guard band is advantageously minimized and performance of the system is maximized.

In one embodiment, a uniform frequency per job power regulation is provided. All nodes running the job are at a same frequency, so imbalance is not incurred. A per job power cap is set dynamically based on at least one of a facility power capability and a suspended job priority. The power aware job scheduler and manager interfaces with a launch time and run time power calibrator and estimator to make power aware scheduling more accurate relative to the conventional systems.

In at least some embodiments, a method to limit a power consumption for a data processing system and a job is described. The power for a job is limited in the system having all nodes running at a common frequency, as described in further detail below.

Figure 1 a block diagram 100 illustrating power inputs to a data processing system 101 according to one embodiment. The data processing system 101 comprises a plurality of nodes-e.g., one or more head nodes 102, one or more compute nodes, such as a central processing unit (CPU) node 103 and a CPU node 104, one or more input-output (IO) nodes 105, one or more operating system (OS) nodes, and other nodes- coupled to a high speed fabric 106. In one embodiment, head node 102 comprises one or more operating system (OS) nodes. The high-speed fabric may be a network topology of nodes interconnected via one or more switches. In one embodiment, each of the nodes, such as nodes 103, 104 and 105 comprises one or more processors, one or more controllers, or both coupled to a memory. Head node 102 comprises a
resource manager having at least a portion of a power aware job scheduler and manager 113 stored in the memory. In at least some embodiments, the resource manager is a distributed resource manager that runs on multiple nodes. In alternative embodiments, the resource manager runs on one or more head nodes, one or more CPU nodes, one or more IO nodes, or any combination thereof. In one embodiment, power aware job scheduler and manager 113 is configured to receive an indication of a mode for a job, to determine an available power for the job based on the mode and to allocate a power for the job based on the available power. In one embodiment, the power aware job scheduler and manager 113 is configured to determine a uniform frequency for the job based on the available power. In one embodiment, the power aware job scheduler and manager 113 is configured to determine the available power for the job based on at least one of a monitored power, an estimated power, and a calibrated power. The power-aware job scheduler and manager 113 is configured to receive information regarding power consumption, to distribute the power budget to each job, and to implement a uniform frequency mechanism to limit power, as described in further detail below.

In one embodiment, head node 102 comprises a power monitor (not shown), as described in the U.S. Patent Application No. 14/582,756 (Attorney Docket No. 42P74568) entitled PROFILING A JOB POWER AND ENERGY CONSUMPTION FOR A DATA PROCESSING file December 24, 2014; a power estimator (not shown) described in the U.S. Patent Application No. 14/582,795 (Attorney Docket No. 42P73498) entitled METHODS AND APPARATUS TO ESTIMATE POWER PERFORMANCE OF A JOB THAT RUNS ON MULTIPLE NODES OF A DISTRIBUTED COMPUTER SYSTEM, filed December 24, 2014; and a power calibrator (not shown) described in the U.S. Patent Application No. 14/582,783 (Attorney Docket No. 42P74562) entitled METHOD AND APPARATUS TO GENERATE AND USE POWER, THERMAL AND PERFORMANCE CHARACTERISTICS OF NODES TO IMPROVE ENERGY EFFICIENCY AND REDUCING WAIT TIME FOR JOBS IN THE QUEUE, filed December 24, 2014. In one embodiment, one or more CPU nodes, such as CPU node 103 comprises a portion (not shown) of the power aware job scheduler and manager 113 stored in a memory. In one embodiment, one or more IO nodes 105 comprise a portion (not shown) of power aware job scheduler and manager 113 stored in a memory. A plurality of power inputs, such as inputs 108, 109, 110, 111 and one or more inputs 112 are provided to the system 101. Input 108 comprises data about a system power allocation (Psys). Input 109 comprise a power policy for a job X; input 110 comprises a power policy for a job Y, input 111 comprises a power policy for a job N from one or more users, such as a user 116. Input 112 comprises one or
more administrative policies for a job, a job scheduler, a job launcher and rest of the resource
manager, a data processing system, or any combination thereof.

In one embodiment, high speed fabric 106 is a network, e.g., an Ethernet, an Omni-
Path, an InfiniBand, or other network. One or more 10 nodes 105 are coupled to one or more
storage nodes 107. The storage node 104 may comprise a non-persistent storage such as volatile
memory (e.g., any type of random access memory "RAM"); a persistent storage such as non-
volatile memory (e.g., read-only memory "ROM", power-backed RAM, flash memory, phase-
change memory, etc.), a solid-state drive, a hard disk drive, an optical disc drive, a portable
memory device, or any combination thereof.

In one embodiment, one or more storage nodes 107 are a part of the system 100. In
another embodiment, the one or more storage nodes 107 are coupled to the one or more nodes
105 via a network. In one embodiment, system 100 is a HPC system. In another embodiment,
the system 100 is a cloud computing system. In one embodiment, system 100 is a HPC cluster
system having thousands of nodes to run a job. In yet another embodiment, system 100 is an
enterprise network system, or any other data processing system.

The head node 102 may provide a gateway to accessing the compute nodes, e.g.,
compute nodes 103 and 104. For example, prior to submitting a job for processing on the
compute nodes, a user may be required to log-in to the systemlOO which may be through the
head node 102. In one embodiment, the head node 102 may accept jobs submitted by users and
assist in the launching and managing of jobs being processed by the compute nodes.

In one embodiment, the compute nodes provide the bulk of the processing and
computational power. The I/O nodes may provide an interface between the compute nodes and
external devices (e.g., separate computers) that may provide input to the system 100 or receive
output from the HPC system.

The system power allocation ($P_{sys}$) may be provided to the system 100 by, for
example, a utility management facility (e.g., as determined by a system administrator or
management software such as a datacenter manager). Typically, the $P_{sys}$ is used to run one or
more of the jobs requested by one or more users. Each job includes a power policy to assist the
system 100 in allocating power for the job and aid in the management of the one or more jobs
being run by the system 100.

In addition, the administrative policies guide the management of running the jobs by
providing an over-arching policy that defines the operation of the system 100. Examples of
policies that may be included in the administrative policies 112 include, but are not limited or
restricted to, (1) maximize utilization of all hardware and software resources (e.g., instead of
running fewer jobs at high power and leaving resources unused, run as many jobs as possible to
use as much of the resources as possible); (2) a job with no power limit is given the highest
priority among all running jobs; and/or (3) suspended jobs are at higher priority for resumption.
Such administrative policies govern the way the system 100 may schedule, launch, suspend and
re-launch one or more jobs.

In one embodiment, a power availability for the system 100 is determined to reserve
power for jobs that have started and cannot be suspended. The power aware scheduler is used to
manage jobs with and without power limits. A power-aware scheduler is used to estimate the
power required to run a job. Power-performance calibration of nodes is used to develop such an
estimate. In one embodiment, the power estimate is determined based upon power-performance
data collected on sample workloads or past runs of the job. Although the
estimate may have a built-in guard band, actual power consumption of the job can be different.
Job-level power monitoring assesses differences between the estimate and actual power
consumption. Such assessments create opportunities to fine-tune power allocations to each job.

Generally, a power policy is a control mechanism used to ensure that the power
consumed by a job stays within the job allocation. Power monitoring influences the power
policy. Lack of power monitoring may need heavy power allocation guard bands so that the job
does not consume more power than the allocation. This heavy allocation will need to be equal to
or greater than the maximum power for a worst case workload.

Figure 2 is a view illustrating a user interface 200 to provide user inputs to schedule a
job according to one embodiment. User inputs comprise a mode selection for a job. A mode
selection for the job comprises an indication about whether the job is subjected to a power limit,
an indication about a power limit policy for the job, an indication about a suspension policy for
the job, or any combination thereof. The user interface 200 comprises a display area 210, 220
and 230. The display area 210 allows a user to designate whether the job is subjected to a power
limit. As shown in Figure 2, a selection "Yes" 201 indicates that the job has a power limit, and a
selection "No" 202 indicates that the job does not have a power limit.

The display area 220 pertains to the selection of one of a predetermined power-limiting policy when the user permits the job to be subjected to power-limiting. A selection 203
indicates that the policy to limit power is a fixed frequency policy ("Fixed Frequency"), in which
the user designates a particular frequency 208 at which the one or more nodes on which the job
will run should operate. A selection 204 indicates that the policy is a minimum job power policy
("Minimum Power Mode") according to which the user designates a minimum power 211 to be
supplied to the one or more nodes on which the job will run. A selection 205 indicates that the
policy is a maximum job power policy ("Maximum Power Mode") according to which the user designates a maximum power 212 to be supplied to the one or more nodes on which the job will run. A selection 209 indicates that the policy is an auto mode ("Auto Mode") according to which the frequency at which the one or more nodes operate to run the job, the power supplied to the one or more nodes on which the job is running, or both can be dynamically adjusted based on a power allocation for a job.

The display area 230 pertains to the selection of whether the job may be suspended during processing. A selection "Yes" 206 indicates that the job can be suspended. A selection "No" 207 indicates that the job cannot be suspended. In one embodiment, the job is suspended using one of job suspension techniques described in a related US Patent Application No. 14/582,772 (Attorney docket number 42P74566) entitled "METHODS AND APPARATUS TO MANAGE JOBS THAT CAN AND CANNOT BE SUSPENDED WHEN THERE IS A CHANGE IN POWER ALLOCATION TO A DISTRIBUTED COMPUTER SYSTEM" filed December 24, 2014.

A user interface screen is not the only method for a user to provide the data processing system 100 with input parameters such as, for example, a power policy, a minimum required frequency, a minimum required power, a maximum power and/or whether the job may be suspended. Alternatively, such parameters may be provided to the system 100 as part of the job submission and/or as a configuration file (e.g., a text file). In yet another embodiment, such parameters may be set by a system administrator, a facility manager/administrator and/or predetermined as part of a user's account with the system 100. In yet another embodiment, such parameters may be set using a job. For example, if the job does not support check pointing, the job cannot be suspended.

In one embodiment, a uniform frequency for the job is determined based on the available power. In one embodiment, the uniform frequency for the job is determined using one of the nodes selected by a user. All processors of the nodes running the same job operate at the same uniform frequency. Uniform frequency power-limiting can be exercised different ways depending on how the frequency is selected and whether the same frequency is maintained throughout the job. Four policies for executing a job at a uniform frequency are used to determine the job frequency: a) a user selects a frequency of operation for the duration of a job (a fixed frequency mode), b) a user specifies a minimum power level to be allocated to a job (a minimum power mode), c) a user specifies a maximum power level to be allocated to a job, d) a user specifies an auto mode for a job. With one of an auto mode, a minimum power and a
maximum power mode, the power aware job scheduler and workload manager adjusts the uniform frequency for the job based upon a power headroom.

Figure 3 is an exemplary block diagram of logic 300 to provide power management according to one embodiment. In one embodiment, a logic 300 is a part of the system 100. The logic 300 comprises a resource manager 301 to schedule and launch jobs, a calibrator 306, an estimator 305, and one or more job managers 312. Resource manager 301 comprises a power aware job scheduler 302 coupled to a power aware job launcher 303. In one embodiment, each job has a job manager. In one embodiment, resource manager 301 is a part of a head node, such as head node 102 depicted in Figure 1. In one embodiment, power aware job scheduler 113 depicted in Figure 1 represents at least a portion of the resource manager 301.

Resource manager 301 receives a plurality of inputs, e.g., one or more utility rules 308, one or more facility rules 309, a user policy input 310 and an administrator policy input 311, inputs from estimator 305, calibrator 306, and power aware selector of nodes 307. Estimator 305 is configured to estimate power and performance of a job, e.g., job 304. The estimator 305 provides the resource manager 301 with estimates of power consumption for each job enabling the resource manager 301 to efficiently schedule and monitor each job requested by one or more job owners (e.g., users). The estimator 305 may provide a power consumption estimate based on, for example, maximum and average power values stored in a calibration database, wherein the calibration database is populated by the processing of the calibrator 306. In addition, the minimum power required for each job may be considered. Other factors that may be used by the estimator 305 to create a power consumption estimate include, but are not limited or restricted to, whether the owner of the job permits the job to be subject to a power limit, the job power policy limiting the power supplied to the job (e.g., a predetermined fixed frequency at which the job will run, a minimum power required for the job, or varying frequencies and/or power supplied determined by the resource manager 301), the startup power for the job, the frequency at which the job will run, the available power to the system 100, the allocated power to the system 100, or both. In one embodiment, estimator 305 represents one of estimators described in a related US Patent Application No. 14/582,795 (Attorney docket number 42P73498) entitled "METHODS AND APPARATUS TO ESTIMATE POWER PERFORMANCE OF A JOB THAT RUNS ON MULTIPLE NODES OF A DISTRIBUTED COMPUTER SYSTEM" filed December 24, 2014.

Calibrator 306 is configured to calibrate power and performance of nodes of the data processing system. The calibrator 306 calibrates the power, thermal dissipation and performance of each node within the data processing system 100. The calibrator 306 may provide a plurality
of methods for calibrating the nodes within the HPC system 306. In one embodiment, the calibrator 306 may provide a method of calibration in which every node within the system 100 runs a sample workload (e.g., a mini-application and/or a test script) so the calibrator 306 may sample various parameters (e.g., power consumed) at predetermined time intervals to determine, for example, (1) the average power, (2) the maximum power, and (3) the minimum power for each node. In addition, the sample workload may be run on each node at every operating frequency of the node.

In another embodiment, the calibrator 306 may provide a method of calibration in which calibration of one or more nodes occurs during the run-time of a job. In such a situation, the calibrator 306 may sample the one or more nodes on which a job is running (e.g., processing). The calibrator 306 obtains power measurements of each node during actual run-time. In one embodiment, calibrator 306 represents one of power calibrators described in a related US Patent Application No. 14/582,783 (Attorney docket number 42P74562) entitled "METHOD AND APPARATUS TO GENERATE AND USE POWER, THERMAL AND PERFORMANCE CHARACTERISTICS OF NODES TO IMPROVE ENERGY EFFICIENCY AND REDUCING WAIT TIME FOR JOBS IN THE QUEUE." filed December 24, 2014.

In one embodiment, the interface between the power calibrator and estimator is as follows: PMP (PlatformMaxPower): for each available frequency (e.g., 1.2GHz through a nominal frequency (PI frequency), and a turbo frequency), a maximum power for a node (node PMP) is determined. Pmax: is the max node power over the job lifetime. Pmin: is the min node power over the job lifetime. Pavg: is the average node power over the job lifetime. The PMP is workload independent. Pmax, Pmin and Pavg are workloads dependent.

Each job requested by a user (e.g., the owner of the job) is accompanied by a user policy input 310. The user policy includes at least a decision on whether the job 304 may be subjected to a power limit, if a power limit is permitted the policy to limit the power (e.g., a fixed frequency, minimum power required, or varying frequency and/or power determined by the resource manager 301), and whether the job 301 may be suspended, as described with respect to Figure 2.

Power aware selector of nodes 303 is configured to select nodes to run a job, e.g., job 304. In alternative embodiments, power aware selector of nodes 303 selects nodes based on the job, e.g. a job power allocation, a job configuration parameter, a job communication latency, a distance, a number of hopes, other criteria, or any combination thereof. For example, a user can specify how many cores, threads, or both are needed to run the job. For example, the user can state that the communication latency needs to be within a bound, such that the selected nodes
needs to be within a limited distance (or hops of network fabric). Resource manager 301 uses power aware job scheduler 302 and power aware job launcher 303 to schedule and launch a job 304 based on the received inputs, e.g., one or more of the inputs 305, 306, 307, 308, 309, 310, 311. In one embodiment, the resource manager 301 is a software object that is responsible for allocation of compute and I/O resources for interactive and batch jobs that the users want to run. Typically, the resource manager 301 is also responsible for scheduling the jobs out of the job queue and launching the jobs to run as scheduled.

Generally, a user submits a program to be executed ("job") to a queue. The job queue refers to a data structure containing jobs to run. In one embodiment, the power aware job scheduler 302 examines the job queue at appropriate times (periodically or at certain events e.g., termination of previously running jobs) and determines if resources including the power needed to run the job can be allocated. In some cases, such resources can be allocated only at a future time, and in such cases the job is scheduled to run at a designated time in future.

When a job is scheduled to run, the job launcher 303 picks the job from the queue, and after determining that the appropriate resources (e.g., compute nodes, network, time) are allocated, the job launcher 303 spawns processes using the allocated resources to start the job in accordance with the inputs (e.g., job policy, power mode, and other input parameters) specified by the user. Job launcher 303 also can have a prologue and epilogue tasks that are performed prior to launching a job and upon termination of a job, respectively. The prologues and epilogues are used to set up the state of the computers and remove the states after the run.

A job manager 312 is configured to control job 304 to stay within an allocated power budget for the job, as described in further detail below. In one embodiment, job manager 312 is responsible for operating a job within the constraints of one or more power policies after the job has been launched. In one embodiment, job manager 312 is used to control power performance of all components (e.g., nodes, or other components) involved in execution of a job as per policies specified by at least one of the user and administrator.

Figure 4 is a block diagram illustrating a data processing system 400 to manage a job using power monitoring information according to one embodiment. Data processing system comprises a head node 401 coupled to one or more nodes, such as a node 402 and a node 403. In one embodiment, head node 401 represents head node 102. In one embodiment, node 402 is a compute node. In one embodiment, node 402 represents compute node 103. In another embodiment, node 102 is an I/O node. In another embodiment, I/O node 403 represents I/O node 105. Head node 401 comprises a resource manager 406 coupled to a job manager 404. In one
embodiment, head node 401 acts as a cluster controller to provide a power aware job scheduler and manager.

Generally, each of the resource manager 406 and job manager 404 may be on the head node alone, or distributed over multiple nodes. In one embodiment, resource manager 406 represents resource manager 301. In one embodiment, job manager 404 represents a portion of job manager 312. In one embodiment, each of resource manager 406 and job manager 404 is on one or more head nodes. In another embodiment, each of resource manager 406 and job manager 404 is distributed on head nodes and compute nodes. In one embodiment, the resource manager 406 and job manager 404 are configured to collect job power data, as described in US Patent Application No. 14/582,756 (Attorney docket number 42P74568) entitled "PROFILING A JOB POWER AND ENERGY CONSUMPTION FOR A DATA PROCESSING SYSTEM" filed December 24, 2014. In one embodiment, the resource manager 406 and job manager 404 are configured to collect job power data by reading sensors. In another embodiment, the resource manager 406 and job manager 404 are configured to collect job power data by reading from a database (e.g., database 405). In yet another embodiment, the resource manager 406 and job manager 404 use other parameters, e.g., utilization, bandwidth, power specifications to develop an estimate for power consumption. In more specific embodiment, resource manager 406 gathers power information using an Intelligent Platform Management Interface (IPMI) protocol. In more specific embodiment, job manager 404 accesses a job power database 405 to store or obtain the power information for a job. In one embodiment, job power database 405 is a part of head node 401. In another embodiment, job power database 405 is coupled to head node 401 via a network.

Node 402 comprises a job manager 407. In one embodiment, job manager 407 is on one or more compute nodes. In another embodiment, job manager 407 is distributed on one or more head nodes and one or more compute nodes. Job manager 407 is coupled to job manager 404 and resource manager 406. Job data including a job power and a job frequency are communicated between job manager 404 and job manager 407. Other power data including a node power, network utilization, network bandwidth are communicated between job manager 407 and resource manager 406. In one embodiment, job manager 407 represents a portion of job manager 312. In one embodiment, each of job manager 404 and job manager 407 comprises an agent (an application, or any other computer program) stored in a memory and executed by a processor to report an input power, an output power, or both for a job. Job manager 407 is coupled to an interface 412 to obtain power data for a job. In one embodiment, the power data comprises a node power, a processor power and a memory power for a job. In one embodiment, interface 412 is an IPMI interface. Job manager 407 is coupled to a processor 410 via a storage...
device 411. In one embodiment, processor 410 is a CPU. In alternative embodiments, processor 410 is a graphics processing unit (GPU), a digital signal processor (DSP), or any other processor. In one embodiment, the processor frequency value is communicated between the job manager 407 and storage device 411. In one embodiment, storage device 411 comprises an operating system (OS) model specific register (MSR) module, or other storage device. In one embodiment, job manager 407 obtains and sets processor register values related to the processor frequency via the OS MSR module.

Figure 5A is a block diagram 500 illustrating a data processing system comprising a power aware launch time job scheduler and a run-time job manager 501 according to one embodiment. Power aware launch time job scheduler and a run-time job manager 501 comprises a node selector 507 coupled to a power estimator 508 coupled to a power allocator 509. Power aware job scheduler and manager 501 receive at least one of the facility power and system power 502 and monitored power 511. Power aware job scheduler and manager 501 receives one or more jobs without power limit 505 and one or more jobs with at least one of a power limit and a mode input 506. The facility power and system power 502 are received from an energy producer 504 in response to the system's request via an interface 512. The interface 512 can be for example, a demand/response interface, or any other appropriate interface. In one embodiment, power estimator 508 estimates the power for a job using a power calibration 503. Node selector 507 selects one or more nodes to run a job based at least on one of the facility power and system power 502 and monitored power 511. Power allocator 509 allocates power for the job based on at least one of the node selection and power estimation. Power aware job scheduler and manager 501 controls a power performance of jobs 510.

In one embodiment, the resource manager comprising the power aware job scheduler and manager is configured to manage jobs, maintain a power budget and manage power-constrained energy efficiencies in real time.

In one embodiment, the functions of a power-aware resource manager are:

- Run jobs while maintaining the average power consumption of the system at or slightly below the provisioned power level;
- Maximize performance and energy efficiency of a job by using all of the allocated power;
- Reduce waste by operating unused resources in a sleep state; and
- Manage power consumption ramps to a facility specification.

**Description of terms**

Provisioned power to a system (P\textsubscript{SYS})
P\textsubscript{SYS} is the power allocation for a system comprising compute nodes, 10 nodes, one or more head nodes (e.g., OS nodes), network switches, and a storage system. In one embodiment, the demand/response interface 512 determines P\textsubscript{SYS}.

**Available power for a system**

A power-aware scheduler is used to distribute P\textsubscript{SYS} among various jobs. Power available for distribution depends upon pre-allocated power and monitoring. Without monitoring: Available power = (P\textsubscript{SYS} - allocated power). With monitoring: Available power = (P\textsubscript{SYS} - power consumed by the system - guard band).

**Platform Max Power (PMP)**

When monitoring is not used, the power aware scheduler is forced to allocate power based on the maximum power any job could use. This maximum job power is based on the node's Platform Maximum Power (PMP). PMP is measured by running a program for a worst case workload.

**Startup power for a job**

A job needs a minimum power allocation, or a startup power, to start or resume from suspension. The power aware scheduler estimates the startup power. Without monitoring, the startup power is the PMP. With monitoring, the startup power can be determined based upon calibration. When the available power is less than the startup power, the job cannot start.

**Minimum required power (MRP) for a job**

A scheduler may not be able to suspend or kill certain jobs due to inadequate power. There are two categories of such "special" jobs: jobs with no power limit and jobs that cannot be suspended. The power aware scheduler reserves power for such jobs before distributing the remaining power to rest of the jobs. The amount of reserved power for each "special" job is called the Minimum Required Power (MRP). For jobs with a power limit, MRP is one of a PMP or a workload max power. For a job that cannot be suspended the MRP is the power necessary to operate the job at the lowest frequency. MRP is zero for all other jobs. In one embodiment, jobs that run without a power limit are not affected by a reduction in P\textsubscript{SYS}. Jobs that can be suspended may get suspended when P\textsubscript{SYS} reduces. Jobs that cannot be suspended may drop to the lowest frequency. P\textsubscript{SYS} may even drop to such a low level that the system cannot continue to run the "special" jobs. This could happen when the utility reduces its power allocation or a failure occurs in the power-delivery or cooling infrastructure. This can be avoided by using the demand/response interface to communicate the MRP for the system while ensuring high reliability and availability of the infrastructure.

**Allocated power for a job**
The resource manager allocates a power budget for a job. The allocation is used for two purposes: a) to determine available power for the system, and b) to take action for those cases when consumed power significantly differs from allocated power.

Stranded Power

Ideally, a job uses the entire power budget for computation. In reality, the consumption may be less. When power is allocated to a job, it is unavailable for other jobs. When the job does not use all the allocated power, the performance of the system is impacted. The difference between allocated and actual consumption is stranded power. Stranded power is unused and unavailable to generate the performance of the system, and thus wasted. The power aware job scheduler and manager described herein minimize stranded power.

Determining power for a system (PSYS)

In one embodiment, PSYS is derived from the power allocation to the facility, distribution losses within the facility, voltage conversion losses outside of the server, power needed to cool the system, or any combination thereof. In another embodiment, the value of PSYS is provided as a scheduler parameter.

Estimation of power needed to run a job

Before a scheduler can start a job, it is estimated how much power is needed. The power estimate is governed by at least one of the following conditions: a) power and performance calibration of a node, b) the ability to monitor job level power, and c) a user- selection of a power policy to limit power for a job.

Node calibration

Although the data processing system may use thousands of "identical" nodes, the power and performance characteristics may vary widely between nodes. Variations in hardware and the environment could result in different levels of power consumption of otherwise identical nodes running the same job at the same frequency.

Conversely, when hardware power limiting mechanisms force the consumption of each node to be the same, the performance of those nodes may differ. Node-level power and performance calibration enables the power aware job scheduler to generate less conservative power estimates for better decisions. In one embodiment, a program is run for a worst case workload, and the PMP of each node at each operating frequency is measured. In another embodiment, the processor frequency is varied across a plurality of representative mini-applications. For each frequency an average power, a maximum power, a power deviation, and a time to completion of the job are stored in a database.
A node calibration database is used to estimate job power. Without dynamic power monitoring, the scheduler has to presume that the job requires PMP. Monitoring provides closed-loop control and a power estimate less than PMP. With power monitoring, even an inflexible policy with limited control knobs can base an estimate on workload maximum power. Flexible controls enable dynamic job power management. Startup power becomes workload average power. The scheduler will also need to estimate the minimum required power (MRP) for jobs that cannot be suspended. The scheduler simply sums the estimates for each node to generate the job estimate. This process can be refined by considering differences between sample and actual workloads.

**User preference for job power allocation**

The user can specify job priorities and power and energy policies. The exemplary policies are: a) whether or not a job should be subjected to a power limit; b) whether or not the job can be suspended; and c) for a job with a power limit, the user also selects one of a plurality of modes to enforce the limit.

**Methods to maintain job power within a limit**

The user indicates whether a job power can be limited. In one embodiment, the job power is maintained within a power limit based on a selection of a mode by a user, as described with respect to Figure 2.

Figure 5B is a flowchart of a method 520 to operate a data processing system according to one embodiment. At operation 521 a selection of a mode for a job is received, as described above. At operation 522 an available power for the job is determined based on the mode. In one embodiment, the available power is determined based on at least one of a monitored power, an estimated power, and a calibrated power. At operation 523 a frequency for the job is determined based on the available power. At operation 524 an amount of required power to run the job is determined. At operation 525 a power is allocated for the job based on the required power. In one embodiment, the power is allocated based an average power for the job. At operation 526 it is determined if the allocated power is to be adjusted. In alternative embodiments, an adjustment is needed if a power allocation to the system changes, a power consumed by the jobs is different (e.g., beyond a guardband) from the power allocation, a job ends, a failure occurs, or any combination thereof. If it is determined that the allocated power is to be adjusted, the allocated power is adjusted at operation 527. If it is determined that the allocated power is not to be adjusted, method 520 returns to operation 522.

In one embodiment, based on the user input, the power aware scheduler and manager 501 determines an estimate of power required to start the job (startup power). This estimate is based on node calibration and whether the job is allowed to be suspended. The scheduler then
checks for an available power. The scheduler starts the job if the available power is equal to or
greater than a startup power. When dynamic monitoring is available, in certain power policies,
e.g., an auto mode the uniform frequency used by all nodes of the system may be changed
periodically based on a power headroom. In one embodiment, the job that started earlier in time
has higher priority in using the additional power headroom. Re-evaluations of power budgets and
uniform frequency are performed periodically during runtime. The available power may drop so
much that all jobs cannot continue running. In that case the power aware job scheduler picks a
job at the lowest priority from a list of jobs that can be suspended. In one embodiment, when the
allocated power increases after suspension of a job, a suspended job is resumed.

In one embodiment, without monitoring, the integrity of the power and cooling
system can only be ensured by allocating enough power for a job so that actual consumption
does not exceed a worst case limit. For such a scenario, the estimated job power is based upon
PMP.

In one embodiment, the user may specify that a job needs to run to completion un-
interrupted, or that the job cannot be suspended. Jobs that do not implement check-pointing
generally fall into this category. The power aware scheduler estimates a minimum required
power (MRP) for continuous operation of the job. The available power needs to account for
MRP. An aggregate of required power in a system is tracked and communicated via the
demand/response interface so that $P_{SYS}$ does not fall below the aggregated MRP.

In one embodiment, the power is allocated for a job based on a job priority. In one
embodiment, the job that starts or scheduled first is assumed to have a higher priority. In another
embodiment, the job priority is specified by a user. In alternative embodiments, other priority
mechanisms are used to allocate power to the job.

In one embodiment, the power aware job scheduler and manager are configured to
maintain the rate of change of power consumption within predetermined limits. In one
embodiment, the power aware job scheduler and manager are configured to maximize
consumption of the allocated power and minimize the stranded power. In one embodiment, the
power aware job scheduler and manager is configured to reduce power used by idle resources to
improve energy efficiency and increase available power for computation. In one embodiment,
the power aware job scheduler and manager is configured to deeply examine the job queue to
identify and schedule the best candidates to fit within $P_{SYS}$ to schedule as many jobs as possible.

Figure 5C is a flowchart of a method 530 to provide a power aware job scheduler and
manager according to one embodiment. At operation 531 one or more jobs are monitored. At
operation 532 an available power for a job is determined. At operation 533 it is determined if the
available power is sufficient, so that the job can run. If the available power is not sufficient for the job to run, method 530 returns to operation 531. If the job can run, at operation 534 a frequency for the job is determined based on the available power. At operation 534 a power is allocated for the job based on the frequency. At operation 536 it is determined if the allocated power greater than a first threshold. If the allocated power is greater than the first threshold, the frequency for the job is decreased. If the allocated power is not greater than a first threshold, method 530 returns to operation 531. At operation 538 it is determined if the allocated power less than a second threshold. If the allocated power is less than the second threshold, at operation 539 the frequency for the job is increased. If the allocated power is not less than the second threshold, method 530 returns to operation 531.

Figure 6 shows a table 600 illustrating an algorithm to set uniform frequencies for four job modes when power monitoring is available according to one embodiment. Column 601 comprises job parameters, e.g., an available power 606 for a job, a condition at which the job cannot be started or when to suspend the job 607, a frequency 608 for a job, a minimum required power for the job that cannot be suspended 609, an allocated power for a job 610, and an indication if the frequency for the job can be readjusted 611. A column 602 shows the job parameters for a Fixed Frequency Mode (Mode A); a column 603 shows the job parameters for a Minimum Power Mode (Mode B); a column 604 shows the job parameters for a Maximum Power Mode (Mode C) and column 605 shows the job parameters for an Auto Mode (Mode D).

In one embodiment, a uniform frequency setting is used on every node that runs the same job.

In one embodiment, for Mode A, a user specifies a fixed frequency to run the job. If the current system power consumption (Pconsumed) is below facility power limit (Psys) and the system can accommodate the job running at the user specified fixed frequency, the power aware scheduler and manager indicates to the job launcher to launch the job. The available power for the job is determined as a difference between the system power, a consumed power, and a guard band. The job cannot be started or need to be suspended if the available power (Pavailable) is less than the maximum power (Max) for the job at the user selected frequency. The minimum required power for the job that cannot be suspended is a maximum power at the selected frequency. For jobs that can be suspended the minimum required power is zero. The allocated power for the job is a maximum power at the selected frequency. In this mode, because a user has selected that the job needs to be run at a user selected frequency the frequency of the nodes running the job does not change.

For Modelb: a user specifies a needed minimal power (Pmin) to run a job. If the available system power (system's remaining power headroom) is greater than Pmin, the power
aware scheduler and manager indicates to the job launcher to launch the job. The available power for the job is determined as a difference between the system power, a consumed power, and a guard band. The job cannot be started or need to be suspended if the available power \( (P_{\text{available}}) \) is less than the user set minimum power \( P_{\text{min}} \) or if the available power is less than an average power when jobs runs at a lowest possible frequency state \( P_n \). The frequency is a calculated frequency. In one embodiment, the frequency is calculated as a maximum frequency at which an average power consumed by the job is less or equal \( P_{\text{available}} \). The minimum required power for the job that cannot be suspended is a minimum job power \( P_{\text{min}} \). For jobs that can be suspended the minimum required power is zero. The allocated power for the job is a maximum of a minimum required power and an average power at a calculated frequency. The frequency of the job can be adjusted as long as power consumed by the job at a new frequency is less than or equal to \( P_{\text{available}} \).

For Mode C: user specifies a maximum power \( (P_{\text{max}}) \) to run a job. The available power for the job is determined as a difference between the system power, a consumed power, and a guard band. The job cannot be started or need to be suspended, if a maximum power consumed by the job operating at the lowest frequency state \( P_n \), is greater than \( P_{\text{max}} \). The frequency is a calculated frequency. In one embodiment, the frequency is calculated as a maximum frequency where workload maximum power is less or equal to a minimum of the \( P_{\text{available}} \) and \( P_{\text{max}} \). The minimum required power is zero for jobs that can be suspended. For the jobs that cannot be suspended the minimum required power is a workload max power while operating in a lowest frequency state \( P_n \). For jobs that can be suspended the minimum required power is zero. The allocated power for the job is a minimum of a maximum power at the calculated frequency and \( P_{\text{max}} \). The frequency to the job in this mode can be adjusted as long as a workload maximum power consumed at a new frequency is less than a minimum of \( P_{\text{available}} \) and \( P_{\text{max}} \).

For Mode D: the power aware scheduler and manager automatically selects a frequency for the job based on the current system power allocation and consumption of power by jobs running on the system. The power aware scheduler and manager determines the remaining power headroom for the job. There are multiple policies that can affect the headroom. In one embodiment, a maximum throughput is used as a policy to affect the system power headroom. The available power for the job is determined as a difference between the system power, a consumed power, and a guard band. The job cannot be started or need to be suspended if the \( P_{\text{available}} \) is less than an average power while the job runs in the lowest frequency state \( P_n \). The frequency is a calculated frequency. In one embodiment, the frequency is calculated as a
maximum frequency at which an average power is less or equal to \( P_{\text{available}} \). The minimum required power is zero for jobs that can be suspended. For the jobs that cannot be suspended the minimum required power is a workload max power while operating in a lowest frequency state \( P_n \). The allocated power for the job is a maximum of a minimum required power and an average power at the calculated frequency. The frequency of the job can be adjusted to a maximum frequency at which an average power of the job at that frequency is less than \( P_{\text{available}} \).

Figure 7 shows a table 700 illustrating an algorithm to set uniform frequencies for four job modes when power monitoring is not available according to one embodiment. Column 701 comprises job parameters, e.g., an available power 706 for a job, a condition at which the job cannot be started or when to suspend the job 707, a frequency 708 for a job, a minimum required power for the job that cannot be suspended 709, an allocated power for a job 710, and an indication if the frequency for the job can be readjusted 711. A column 702 shows the job parameters for a Fixed Frequency Mode (Mode A); a column 703 shows the job parameters for a Minimum Power Mode (Mode B); a column 704 shows the job parameters for a Maximum Power Mode (Mode C) and column 705 shows the job parameters for an Auto Mode (Mode D). In one embodiment, a uniform frequency setting is used on every node that runs the same job.

In one embodiment, for Mode A, a user specifies a fixed frequency to run the job. The available power for the job is determined as a difference between the system power and an allocated power. The job cannot be started or need to be suspended if the available power (\( P_{\text{available}} \)) is less than a platform maximum power (PMP) at the user selected frequency. The minimum required power for the job that cannot be suspended is the PMP power at the selected frequency. For jobs that can be suspended the minimum required power is zero. The allocated power for the job is the PMP power at the selected frequency. The selected frequency cannot be adjusted. In this mode, because a user has selected that the job needs to be run at a user selected frequency the frequency of the nodes running the job does not change.

For Mode B: a user specifies a needed minimal power (Pmin) to run a job. The available power for the job is determined as a difference between the system power and an allocated power. The job cannot be started or need to be suspended if the available power (\( P_{\text{available}} \)) is less than the user set minimum power Pmin or if the available power is less than the PMP for the job operating in a lowest frequency state, \( P_n \). The frequency is a calculated frequency. In one embodiment, the frequency is calculated as a maximum frequency at which the PMP is less or equal \( P_{\text{available}} \). The minimum required power for the job that cannot be suspended is a minimum job power Pmin. For jobs that can be suspended the minimum required power is zero. The allocated power for the job is a maximum of a minimum required power and
PMP at a calculated frequency. The frequency can be adjusted to a maximum frequency at which
PMP is less than the Pavailable.

For Mode C: user specifies a maximum power (Pmax) to run a job.
The available power for the job is determined as a difference between the system power and an
allocated power. The job cannot be started or need to be suspended if the PMP for a lowest
frequency state, Pn is greater than Pavailable or if the PMP at Pn is greater than Pmax. The
frequency is a calculated frequency. In one embodiment, the frequency is calculated as a
maximum frequency at which PMP is less or equal to a minimum of the Pavailable and Pmax.
The minimum required power for the job that cannot be suspended is the PMP at a lowest
frequency state, Pn state. For jobs that can be suspended the minimum required power is zero.
The allocated power for the job is a minimum of PMP at the calculated frequency and Pmax. The
frequency can be adjusted to a maximum frequency at which PMP is less than a minimum of
Pavailable and Pmax.

For Mode D: the power aware scheduler and manager automatically selects a
frequency to run the job based on the current system power consumption and other jobs running
conditions. The power aware scheduler and manager determines the remaining power headroom
for the job. There are multiple policies that can affect the headroom. In one embodiment, a
maximum throughput is used as a policy to affect the system power headroom. The available
power for the job is determined as a difference between the system power and an allocated
power. The job cannot be started or need to be suspended if the Pavailable is less than the PMP
for a lowest frequency state, Pn. The frequency is a calculated frequency. In one embodiment,
the frequency is calculated as a maximum frequency at which PMP is less or equal to Pavailable.
The minimum required power for the job that cannot be suspended is the PMP at the lowest
frequency state, Pn state. For jobs that can be suspended the minimum required power is zero.
The allocated power for the job is a maximum of a minimum required power and PMP at the
calculated frequency. The frequency can be adjusted to a maximum frequency at which PMP is
less than Pavailable.

In one embodiment, when a power aware scheduler starts a job running on a set of
compute nodes, the job may be subject to minimum and maximum power limits. A workload
manager is configured to ensure that the job’s power consumption stays within the prescribed
limits. In one embodiment, the power monitoring using precise high-resolution sensors provides
a reduction in guard-banding. Typically, guard-banding used in power limiting results in
stranded power and lower energy efficiency.
In one embodiment, a user designates some jobs to be not power limited. The power aware job scheduler is used to estimate the maximum power the job could consume, and only start the job when the power is available. The workload manager is used to redistribute power among other (e.g., power limited) jobs to reduce stranded power and maximize efficiency. In one embodiment, if $PSYS$ falls, the workload manager is to ensure that the power allocations of these designated jobs remain intact.

In one embodiment, for a Fixed Frequency Mode, a user specifies the frequency for a job. User selection may be based upon a table that indicates a performance and power for each frequency. Once a job starts in this mode, the frequency is fixed. An advantage of the fixed frequency mode is that the job does not incur overhead associated with a frequency-shift and is therefore scalable. The user may select a frequency based upon available power when the job is submitted.

In another embodiment, a user specifies a predetermined amount of power for a job. In one embodiment, the predetermined amount of power is a minimum power for the job. In another embodiment, the amount of power is a maximum power for the job. The minimum power, maximum power, or both are calculated based upon a power-performance table and the requested number of nodes for a job. Based upon available power, the scheduler calculates a best frequency for a job. When dynamic power monitoring is used, the workload manager may raise or lower the frequency while the job is running based upon increase or decrease in the available power. If the available power falls below the specified minimum power threshold, the job is suspended or terminated. An advantage of the min-Power mode and the max Power mode is that they reduce the burden on the user to guess the right frequency. Secondly, with dynamic power monitoring, the workload manager can improve performance by raising frequency. The frequency can be altered based upon power consumed by the workload while running the job. In one embodiment, to start a job, the power aware scheduler relies on calibration and estimation of power requirements, as described above.

In another embodiment, an auto mode eliminates the need for users to estimate the power or frequency to be used by their job. Uniform frequency selection is automated based upon an available power. With dynamic power monitoring, a workload manager adjusts the uniform frequency periodically based upon a power headroom. Auto mode allows a job to operate at all available frequencies. Because there is no user-defined minimum job power requirement, the job can start and continue as long as there is enough power to run the job at the lowest frequency. An advantage of Auto mode is that it reduces the probability of a job waiting for enough power or the job getting suspended due to a reduction in power availability. Auto
mode increases resource usage and throughput. A user can reduce the power limit and run more jobs to use all hardware resources.

Besides the fixed frequency and min-Power modes there could be variations using minimum and/or maximum frequency, and minimum and/or maximum power. There could be modes which combine settings for frequency and power. All these require user calculation and experimentation. Auto mode removes this burden and delivers the best performance in a large number of scenarios.

In one embodiment, the power aware scheduler and manager runs at launch time and also at a programmable interval. Each time invoke, the power aware scheduler and manager re-calculates a power cap (Pavailable) for each job. This enables dynamic power capping and regulating, as discussed above. In one embodiment, a period to maintain an average power (Taverage) and a control period (Tcontrol) for a job are defined. In each control period at least one of a power budget, a power allocation and a frequency selection are re-evaluated. In one embodiment, Tcontrol is 1/10th of Taverage. Taverage is programmable. Assuming a facility needs to maintain an average power over 15 minutes, Taverage for jobs ends up being 9 seconds. For min/max Power and Auto mode, the control system evaluates about every 900 milliseconds whether the uniform frequency needs to be changed.

Figure 8 illustrates power margins for a power aware scheduler and manager according to one embodiment. As shown in Figure 8, a power allocation for a job (e.g., running at operating frequency Fo) 903 is such that an actual power consumption of the job does not exceed an upper threshold (high power margin) 901. Power allocation for the job running 903 is such that an actual power consumption of the job is not lower than a lower threshold (low power margin) 902. The operating frequency Fo is decreased if the job power consumption is greater than high margin 901. The operating frequency Fo is increased if the job power consumption is lower than low margin 902.

In one embodiment, to prevent frequency oscillation, low power margin 902 is set as a difference between an average power for a job at a one bin higher frequency P (Fo+1) and an average power for a job at a current frequency Fo (Pfo). One bin higher frequency is a frequency that is higher than Fo by one bin. If hopping from the current frequency Fo to one bin higher frequency results in the power consumption that exceeds a power cap, the power aware scheduler and manager does not opt to raise the frequency. In one embodiment, high power margin 901 is set as a difference between a maximum work load power and an average workload power. In another embodiment, high power margin 901 is set as an average deviation over an average
workload power. In one embodiment, a power margin is set as a difference between the platform max power (PMP) and an average power (Pavg) at a current frequency (Fo).

In one embodiment, high power margin (901) is set to be substantially equal to a two times accuracy of power measurement. The operating frequency (Fo) is decreased when the power allocation for the job reduces. In another embodiment, high power margin (901) is set to be substantially equal to a current power consumption level for the job plus a power consumption one frequency bin lower than Fo. In one embodiment, low power margin (902) is set to be substantially equal to a current power consumption level for the job plus a power consumption one frequency bin higher than Fo.

Figure 9A is a view showing an example of calibration tables for a power aware job scheduler and manager to dynamically allocate power for a job according to one embodiment. A table (911) is an example of a calibration table comprising an average power for a job per workload, per compute node at different frequencies. A table (912) is an example of a calibration table comprising a maximum power for a job per workload, per compute node at different frequencies. A table (913) is an example of a calibration table comprising a PMP per compute node at different frequencies. In one embodiment, the PMP is a platform maximum power that a node can draw determined using a special workload that makes all platforms consume maximum amount of power. Sometimes such workload is called a power virus.

Figure 9B is a flowchart of a method (920) to allocate power to a job according to one embodiment. At operation 930 a power allocated to a system (Ps) is determined. At operation 931 a power consumed by the system (Pcs) is determined. At operation 932 it is determined if Pcs greater than a difference between the Ps and a first system guard band (SystemGuardband1) and is less than a sum of Ps and a second system guard band (SystemGuardband2). If the Pcs is greater than the difference between the Ps and the first system guard band (SystemGuardband1) and is less than the sum of Ps and the second system guard band (SystemGuardband2), at operation 933 it is determined if a job is available. If the job is available, at operation 934 a power headroom for the job is created. For example, the power headroom for the job is created to maximize usage of nodes, or other hardware resources. If the job is not available, method 930 returns to operation 930. If the Pcs is not greater than the difference between the Ps and the first system guard band (SystemGuardband1) and is not less than the sum of Ps and the second system guard band (SystemGuardband2), at operation 935 it is determined if Pcs is less than the Ps. If Pcs is less than the Ps, at operation 937 the job is selected. In one embodiment, the job is selected based on the available power. If Pcs is not less than the Ps, at operation 936 a power allocation to the job is reduced.
Figure 9C is a flowchart of a method 940 to allocate power to a job according to another embodiment. At operation 941 identifying a job having a highest priority among other jobs. In one embodiment, identifying the job involves comparing a priority of the job with a priority of other job. In one embodiment, the job priority is identified based on a position of the job in a queue. In another embodiment, the job priority is identified based on a frequency at which the job is running. For example, the job having a predetermined frequency (e.g., a lowest frequency, a highest frequency comparing with other jobs, or other predetermined frequency) can have a highest priority. In another embodiment, the job priority is identified based on a number of nodes on which the job is running. For example, the job running on a predetermined number of nodes (e.g., a largest number of nodes, a smallest number of nodes, or other predetermined number of nodes) is identified as having a highest priority. In yet another embodiment, the job priority is identified based on a power consumed by the job. For example, the job consuming a predetermined power (e.g., a largest amount of power, a smallest amount of power, or other predetermined amount of power) is identified as having a highest priority. In yet another embodiment, the job priority is identified based on a time the job is running. For example, the job running a predetermined time (e.g., a longest time, a shortest time, or other predetermined duration of time) is identified as having a highest priority. At operation 942 it is determined if the job runs at a maximum frequency. If the job runs at the maximum frequency, method 940 returns to operation 941. If the job does not run at the maximum frequency, at operation 943 an additional power is allocated to the job. At operation 944 the frequency of the job is increased.

Figure 9D is a flowchart of a method 950 to reduce power to a job according to one embodiment. At operation 951 a power reduction for a system is determined. At operation 952 it is determined if the power allocation for a current job can be reduced. If the power allocation for the current job cannot be reduced, at operation 955 the current job is suspended. If the power allocation for the current job can be reduced, at operation 953 it is determined if the power allocation for one or more other jobs can be reduced. If the power allocation for one or more other jobs cannot be reduced, at operation 956 the power allocation for the current job is reduced based on the power allocation for the system. If the power allocation for one or more other jobs can be reduced, at operation 954 the power allocation is reduced for a group of job including the current job and the one or more other jobs. In one embodiment, the power allocation for the group of job is reduced by one job at a time. In another embodiment, the power allocation is reduced for all jobs in the group substantially simultaneously.
Figure 9E is a flowchart of a method 960 to terminate a job according to one embodiment. At operation 961 a power consumed by a system (Psys) is monitored. At operation 962 it is determined if a power consumed by the system (Psys) is less than a power allocated to the system (Psys). If the Psys is not less Psys, at operation 963 it is determined if a priority for a current job is less than a priority of other jobs. If the priority for the current job is less than the priority of other jobs, at operation 965 the job is stopped. If the priority of the current job is not less than a priority of other jobs, at operation 964 it is determined if there is a next job in a queue. In one embodiment, operation 964 is performed, if it is determined that the Psys is greater than Psys. If there is a next job in the queue, method 960 goes back to operation 963. If there is no next job in the queue, at operation 966 the system is turned off. In one embodiment, the job priority is identified based on a position of the job in a queue. In another embodiment, the job priority is identified based on a frequency at which the job is running. In yet another embodiment, the job priority is identified based on a number of nodes on which the job is running. In yet another embodiment, the job priority is identified based on a power consumed by the job. In yet another, the job priority is identified based on a time the job is running, as described above.

Figure 9F is a flowchart of a method 970 to rebalance power to accommodate more jobs according to one embodiment. At operation 971 one or more jobs are monitored. At operation 972 it is determined if a power allocation for a current job can be reduced. If the power allocation for the current job can be reduced, method goes back to operation 971. If the power allocation for the current job can be reduced, at operation 973 it is determined if the job runs at a frequency greater than a minimum frequency. If the job runs at a frequency not greater than the minimum frequency, method returns back to operation 971. If the job runs at a frequency greater than the minimum frequency, at operation 974 a power estimate for a next job in a queue is determined. At operation 975 it is determined if a power headroom is available for a next job. If the power headroom is available for the next job, at operation 976 the next job is accommodated. If the power headroom is not available for the next job, method 970 goes back to operation 973.

Figure 9G is a flowchart of a method 980 to reduce power to jobs according to another embodiment. At operation 981 it is determined that a consumed system power (Psys) is greater than an allocated system power (Psys). At operation 982 it is determined if an operating frequency (Fo) of a job greater than a minimum operating frequency (Fmin) or a job power is greater than a minimum Power for the job. If Fo is not greater than Fmin, the job is suspended at operation 987. If Fo is greater than Fmin, a power reduction for the job is determined at operation 983. At operation 984 a power allocation for the job is reduced based on the power
reduction. At operation 985 it is determined if a power headroom is sufficient to run the job. If the power headroom is sufficient to run the job, at operation 986 it is determined if there is a next job available. If the power headroom is not sufficient to run the job, at operation 988 the job is suspended. If there is the next job, method 980 returns to operation 982. If there is no next job, at operation 999 the system is powered off.

[0003] An exemplary design work flow to operate a data processing system comprising a power aware job scheduler and manager according to one embodiment is shown below. For simplicity, only two job manager policies are used. It is understood by one of ordinary skill in the art of the data processing systems that more than two job manager policies can be used.

1. Calibrator

1.1. Inputs

1.1.1. Workload: Command to run
1.1.2. List of nodes (N1, N2...Nn)
1.1.3. The run command is modified based upon # cores per node and number of nodes

1.2. Output saved in data base

1.2.1. For each frequency
1.2.1.1 Power (workload-Max, Workload-average)
1.2.1.2 Temperature (workload-Max, Workload-average)

1.3 Time of completion

2. Estimator-P (Power Estimator)

2.1 Input

2.1.1 Workload: User indicates a workload (from list of sample workloads that is closer to application)

2.2 Output

2.2.1 For each frequency
2.2.1.1 Power (workload-Max, Workload-average, workload-min (reserved power)); reserved power: power required to keep the job running at the lowest frequency (min Power)
2.2.1.2 Temperature (workload-Max, Workload-average)

2.3 Time of completion

3. Estimator-F (Frequency Estimator)

3.1 Input
3.1.1 Workload: User indicates a workload (from list of sample workloads that is closer to application)

3.1.2 List of nodes (N1, N2, . . . Nn)

3.1.3 Available Power

3.1.4 Power levels (PMP, WorkloadMax, WorkloadAverage)

Only one the parameters are defined others are zero

3.2 Output

3.2.1 Frequency of operation Fs,

3.2.2 JobPower @ F_s, JobPower @ F_{(s-i)}, JobPower @ F_{(s+i)} ;

Fs = Proposed frequency; F(s+1) = One frequency greater than Proposed frequency; Fs = One frequency less than Proposed frequency;

4. Power aware scheduler and job managers

Assumptions:

1. Power monitoring is available.

2. Nodes have single tenancy. At a time a node runs only one job. In the same node cores are not divided across multiple jobs.

4.1 Input

4.1.1 Job

4.1.1.1 Job Power limit (Yes/No)

4.1.1.2 Can the job be suspended (Yes/No)

4.1.1.3 JobManager policy # between (1:2)

This will change as more power policies are added,

JobManager Policy #1: User selects a frequency of operation for a job

JobManager Policy #2: Auto mode (JobManager selects/modifies frequency for the job based upon power headroom)

Power aware scheduler

(A) PSYSTEM: Power allocated to a system

(B) PCSYSTEM: Power consumed by a system

(C) SystemGuardband (1:2): Value to dampen system level control events

a. SysGuardband1 margin when lower than PSYS - Example 10% lower

b. SysGuardband2 margin when higher than PSYS - Example 1% higher.

(D) PJOB: Power allocated to a job

(E) PCJOB: Power consumed by a job
1.1 Is \( PSYS - \text{SystemGuardband1} < PCSYS < PSYS + \text{SystemGuardband2} \) (Is system consuming power less than allocated?)

   a. Yes ➔
      i. Is there a job in queue (either new or suspended) ready to run? Ready run means it has all the resources except power
         A. Yes Go to 1.13 to reduce power of jobs that are running to make headroom for a new/suspended job
         B. No Go to 1.1 and continue to monitor

   b. No ➔ Continue to 1.2

1.2 Is \( PCSYS < PSYS \)?

   a. Yes; either resume (a suspended job or start a new job) or allocate more power to running job; Go to 1.3 (Multiple approaches possible)

   b. No; System consuming more power; reduce allocation to Jobs; Go to 1.10.

1.3 When there is more power to allocate Select top priority job that is ready to run (next job) (Multiple approaches possible) (There are two possibilities here, (a) compare priority of new job with priority of suspended job and start/resume whichever is higher priority or (b) Resume suspended job i.e. assume suspended job at higher priority).

   a. Do you want to resume a suspended job?

   i. Yes next job is highest priority suspended job Go to 1.6

   ii. No continue to 1.4

1.4 Can a new job be started? (This assumes a policy is used indicating that it is better to use as many nodes as possible to run as many jobs as possible. That means allocated power get pancaked across multiple jobs) (Multiple approaches possible)

   a. Yes continue to 1.5

   b. No, go to 1.9

1.5 If Job Subjected to power limit?

   a. Yes ➔ Continue to 1.6

   b. No ➔ Set JobProfile = PMP, JobFrequency = \( F_M \times \); Go to 1.7

1.6 Job manager policy

   a. For JobManager Policy #1 set JobProfile (user selected from list see 0) JobFrequency = \( F_{userSelected} \); Go to 1.7a

   b. For JobManager Policy #2 set JobProfile (user selected from list see 0); Go to 1.7c
1.7 Allocate power to Job and select frequency of operation
   a. Get power from Estimator-P (Workload = JobProfile, Frequency = JobFrequency, List of nodes); Output JobPower
   b. Is (JobPower > (PSYS + SystemGuardband2 - PCSYS))? (User selected a frequency for JobManager Policy #1 but there is not enough power to run in that mode)
      i. Yes, Go to reduce power of running jobs 1.10 (Reduce power of running jobs so that we can accommodate a new job) If that fails we say there is not enough power to start a new job. (Multiple approaches possible)
      ii. No Go to 1.8
   c. For Job to run in auto mode
      i. Get frequency from Estimator-F (Workload = JobProfile, Available Power = (PSYS - SystemGuardbandl - PCSYS), Power level = WorkloadAverage), Expected output JobFrequency & JobPower (This also provides power levels for the job when frequency can be raised or should be lowered).
1.8 Launch a job with allocation of power to a job $p_{JOB} =$ JobPower; Frequency = JobFrequency. Go to 1.1
1.9 (New job cannot be started so allocate more power to running jobs)
   a. Excess power = PSYS - SystemGuardbandl - PCSYS
   b. Identify higher priority job that is already running and running in an Auto mode (JobManager Policy #2); Say Job X
   c. Is Job X frequency = $f_{MAX}$? (Is job already running at maximum frequency)
      i. Yes, get the next job in priority and go to 1.9c (If you exhaust all such jobs that means you have excess power that you cannot use to run any new job or existing job at higher performance, in that case stop here).
      ii. No, continue
   d. Allocate additional power to Job X,
      i. Use Estimator-F get new frequency and new Job power by increasing available power for the job New available power for Job X = Excess power + Old JobPower for job X (Multiple approaches possible) (you could increase frequency by one step instead)
1.10 (Method to reduce power to jobs) You are here because $P_{CSYS} > P_{SYS} + \text{SystemGuardband2}$ (i.e. power consumption by one or more jobs has exceeded expectations) or $P_{SYS}$ reduced from previous value. (Multiple approaches possible)

5.a. Required reduction in power = $PCSYS - PSYS$.

5.b. Are any jobs running in auto mode?
   i. Yes: go to 1.10c to reduce power to jobs in auto mode
   ii. No there is no opportunity to reduce power to job go to 1.11 suspend jobs

10.c. Reduce power to all jobs simultaneously?
   i. Yes go to 1.14 to reduce power allocation to all jobs in auto mode
   ii. No, reduce power one job one frequency at a time just continue to next step

15.d. Identify lowest priority job that is already running and running in an Auto mode (JobManager Policy #2): Say Job Y

20.e. Is Job Y frequency = $F_{MIN}$? (Is job already running at lowest frequency)
   i. Yes, get the next higher priority job and go to 1.10e (If you exhaust all such jobs that means you cannot reduce power consumption by any job and you need to suspend a job to do that Go to 1.11
   ii. No, continue (Job Y is running at frequency greater than $F_{MIN}$ so we can reduce frequency).

25.f. Reduce power allocation to Job Y

g. Is for Job Y - Job Y JobPower@F $(i)$ $>$ $(PCSYS - PSYS)$?
   i. If Yes, JobPower for Job Y = Old JobPower for Job Y - JobPower @ $F(i)$. 
   ii. If No,
      A. Job Y (- JobPower@F $(\delta)$) ? $<$ (PCSYS - PSYS)
      B. Reduce power of all jobs running in auto mode one by one until (PCSYS $<$ PSYS)
      C. Iterate this process until you reduce frequency of jobs in auto mode one frequency at a time or until a job reaches $F_{MIN}$
      D. If all jobs (in Auto mode) reduced to $F_{MIN}$ and still ($PCSYS > PSYS$) then go to 1.11 to suspend one or more jobs.
1.11 (Suspending a Job) You are here because \((P_{CSYS} > P_{SYS})\) and all jobs in auto mode are operating at \(F_{MIN}\). YOU need to suspend a job in order to reduce \(P_{CSYS}\) (Multiple approaches possible)

a. Identify lower priority job (fixed frequency or auto mode) that can be suspended and suspend the job.

b. New \(P_{CSYS} = \text{Old } P_{CSYS}\) - Power consumed by the job that was suspended.

c. Check new \(P_{CSYS}\) to see if it below \(P_{SYS}\). If not go to 1.1a.

d. If you suspend all jobs (that can be suspended and still \((P_{CSYS} > P_{SYS})\), then you need to kill a job that cannot be suspended and resumed.

1.12 (Terminate a job that cannot be suspended) You are here because you need to stop a job that cannot be suspended. Assumption: all the jobs that can be suspended already are.

a. Identify lower priority job that cannot be suspended and stop (kill) that the job.

b. Check new \(P_{CSYS}\) to see if it below \(P_{SYS}\). If not go to 1.12a.

c. If you stopped all jobs and still \((P_{CSYS} > P_{SYS})\), then you need to power off the system.

1.13 (Rebalancing power to accommodate more jobs): You are here because there are nodes available to run a job (new or suspended) but \(P_{CSYS}\) is close to \(P_{SYS}\). That is not power headroom. We will check if power headroom can be created to run the job.

a. Are there any jobs running in auto mode?
   i. Yes continue to 1.13b
   ii. No go to 1.1

b. Is any of the jobs in auto mode running at frequency greater than \(F_{MIN}\)?
   i. Yes Continue go to 1.13c
   ii. No go to 1.1

c. Get estimate for power (JobPowerForNext) for the next job in queue (new or suspended) (If next job prefers auto mode, power for \(F_{MIN}\) state)

d. We need to reduce power allocation to all running jobs in order to create a headroom = JobPowerForNext.
   i. Get frequency and power consumed for each job in auto-mode
   ii. Estimate if power to all jobs running in auto mode can be reduced in proportion to their current power consumption in a such way so that
while new job starts all the running jobs will operate at $F_{MIN}$ or higher frequency. (proportionality can be based upon current power consumption, Number of nodes or priority)

iii. Is there enough power headroom?

A. Yes reduce power to jobs in auto mode and go to 4.2a 1.1.

B. No check the next job in ready to run queue and go to 1.13c.

Do this exhaustively till the queue ends. When queue ends go to 1.1

1.14 (Reduce power to jobs in auto mode because $P_{SYS} > P_{SYS}$)

a. Is any of the jobs in auto mode running at frequency greater than $F_{MIN}$?

   i. Yes, continue to 1.14b

   ii. No; there is no opportunity to reduce power to jobs in auto mode go to suspend jobs to do that go to 1.11.

b. Required reduction in power, ReducePower = ($P_{SYS} - P_{SYS}$)

   SystemGuardband1)

c. We need to reduce power allocation to all running jobs in order to create a headroom = ReducePower.

   i. Get frequency and power consumed for each job in auto-mode

   ii. Estimate if power to all jobs running in auto mode can be reduced in proportion to their current power consumption in a such way so that while new job starts all the running jobs will operate at $F_{MIN}$ or higher frequency. (proportionality can be based upon current power consumption, Number of nodes or priority)

iii. Is there enough power headroom?

A. Yes reduce power to jobs in auto mode and go to 1.1

B. No; we need to suspend a job go to 1.11

Figure 9H is a flowchart of a method 990 to provide a power aware job scheduler and job managers according to one embodiment. Some operations of the method 990 are referenced to the items of operations of the power aware scheduler work flow described above. At operation 991 one or more inputs from a user are received. At operation 992 it is determined if $P_{SYS}$ is greater than a difference between the $P_{SYS}$ and a lower system guard band ($\text{SysGuardband1}$) and lower than a sum of $P_{SYS}$ and an upper system guard band ($\text{SysGuardband2}$) (Power aware scheduler, item 1.1.) If the $P_{SYS}$-SysGuardband1 < $P_{SYS}$ < $P_{SYS}$+SysGuardband2, at operation
993 it is determined if there is a job in a queue. If there is no job in the queue, method 990 returns back to operation 991. If Psys is not greater than a difference between the Psys and a lower system guard band (SysGuardband1) and is not lower than a sum of Psys and an upper system guard band (SysGuardband2), at operation 994 it is determined if Psys is less than Psys (Power aware scheduler, item 1.2).

If at operation 993 is determined that there is a job in a queue, a method to rebalance power to create a power headroom to accommodate more jobs (Power aware scheduler, item 1.13) is performed. This involves determining at operation 995 if there is a job in an auto mode (Power aware scheduler, item 1.13). If there is no job in the auto mode, method 990 returns back to operation 991. If there is a job in the auto mode, at operation 996 it is determined if an operating frequency of the job is greater than a minimum frequency Fmin (Power aware scheduler, item 1.13b). If the operating frequency of the job is not greater than the minimum frequency, that means there is no opportunity to reduce power for jobs that are running, method 990 returns back to operation 991.

If the operating frequency of the job is greater than the minimum frequency, an amount of required power headroom for a next job (a new job, or a suspended job) is determined (Power aware scheduler, item 1.13c). At operation 998 it is determined if an available power (Pheadroom) is less than a power reduction for the job in the auto mode (Power aware scheduler, item 1.13c). If the available power (Pheadroom) is less than the power reduction for the job, at operation 1020 the allocated power for the job (Jauto power) is reduced. At operation 999 the job is launched, and method returns back to operation 991.

If the available power (Pheadroom) is not less than the power reduction for the job, at operation 997 it is determined if there is at least one of a new job, or a suspended job. If there is no new job or suspended job, method 990 returns back to operation 998 (Power aware scheduler, item 1.13c). If there is at least one of a new job, or a suspended job, method 990 returns back to operation 991.

If at operation 994 it is determined that the Psys is not less than Psys, a method to reduce power to jobs (Power aware scheduler, item 1.10) is performed. A power reduction Pred is determined as a difference between Psys-Psys-SysGuardband1, and at operation 1037 it is determined if there is a job in the auto mode (Power aware scheduler, item 1.10b). If there is no job in the auto mode, there is no opportunity to reduce power to the job, the job is suspended (Power aware scheduler, item 1.11) and method 900 goes to operation 1033 to identify a job to be suspended.
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If there is a job in the auto mode, at operation 1040 it is determined if to reduce power to a group of jobs. If the power to be reduced to a group of jobs, a method to reduce power to jobs in auto mode (Power aware scheduler, item 1.14) is performed. At operation 1041 (Power aware scheduler, item 1.14a) it is determined if there is a job running at a frequency greater than Fmin. If there is the job at the frequency greater than Fmin, a possible power reduction for all jobs running in auto mode (Predauto) is determined (Power aware scheduler, item 1.14b).

At operation 1043 it is determined if Predauto is greater than Pred, the power is reduced at operation 1042 method 990 returns back to operation 991. If Predauto is not greater than Pred, method 990 goes to operation 1033. If there are no jobs running at a frequency greater than Fmin, at operation 1033 an active (running) job having a lowest priority is determined. At operation 1033 the job having the lowest priority is suspended. At operation 1031 it is determined if the Pcsys is less than Psys. If yes, method goes back to operation 991. If the Pcsys is not less than Psys, at operation 1034 it is checked if all jobs whose power can be suspended are suspended. If not all jobs that can be suspended are suspended then method returns to operation 1033 to suspend a next job in queue. If all jobs that can be suspended have been suspended then method 990 goes to operation 1028 involving determining the job having a lowest priority to kill a job so that system power consumption Pcsys can be reduced below system allocation Psys.

At operation 1027A the job having the lowest priority is killed, and then method 990 goes to operation 1027 involving determining if Pcsys<Psys. If Pcsys is less than Psys, method 990 goes back to operation 991. If Pcsys is not less than Psys, at operation 1029 it is determined if there is any active job. If there is an active job, method 990 goes back to operation 1028. If there is no any active job, the system is powered off at operation 1030.

If at operation 1040 it is determined to not to reduce power to all jobs, at operation 1036, the power is reduced to the job having the lowest priority. At operation 1035 it is determined if Psys <Psys. If Psys is less than Psys, method 990 returns back to operation 991. If Psys is not less than Psys, method 990 goes to operation 1033.

If at operation 994 it is determined that Pcsys is less than Psys, a method to allocate more power to a job is performed (Power aware scheduler, item 1.3) that involves selecting a highest priority job from lists of new jobs and suspended jobs at operation 1021. At operation 1022 it is determined if the highest priority job is a suspended job (Power aware scheduler, item 1.3.a.i). If the job highest priority job is a suspended job, at operation 1023 it is determined if the job's policy is an auto mode (Power aware scheduler, item 1.6). If the job's policy is the auto
mode, a frequency estimate and a power estimate for the job are determined (Power aware scheduler, item 1.7c), and at operation 1026 the job is launched (Power aware scheduler, item 1.8), and method 990 goes back to operation 991.

If at operation 1023 it is determined that the job's policy is not the auto mode, a power estimate for the job is determined (workload type, frequency, nodes) (Power aware scheduler, item 1.7a). Then it is determined if the power estimate is greater than 

\[ \text{Psyst} + \text{SysGuardBand2-Pcsyst} \] (Power aware scheduler, item 1.7b). If the power estimate is greater than \[ \text{Psyst} + \text{SysGuardBand2-Pcsyst} \], method 990 goes to operation 1037 to perform a method to reduce power to jobs (Power aware scheduler, item 1.10). If the power estimate is not greater than the \[ \text{Psyst} + \text{SysGuardBand2-Pcsyst} \], method 990 goes to operation 1026 to launch the job (Power aware scheduler, item 1.8).

If at operation 1022 it is determined that the highest priority job is not a suspended job, operation 1024 is performed that involves determining if a new job can be started (Power aware scheduler, item 1.4). If the new job can be started, at operation 1025 it is determined if the job is subjected to a power limit (Power aware scheduler, item 1.5). If the job is subjected to the power limit, method 990 goes to operation 1023. If the new job cannot be started, method 900 goes operation 1044. At operation 1044 it is checked if there are any more new jobs, suspended jobs, or both in a queue. If there are, operation 1021 is performed to pick the next job by priority. If there are no more jobs in the queue then from operation 1023 the method goes to operation 1038. An excess power is determined as \[ \text{Psyst-SystemGuradBandl-Pcsyst} \], and method 990 goes to operation 1038 that involves determining if there is a job. Because there is an excess power yet a new job cannot be started, the excess power is allocated to a job already running on the system. If there is the job, it is determined at operation 1039 if the frequency of a current job is equal to a maximum frequency. If the frequency of the current job is equal to the maximum frequency, method 990 returns to operation 1038 to check for a next job.

If the current job frequency is not equal to the maximum frequency, the current job frequency and allocated power are increased and method 990 goes to operation 1026. If all jobs have been checked at operation 1038, method 990 goes back to operation 991. If at operation 1025 it is determined that the job is not subjected to the power limit, the job profile is set (a PMP, a job frequency, at maximum), and the power for the job is allocated from the estimator (Power aware scheduler, item 1.7a).

Figure 10 shows an example of performance of the system with and without power monitoring according to one embodiment. A fixed frequency mode, a minimal power mode and an auto mode were used to choose uniform frequencies for a job. A graph 1001 shows a CPU
frequency 1002 for a job versus an available system power (Psys) 1003 with and without power monitoring. A graph 1010 shows a time to complete a job 1011 versus an available system power (Psys) 1012 with and without power monitoring. Because performance is measured as the wall clock time to complete the job, the lower the number, the better the performance. The solid lines 1004, 1005, and 1006 show the CPU frequency with monitoring and the dotted lines 1007, 1008, and 1009 show the CPU frequency without monitoring. The solid lines 1016, 1017, and 1018 show the time to complete the job with monitoring and the dotted lines 1013, 1014, and 1015 show the time to complete the job without monitoring.

As shown in graphs 1010 and 1001, the resource manager gets better performance with monitoring at all power limits in all modes. The benefit can be up to 40%.

The auto mode enables a job to start at the lowest available power compared to the fixed frequency and minimal power modes. An automatic uniform frequency adjustment in auto mode maximizes use of available power. The job in the auto mode can operate at the uniform frequency which is about 40% higher than the frequency in a fixed frequency mode.

Additionally, the solid lines in all three cases start closer to the Y-Axis than the corresponding dotted lines. This indicates that monitoring enables the scheduler to start jobs with lower system power limits.

Figure 11 shows a table 1100 illustrating a mixed mode configuration having jobs running at the same time in different modes according to one embodiment. A column 1102 shows that a job 1 (workload Lulesh (Pr 1)) runs on two nodes with no power limit. A column 1103 shows that a job 2 (workload Qbox (Pr 2)) runs on 2 nodes in a fixed frequency mode. A column 1104 shows that a job 3 (workload MCB (Pr 3)) runs on 4 nodes in a fixed frequency for case 1, a row 1105 and in an auto mode for case 2, a row 1106.

Figure 12 shows results of the mixed mode configuration shown in Figure 11 according to one embodiment. Graph 1200 shows a frequency versus time for three jobs for case 1 and case 2. Graph 1201 shows a power consumption versus time for three jobs for case 1 and case 2. Graph 1202 shows a stranded power versus time for three jobs for case 1 and case 2.

As shown in Figures 11 and 12, a mixed mode technique provides a flexibility of using different modes at the same time for multiple jobs, while still maximizing the job performance. As shown in Figures 11 and 12, job 3 runs in a fixed frequency mode in case 1 and in an auto mode in case 2. In case 2, when job 1 completes at 38 seconds, the power freed by job 1 provides additional power headroom to allocate power and to increase frequency of job 3 to 2.9GHz. As a result, job 3 finishes sooner in the auto mode than in the fixed frequency mode (easel). The graph 1201 shows that the power consumption over the entire run follows a pattern...
similar to the CPU frequency. The graph 1202 shows the total power consumption and the resultant stranded power in the case 1 and case 2. As shown in Figure 12 in case 1, the system does not consume all available power, so that a stranded power is up to 620W and the job 3 finishes late. In case 2, the system power consumption is steady and is closer to the $P_{SYS}$ value of 1870W (with a stranded power only about 340W) causing the job 3 to finish sooner.

Figure 13 shows a table 1300 illustrating a configuration having two jobs in different modes running at the same time in according to one embodiment. A column 1301 shows that a job 1 runs a workload MCB (Prl) on 4 nodes with no power limit for both cases 1 and 2. A column 1302 shows that a job 2 runs a workload MCB (Prl) on 4 nodes in a fixed frequency mode in case 1 (a row 1303) and in an auto mode in case 2 (a row 1304). As shown in table 1300, each of cases 1 and 2 has 2 jobs running simultaneously. The difference between the two cases is that Job 2 runs at a fixed frequency of 2.0 GHz in case 1 and runs in an auto mode in case 2.

Figure 14 illustrates effect of time varying system power limit ($P_{SYS}$) on the configuration shown in Figure 13 according to one embodiment. A graph 1401 illustrates a frequency versus time for case 1. A graph 1402 illustrates a frequency versus time for case 2. As shown in Figure 14, in the auto mode, when $P_{SYS}$ changes over time, the power cap and uniform frequency settings for each job are dynamically adjusted. As shown in graphs 1401 and 1402, when $P_{SYS}$ reduces, job 2 in case 1 is suspended, while job 2 in case 2 continues to run at a lower frequency and completes sooner than job 2 in case 1.

Figure 15 shows an effect of time varying $P_{SYS}$ for two cases depicted in Figure 13 according to one embodiment. A graph 1501 shows a total power consumed, a stranded power and $P_{SYS}$ versus time for case 1. A graph 1502 shows a total power consumed, a stranded power and $P_{SYS}$ versus time for case 2. As shown in Figure 15, in case 2, the actual power consumption is closer to the time-varying $P_{SYS}$ and the stranded power stays close to zero. The stranded power occasionally goes negative for short durations. $P_{SYS}$ is the average power maintained over a relatively long duration while the total power is monitored for much smaller duration. $P_{SYS}$ is expected to be maintained over a longer time period and small excursions of the total power above $P_{SYS}$ are tolerated so long as the longer time-average stays below the specified system power limit.

Figure 16 illustrates adaptability of a job running in an auto mode to varying $P_{SYS}$ according to one embodiment. A graph 1601 shows a CPU frequency for a job in a fixed frequency mode (a curve 1604), a CPU frequency for a job in an auto mode (a curve 1603), and $P_{SYS}$ (a curve 1605) versus time and according to one embodiment. As shown in graph 1601, the
CPU frequency for a job is increased when $P_{\text{sys}}$ increases. As shown in graph 1601, the job in the auto mode completes by about 18% sooner than the job in the fixed frequency mode.

A graph 1602 shows a total power consumption (a curve 1612), a power consumption of a job in a fixed frequency mode (a curve 1611), a power consumption of a job in an auto mode (a curve 1614), and $P_{\text{sys}}$ (a curve 1613) versus time according to one embodiment. As shown in graph 1602, the time of completion of the job in the auto mode decreased by about 18% comparing with that of the job in the fixed frequency mode. The power consumption of the job in the auto mode is increased by about 17% comparing with that of the job in the fixed frequency mode. The energy associated with the job in the auto mode is decreased by about 4% comparing with that of the job in the fixed frequency mode.

Figure 17 is a view showing a ratio of frequency for a job in an auto mode to a frequency for the job in a fixed frequency mode for the same workload versus an available system power ($P_{\text{sys}}$) according to one embodiment. Curves 1701, 1702, 1703, 1704 and 1705 correspond to the different jobs having different workloads. The range of $P_{\text{sys}}$ is chosen to be from about 50% to about 100% of the unconstrained workload power. As shown in Figure 17, the job running in the auto mode results in up to 40% increase in frequency. There are no data points between 1200W and 1700W because in that range the jobs can start only in the auto mode. As shown in Figure 17, the auto mode out performs fixed-frequency mode for all workloads.

Figure 18 is a graph 1800 showing a percentage increase in time to complete for a job in an auto mode relative to the job in a fixed frequency mode according to one embodiment. Curves 1801, 1802, 1803, 1804 and 1805 correspond to different jobs having different workloads. As shown in Figure 18, all workloads complete sooner in the auto mode than in the fixed frequency mode.

Figure 19 illustrates a data processing system 1900 in accordance with one embodiment. Data processing system processing 1900 represents any data processing system to provide a power aware job scheduler and manager, as described herein with respect to Figures 1-18. In alternative embodiments, the data processing system 1900 may be connected (e.g., networked) to other machines in a Local Area Network (LAN), an intranet, an extranet, or the Internet. The data processing system 1900 may operate in the capacity of a server or a client machine in a client-server network environment, or as a peer machine in a peer-to-peer (or distributed) network environment.

The data processing system 1900 may be a personal computer (PC), a tablet PC, a set-top box (STB), a Personal Digital Assistant (PDA), a cellular telephone, a web appliance, a
server, a network router, switch or bridge, or any machine capable of executing a set of
instructions (sequential or otherwise) that specify actions to be taken by that data processing
system. Further, while only a single data processing system is illustrated, the term "data
processing system" shall also be taken to include any collection of data processing systems that
individually or jointly execute a set (or multiple sets) of instructions to perform any one or more
of the methodologies described herein.

A processor 1904 represents one or more general-purpose processing devices such as
a microprocessor, central processing unit, or other processing device. More particularly, the
processor 1904 may be a complex instruction set computing (CISC) microprocessor, reduced
instruction set computing (RISC) microprocessor, very long instruction word (VLIW)
microprocessor, processor implementing other instruction sets, or processors implementing a
combination of instruction sets. Processor 1904 may also be one or more special-purpose
processing devices such as an application specific integrated circuit (ASIC), a field
programmable gate array (FPGA), a digital signal processor (DSP), network processor, or the
like. Processor 1904 is configured to control a processing logic for performing the operations
described herein with respect to Figures 1-18.

The data processing system 1900 may include a number of components. In one
embodiment, these components are attached to one or more motherboards. In an alternate
embodiment, these components are fabricated onto a single system-on-a-chip (SoC) die rather
than a motherboard. The components in the data processing system 1900 include, but are not
limited to, an integrated circuit die 1902 and at least one communication chip 1908. In some
implementations the communication chip 1908 is fabricated as part of the integrated circuit die
1902. The integrated circuit die 1902 may include processor 1904, an on-die memory 1906,
often used as cache memory, that can be provided by technologies such as embedded DRAM
(eDRAM) or spin-transfer torque memory (STTM or STTM-RAM).

Data processing system 1900 may include other components that may or may not be
physically and electrically coupled to the motherboard or fabricated within an SoC die. These
other components include, but are not limited to, a volatile memory 1910 (e.g., DRAM), a non-
volatile memory 1912 (e.g., ROM or flash memory), a graphics processing unit 1914 (GPU), a
digital signal processor 1916, a crypto processor 1942 (a specialized processor that executes
cryptographic algorithms within hardware), a chipset 1920, an antenna 1922, a display or a
touchscreen display 1924, a touchscreen controller 1926, a battery 1928 or other power source, a
power amplifier (PA) 1944, a global positioning system (GPS) device 1928, a compass 1930,
one or more sensors 1932 (that may include a power sensor to measure the power consumed by a
node, power consumed by the system, or both; a motion sensor, or other sensor), a speaker 1934,
a camera 1936, user input devices 1938 (such as a keyboard, mouse, stylus, and touchpad), and a
mass storage device 1940 (such as hard disk drive, compact disk (CD), digital versatile disk
(DVD), and so forth).

The communications chip 1908 enables wireless communications for the transfer of
data to and from the data processing system 1900. The term "wireless" and its derivatives may
be used to describe circuits, devices, systems, methods, techniques, communications channels,
etc., that may communicate data through the use of modulated electromagnetic radiation through
a non-solid medium. The term does not imply that the associated devices do not contain any
wires, although in some embodiments they might not. The communication chip 1908 may
implement any of a number of wireless standards or protocols, including but not limited to Wi-Fi
(IEEE 802.11 family), WiMAX (IEEE 802.16 family), IEEE 802.20, long term evolution
(LTE), Ev-DO, HSPA+, HSDPA+, HSUPA+, EDGE, GSM, GPRS, CDMA, TDMA, DECT,
Bluetooth, derivatives thereof, as well as any other wireless protocols that are designated as 3G,
4G, 5G, and beyond. The data processing system 1900 may include a plurality of
communication chips 1908. For instance, a first communication chip 1908 may be dedicated to
shorter range wireless communications such as Wi-Fi and Bluetooth and a second
communication chip 1908 may be dedicated to longer range wireless communications such as
GPS, EDGE, GPRS, CDMA, WiMAX, LTE, Ev-DO, and others.

The term "processor" may refer to any device or portion of a device that processes
electronic data from registers and/or memory to transform that electronic data into other
electronic data that may be stored in registers and/or memory.

In various embodiments, the data processing system 1900 may be a laptop computer,
a netbook computer, a notebook computer, an ultrabook computer, a smartphone, a tablet, a
personal digital assistant (PDA), an ultra mobile PC, a mobile phone, a desktop computer, a
server, a printer, a scanner, a monitor, a set-top box, an entertainment control unit, a digital
camera, a portable music player, or a digital video recorder. In further implementations, the data
processing system 1900 may be any other electronic device that processes data.

The mass storage device 1940 may include a machine-accessible storage medium (or
more specifically a computer-readable storage medium) 1945 on which is stored one or more
sets of instructions (e.g., a software) embodying any one or more of the methodologies or
functions described herein. The software may also reside, completely or at least partially, within
the memory 1910, memory 1912, memory 1906 and/or within the processor 1904 during
execution thereof by the data processing system 1900, the on-die memory 1906 and the
processor 1904 also constituting machine-readable storage media. The software may further be transmitted or received over a network via a network interface device.

While the machine-accessible storage medium 1944 is shown in an exemplary embodiment to be a single medium, the term "machine-readable storage medium" should be taken to include a single medium or multiple media (e.g., a centralized or distributed database, and/or associated caches and servers) that store the one or more sets of instructions. The term "machine-readable storage medium" shall also be taken to include any medium that is capable of storing or encoding a set of instructions for execution by the machine and that cause the machine to perform any one or more of the methodologies of the present invention. The term "machine-readable storage medium" shall accordingly be taken to include, but not be limited to, solid-state memories, and optical and magnetic media.

The above description of illustrated implementations of the invention, including what is described in the Abstract, is not intended to be exhaustive or to limit the invention to the precise forms disclosed. While specific implementations of, and examples for, the invention are described herein for illustrative purposes, various equivalent modifications are possible within the scope of the invention, as those skilled in the relevant art will recognize.

These modifications may be made to the invention in light of the above detailed description. The terms used in the following claims should not be construed to limit the invention to the specific implementations disclosed in the specification and the claims. Rather, the scope of the invention is to be determined entirely by the following claims, which are to be construed in accordance with established doctrines of claim interpretation.

The following examples pertain to further embodiments:

A method to operate a data processing system, comprising receiving an indication of a mode for a job, determining an available power for the job based on the mode, and allocating a first power for the job based on the available power.

A method to operate a data processing system, comprising receiving an indication of a mode for a job, determining an available power for the job based on the mode, and determining a first frequency for the job based on the available power, and allocating a first power for the job based on the first frequency.

A method to operate a data processing system, comprising receiving an indication of a mode for a job, determining an available power for the job based on the mode, allocating a first power for the job based on the available power, and adjusting the first power.

A method to operate a data processing system, comprising receiving an indication of a mode for a job, determining an available power for the job based on the mode, determining an
amount of required power for the job, and allocating a first power for the job based on at least one of the available power and the required power.

A method to operate a data processing system, comprising receiving an indication of a mode for a job, determining an available power for the job based on the mode, and allocating a first power for the job based on the available power, wherein the available power is determined based on at least one of a monitored power, an estimated power, and a calibrated power.

A method to operate a data processing system, comprising receiving an indication of a mode for a job, determining an available power for the job based on the mode, and allocating a first power for the job based on the available power, wherein the first power is determined based on an average power for the job.

A method to operate a data processing system, comprising receiving an indication of a mode for a job, determining an available power for the job based on the mode, and allocating a first power for the job based on the available power, wherein the mode comprises an indication about whether the job is subjected to a power limit, an indication about a power policy for the job, an indication about a suspension policy for the job, or any combination thereof.

A method to provide a power aware job scheduler and manager, comprising determining an available power for a first job; determining a first frequency for the first job based on the available power; and allocating a first power for the first job based on the first frequency.

A method to provide a power aware job scheduler and manager, comprising determining an available power for a first job; determining a first frequency for the first job based on the available power; and allocating a first power for the first job based on the first frequency, wherein the first frequency is used on a plurality of nodes that run the first job.

A method to provide a power aware job scheduler and manager, comprising determining an available power for a first job; determining a first frequency for the first job based on the available power; and allocating a first power for the first job based on the first frequency; monitoring one or more second jobs; and adjusting the first power based on the monitoring.

A method to provide a power aware job scheduler and manager, comprising receiving an indication of a mode for the first job; determining an available power for the first job based on the mode; determining a first frequency for the first job based on the available power; and allocating a first power for the first job based on the first frequency.

A method to provide a power aware job scheduler and manager, comprising determining an available power for a first job; determining a first frequency for the first job
based on the available power; and allocating a first power for the first job based on the first
frequency; decreasing the first frequency, if the allocated power is greater than a first threshold;
and increasing the first frequency, if the allocated power is less than a second threshold.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising receiving an indication of a mode for a job,
determining an available power for the job based on the mode, and allocating a first power for
the job based on the available power.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising receiving an indication of a mode for a job,
determining an available power for the job based on the mode, determining a first frequency for
the job based on the available power, and allocating a first power for the job based on the first
frequency.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising receiving an indication of a mode for a job,
determining an available power for the job based on the mode, allocating a first power for the job
based on the available power, and adjusting the first power.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising receiving an indication of a mode for a job,
determining an available power for the job based on the mode, determining an amount of
required power for the job, and allocating a first power for the job based on at least one of the
available power and the required power.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising receiving an indication of a mode for a job,
determining an available power for the job based on the mode, and allocating a first power for
the job based on the available power, wherein the available power is determined based on at least
one of a monitored power, an estimated power, and a calibrated power.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising receiving an indication of a mode for a job,
determining an available power for the job based on the mode, and allocating a first power for
the job based on the available power, wherein the first power is determined based on an average
power for the job.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising receiving an indication of a mode for a job,
determining an available power for the job based on the mode, and allocating a first power for
the job based on the available power, wherein the mode comprises an indication about whether
the job is subjected to a power limit, an indication about a power policy for the job, an indication
about a suspension policy for the job, or any combination thereof.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising determining an available power for a first
job; determining a first frequency for the first job based on the available power; and allocating a
first power for the first job based on the first frequency.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising determining an available power for a first
job; determining a first frequency for the first job based on the available power, allocating a first
power for the first job based on the first frequency, wherein the first frequency is used on a
plurality of nodes that run the first job.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising determining an available power for a first
job, determining a first frequency for the first job based on the available power, allocating a first
power for the first job based on the first frequency, monitoring one or more second jobs, and
adjusting the first power based on the monitoring.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising receiving an indication of a mode for the
first job, determining an available power for the first job based on the mode, determining a first
frequency for the first job based on the available power, and allocating a first power for the first
job based on the first frequency.

A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising determining an available power for a first
job, determining a first frequency for the first job based on the available power, allocating a first
power for the first job based on the first frequency, decreasing the first frequency, if the allocated
power is greater than a first threshold, and increasing the first frequency, if the allocated power is
less than a second threshold.

A data processing system comprising a memory, and a processor coupled to the
memory, wherein the processor is configured to receive an indication of a mode for a job, to
determine an available power for the job based on the mode; and to allocate a first power for the
job based on the available power.

A data processing system comprising a memory, and a processor coupled to the
memory, wherein the processor is to receive an indication of a mode for a job, to determine an
available power for the job based on the mode; to determine a first frequency for the job based on the available power, and to allocate a first power for the job based on the first frequency.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to receive an indication of a mode for a job, to determine an available power for the job based on the mode, to allocate a first power for the job based on the available power, and to adjust the first power.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to receive an indication of a mode for a job, to determine an available power for the job based on the mode, to determine an amount of required power for the job, and to allocate a first power for the job on at least one of the available power and the required power.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to receive an indication of a mode for a job, to determine an available power for the job based on the mode, to allocate a first power for the job based on the available power, wherein the available power is determined based on at least one of a monitored power, an estimated power, and a calibrated power.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to receive an indication of a mode for a job, to determine an available power for the job based on the mode, to allocate a first power for the job based on the available power, wherein the first power is determined based on an average power for the job.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to receive an indication of a mode for a job, to determine an available power for the job based on the mode, to allocate a first power for the job based on the available power, wherein the mode comprises an indication about whether the job is subjected to a power limit, an indication about a power policy for the job, an indication about a suspension policy for the job, or any combination thereof.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to determine an available power for a first job, to determine a first frequency for the first job based on the available power; and to allocate a first power for the first job based on the first frequency.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to determine an available power for a first job; to determine a first frequency for the first job based on the available power; and to allocate a first power for the
first job based on the first frequency, wherein the first frequency is used on a plurality of nodes that run the first job.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to determine an available power for a first job; to determine a first frequency for the first job based on the available power; to allocate a first power for the first job based on the first frequency, to monitor one or more second jobs, and to adjust the first power based on the monitoring.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to receive an indication of a mode for the first job, to determine an available power for the first job based on the mode, to determine a first frequency for the first job based on the available power, and to allocate a first power for the first job based on the first frequency.

A data processing system comprising a memory, and a processor coupled to the memory, wherein the processor is to determine an available power for a first job, to determine a first frequency for the first job based on the available power, to allocate a first power for the first job based on the first frequency, to decrease the first frequency, if the allocated power is greater than a first threshold; and to increase the first frequency, if the allocated power is less than a second threshold.

A method to manage a power for a data processing system, comprising determining a power allocated to a system; determining a power consumed by the system; identifying a job; and allocating the power to the identified job based at least on the power consumed by the system.

A method to manage a power for a data processing system, comprising determining a power allocated to a system; determining a power consumed by the system; identifying a job, if the power consumed by the system is less than the power allocated to the system, and allocating the power to the identified job based at least on the power consumed by the system.

A method to manage a power for a data processing system, comprising determining a power allocated to a system; determining a power consumed by the system; identifying a job, wherein the identifying the job comprises determining a priority for the job relative to one or more other jobs, and selecting the job based on the priority; and allocating the power to the job based at least on the power consumed by the system.

A method to manage a power for a data processing system, comprising determining a power allocated to a system; determining a power consumed by the system; identifying a job, if
the power consumed by the system is greater than the power allocated to the system; and
reducing the power allocated to the identified job.

A method to manage a power for a data processing system, comprising determining a
power allocated to a system; determining a power consumed by the system; identifying a job;
determining a mode of the identified job; and allocating the power to the identified job based at
least on the power consumed by the system and the mode.

A method to manage a power for a data processing system comprising determining an
excess power for a system; determining a current power consumed by a job, and allocating an
additional power for the job based on at least one of the excess power and current power.

A method to manage a power for a data processing system comprising determining an
excess power for a system; identifying a job having a highest priority relative to other running
jobs, determining a current power consumed by the identified job, allocating an additional power
for the identified job based on at least one of the excess power and current power.

A method to manage a power for a data processing system comprising determining an
excess power for a system; determining a current power consumed by a job; determining a
current frequency for the job, allocating an additional power for the job based on at least one of
the excess power and current power; and increasing the current frequency.

A method to manage a power for a data processing system comprising determining an
excess power for a system, wherein the excess power is determined as a difference between a
power allocated to a system, a power consumed by the system, and a power guardband;
determining a current power consumed by a job, and allocating an additional power for the job
based on at least one of the excess power and current power.

A method to manage a power for a data processing system comprising determining an
excess power for a system; determining a current power consumed by a first job, and allocating
an additional power for the first job based on at least one of the excess power and current power,
and allocating an additional power for a second job.

A method to manage a power for a data processing system comprising determining a
power reduction for a system; and reducing a power allocation for a job based on the power
reduction for the system.

A method to manage a power for a data processing system comprising determining a
power reduction for a system; determining a mode of a job; and reducing a power allocation for
the job based on the power reduction for the system and on the mode.

A method to manage a power for a data processing system comprising determining a
power reduction for a system; identifying a job having a lowest priority relative to other jobs,
and reducing a power allocation for the identified job based on the power reduction for the system.

A method to manage a power for a data processing system comprising determining a power reduction for a system; determining an operating frequency for a job, and reducing a power allocation for the job based on the operating frequency.

A method to manage a power for a data processing system comprising determining a power reduction for a system; determining a number of nodes running a job; and reducing a power allocation for the job based on the number of nodes.

A method to manage a power for a data processing system comprising monitoring one or more first jobs, determining a power estimate for a second job; and reducing a power allocation for one or more first jobs based on the power estimate to accommodate the second job.

A method to manage a power for a data processing system comprising monitoring one or more first jobs, determining a power estimate for a second job; identifying a priority of the one or more first jobs, reducing a power allocation for the one or more first jobs based on the priority and the power estimate to accommodate the second job.

A method to manage a power for a data processing system comprising monitoring one or more first jobs, determining an operating frequency of the one or more first jobs; determining a power estimate for a second job; and reducing a power allocation for the one or more first jobs based on the operating frequency and the power estimate to accommodate the second job.

A method to manage a power for a data processing system comprising monitoring one or more first jobs, determining a power estimate for a second job; determining an available power for a system; and reducing a power allocation for one or more first jobs based on the power estimate and the available power to accommodate the second job.

A method to manage a power for a data processing system comprising monitoring one or more first jobs, determining a power estimate for a second job; and reducing a power allocation for one or more first jobs based on the power estimate to accommodate the second job, wherein the second job is one of a new job and a suspended job.

A method to manage a power for a data processing system comprising determining an operational frequency of a job; determining a power reduction for the job; and reducing an allocated power for the job based on the power reduction.

A method to manage a power for a data processing system comprising determining an operational frequency of a job; determining a power reduction for the job, if a difference between a consumed system power and an allocated system power is less than a
predetermined threshold; and reducing an allocated power for the job based on the power reduction.

A method to manage a power for a data processing system comprising determining an operational frequency of a job; determining a power reduction for the job, if the operational frequency is greater than a minimum frequency; and reducing an allocated power for the job based on the power reduction.

A method to manage a power for a data processing system comprising determining an operational frequency of a first job; determining a power reduction for the first job; determining a power reduction for a second job, and reducing an allocated power for at least one of the first job and the second job based on the power reduction.

A method to manage a power for a data processing system comprising determining an operational frequency of a job; determining a power reduction for the job, wherein the power reduction is determined based at least on a power consumed by a system, a power allocated to the system and a system guardband; and reducing an allocated power for the job based on the power reduction.

In the foregoing specification, methods and apparatuses have been described with reference to specific exemplary embodiments thereof. It will be evident that various modifications may be made thereto without departing from the broader spirit and scope of embodiments as set forth in the following claims. The specification and drawings are, accordingly, to be regarded in an illustrative sense rather than a restrictive sense.
CLAIMS

What is claimed is:
1. A method to operate a data processing system, comprising:
   receiving an indication of a mode for a job;
   determining an available power for the job based on the mode; and
   allocating a first power for the job based on the available power.

2. The method of claim 1, further comprising
   determining a first frequency for the job based on the available power.

3. The method of claim 1, further comprising
   adjusting the first power when the available power changes.

4. The method of claim 1, further comprising
   determining an amount of required power for the job.

5. The method of claim 1, wherein the available power is determined based on at least one
   of a monitored power, an estimated power, and a calibrated power.

6. The method of claim 1, wherein the first power is allocated based on an average power
   for the job.

7. The method of claim 1, wherein the mode comprises an indication about whether the job
   is subjected to a power limit, an indication about a power policy for the job, an indication about a
   suspension policy for the job, or any combination thereof.

8. A method to provide a power aware job scheduler and manager, comprising
   determining an available power for a first job;
   determining a first frequency for the first job based on the available power; and
   allocating a first power for the first job based on the first frequency.

9. The method of claim 8, wherein the first frequency is used on a plurality of nodes that
   run the first job.
10. The method of claim 8, further comprising
monitoring one or more second jobs; and
adjusting the first power based on the monitoring.

11. The method of claim 8, further comprising
receiving an indication of a mode for the first job, wherein the available power is
determined based on the mode.

12. The method of claim 8, further comprising
decreasing the first frequency, if the allocated power is greater than a first threshold; and
increasing the first frequency, if the allocated power is less than a second threshold.

13. A non-transitory machine readable medium comprising instructions that cause a data
processing system to perform operations comprising:
  receiving an indication of a mode for a job;
  determining an available power for the job based on the mode; and
  allocating a first power for the job based on the available power.

14. The non-transitory machine readable medium of claim 13, further comprising instructions
that cause the data processing system to perform operations comprising
determining a first frequency for the job based on the available power.

15. The non-transitory machine readable medium of claim 13, further comprising instructions
that cause the data processing system to perform operations comprising
adjusting the first power.

16. The non-transitory machine readable medium of claim 13, further comprising instructions
that cause the data processing system to perform operations comprising
determining an amount of required power for the job.

17. The non-transitory machine readable medium of claim 13, wherein the available power is
determined based on at least one of a monitored power, an estimated power, and a calibrated
power.
18. The non-transitory machine readable medium of claim 13, wherein the first power is determined based on an average power for the job.

19. The non-transitory machine readable medium of claim 13, wherein the mode comprises an indication about whether the job is subjected to a power limit, an indication about a power policy for the job, an indication about a suspension policy for the job, or any combination thereof.

20. A data processing system, comprising:
   a memory; and a processor coupled to the memory, wherein the processor is to receive an indication of a mode for a job, to determine an available power for the job based on the mode; and to allocate a first power for the job based on the available power.

21. The data processing system of claim 20, wherein the processor is further to determine a first frequency for the job based on the available power.

22. The data processing system of claim 20, wherein the processor is further to adjust the first power.

23. The data processing system of claim 20, wherein the processor is further to determine an amount of required power for the job.

24. The data processing system of claim 20, wherein the available power is determined based on at least one of a monitored power, an estimated power, and a calibrated power.

25. The data processing system of claim 20, wherein the mode comprises an indication about whether the job is subjected to a power limit, an indication about a power policy for the job, an indication about a suspension policy for the job, or any combination thereof.
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Allocating a power for the job

No

Adjust?

Yes

Adjust the allocated power to the job

FIG. 5B
530

531 Monitoring one or more jobs

532 Determining an available power for a job

533 Can the job run?

534 Determining a first frequency for the job based on the available power

535 Allocating a power for the job based on the first frequency

536 Is the allocated power greater than a first threshold?

537 Decrease the frequency

538 Is the allocated power less than a second threshold?

539 Increase the frequency

FIG. 5C
<table>
<thead>
<tr>
<th>Using Power Monitoring</th>
<th>Mode (A) Fixed Frequency</th>
<th>Mode (B) minPower $P_{JOE} = P_{min}$</th>
<th>Mode (C) MaxPower $P_{JOE} = P_{max}$</th>
<th>Mode (D) Auto Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available Power</td>
<td>$P_{AVAILABLE} = P_{SYS} - P_{CONSUMED} - Guard Band$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When job cannot be started? Or when to suspend a job?</td>
<td>$P_{AVAILABLE} &lt;$ Max at user selected freq</td>
<td>$P_{AVAILABLE} &lt;$ User set min power, OR $P_{AVAILABLE} &lt;$ Average Power for $P_n$</td>
<td>Workload Max for $P_n &gt; P_{max}$</td>
<td>$P_{AVAILABLE} &lt;$ Average Power for $P_n$</td>
</tr>
<tr>
<td>Frequency</td>
<td>User selected</td>
<td>Calculated, Max Frequency where average power $\leq P_{AVAILABLE}$</td>
<td>Calculated, Max Frequency where workload Max power $\leq$ minimum of ($P_{AVAILABLE}$, $P_{MAX}$)</td>
<td>Calculated; Max frequency where average power $\leq P_{AVAILABLE}$</td>
</tr>
<tr>
<td>Min required power for job that cannot be suspended</td>
<td>= 0 if job can be suspended = Max $\oplus$ selected frequency, otherwise</td>
<td>= 0 if job can be suspended = Min job power $P_{JOE}$ otherwise</td>
<td>= 0 for jobs that can be suspended = WorkloadMax $\oplus$ Pn state</td>
<td>= 0 if job can be suspended = Max power for $P_n$ otherwise</td>
</tr>
<tr>
<td>Allocated power</td>
<td>Max at selected frequency</td>
<td>Max (Min required power, average power at calculated frequency)</td>
<td>Min (Max power at calculated frequency, $P_{MAX}$)</td>
<td>Max (Min required power, average power at calculated frequency)</td>
</tr>
<tr>
<td>Readjust?</td>
<td>No</td>
<td>Max frequency for whose average power $&lt; P_{AVAILABLE}$</td>
<td>Max frequency for whose workload max power $&lt; min$ ($P_{AVAILABLE}$, $P_{MAX}$)</td>
<td>Max frequency for whose average power $\leq P_{AVAILABLE}$</td>
</tr>
</tbody>
</table>

FIG. 6
<table>
<thead>
<tr>
<th>706</th>
<th>No Power Monitoring</th>
<th>Mode (A) Fixed Frequency</th>
<th>Mode (B) minPower (P_{JOE} = P_{min})</th>
<th>Mode (C) MaxPower (P_{JOE} = P_{max})</th>
<th>Mode (D) Auto Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>707</td>
<td>Available Power</td>
<td>(P_{AVAILABLE} = P_{SYS} \cdot P_{ALLOCATED})</td>
<td>(P_{AVAILABLE} &lt; \text{User set min power, OR} ) (P_{AVAILABLE} &lt; \text{PMP for } P_n)</td>
<td>(P_{MMP} \text{ for } P_n &gt; P_{AVAILABLE} \text{ OR} ) (P_{MMP} \text{ at } P_n &gt; P_{max})</td>
<td>(P_{AVAILABLE} &lt; \text{PMP for } P_n)</td>
</tr>
<tr>
<td>708</td>
<td>When job cannot be started? Or when to suspend a job?</td>
<td>(P_{AVAILABLE} &lt; \text{PMP at user selected freq})</td>
<td>Calculated; Max Frequency where PMP (\leq P_{AVAILABLE})</td>
<td>Calculated; Max frequency where PMP (\leq \text{minimum of } (P_{AVAILABLE}, P_{MAX}))</td>
<td>Calculated; Max frequency where PMP (\leq P_{AVAILABLE})</td>
</tr>
<tr>
<td>709</td>
<td>Frequency</td>
<td>User selected</td>
<td>Calculated; Max Frequency where PMP (\leq P_{AVAILABLE})</td>
<td>Calculated; Max frequency where PMP (\leq \text{minimum of } (P_{AVAILABLE}, P_{MAX}))</td>
<td>Calculated; Max frequency where PMP (\leq P_{AVAILABLE})</td>
</tr>
<tr>
<td>710</td>
<td>Min required power for job that cannot be suspended</td>
<td>(= 0 \text{ if job can be suspended}) (= \text{PMP at selected frequency, otherwise})</td>
<td>(= 0 \text{ if jobs can be suspended}) (= \text{Min job power } P_{JOE})</td>
<td>(= 0 \text{ for jobs that can be suspended}) (= \text{PMP @ Pn state})</td>
<td>(= 0 \text{ for jobs that can be suspended}) (= \text{PMP @ Pn state})</td>
</tr>
<tr>
<td>711</td>
<td>Allocated power</td>
<td>(\text{PMP at selected frequency})</td>
<td>(\text{Max (Min required power, PMP at calculated frequency)})</td>
<td>(\text{Min (PMP at calculated frequency, } P_{max}))</td>
<td>(\text{Max (Min required power, PMP at calculated frequency)})</td>
</tr>
<tr>
<td>712</td>
<td>Readjust? Only when (P_{SYS}) changes</td>
<td>(\text{No})</td>
<td>(\text{Max frequency for whose PMP &lt; } P_{AVAILABLE})</td>
<td>(\text{Max frequency for whose PMP &lt; } \text{min (P}<em>{AVAILABLE}, P</em>{MAX}))</td>
<td>(\text{Max frequency for whose PMP &lt; } P_{AVAILABLE})</td>
</tr>
</tbody>
</table>
FIG. 8
<table>
<thead>
<tr>
<th>Freq</th>
<th>Node 1</th>
<th>Node 2</th>
<th>Node 3</th>
<th>Node 8</th>
<th>1.2</th>
<th>159</th>
<th>1.2</th>
<th>159</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>160</td>
<td>163</td>
<td>158</td>
<td></td>
<td>167</td>
<td>167</td>
<td>172</td>
<td>172</td>
</tr>
<tr>
<td>1.4</td>
<td>175</td>
<td>180</td>
<td>174</td>
<td></td>
<td>175</td>
<td>175</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>1.5</td>
<td>226</td>
<td>231</td>
<td>225</td>
<td></td>
<td>219</td>
<td>219</td>
<td>213</td>
<td>213</td>
</tr>
<tr>
<td>1.8</td>
<td>206</td>
<td>208</td>
<td>202</td>
<td></td>
<td>208</td>
<td>208</td>
<td>206</td>
<td>206</td>
</tr>
<tr>
<td>1.9</td>
<td>232</td>
<td>236</td>
<td>228</td>
<td></td>
<td>226</td>
<td>226</td>
<td>232</td>
<td>232</td>
</tr>
<tr>
<td>2.0</td>
<td>244</td>
<td>248</td>
<td>244</td>
<td></td>
<td>237</td>
<td>237</td>
<td>244</td>
<td>244</td>
</tr>
<tr>
<td>2.1</td>
<td>256</td>
<td>264</td>
<td>256</td>
<td></td>
<td>249</td>
<td>249</td>
<td>264</td>
<td>256</td>
</tr>
<tr>
<td>2.2</td>
<td>276</td>
<td>272</td>
<td>272</td>
<td></td>
<td>265</td>
<td>265</td>
<td>276</td>
<td>272</td>
</tr>
<tr>
<td>2.3</td>
<td>287</td>
<td>288</td>
<td>288</td>
<td></td>
<td>279</td>
<td>279</td>
<td>288</td>
<td>288</td>
</tr>
<tr>
<td>2.4</td>
<td>302</td>
<td>300</td>
<td>304</td>
<td></td>
<td>283</td>
<td>283</td>
<td>300</td>
<td>304</td>
</tr>
<tr>
<td>2.6</td>
<td>348</td>
<td>340</td>
<td>348</td>
<td></td>
<td>328</td>
<td>328</td>
<td>340</td>
<td>340</td>
</tr>
<tr>
<td>2.7</td>
<td>372</td>
<td>368</td>
<td>372</td>
<td></td>
<td>349</td>
<td>349</td>
<td>368</td>
<td>372</td>
</tr>
<tr>
<td>2.8</td>
<td>396</td>
<td>388</td>
<td>396</td>
<td></td>
<td>369</td>
<td>369</td>
<td>388</td>
<td>396</td>
</tr>
<tr>
<td>2.9</td>
<td>424</td>
<td>424</td>
<td>424</td>
<td></td>
<td>394</td>
<td>394</td>
<td>424</td>
<td>424</td>
</tr>
</tbody>
</table>

**FIG. 9A**
930 Determine a power allocated to a system (Psymb)

931 Determine a power consumed by the system (Pcsymb)

932 Is Psymb - SystemGuardband1 < Pcsymb < Psymb + SysGuardband2 ?

933 Is a job available ?

934 Create a power headroom for the job

935 Is Pcsymb < Psymb ?

936 Reduce power allocation to the job(s)

937 Select the job

FIG. 9B
FIG. 9C

941 Identify a job having a highest priority

942 Is the job run at a max frequency?

943 Allocate an additional power for the job

944 Increase the frequency for the job

FIG. 9D

950 Determine a power reduction for a system

951 Can the Job power allocation be reduced?

952 No

953 Reduce the power allocation for one or more other jobs?

954 Reduce the power allocation for a group of jobs

955 Suspend the job

956 Reduce the power allocation for the job
FIG. 9E

Monitoring a system power

Is Psys < Psys?

No

Is a priority of the job less than a priority of other job(s)?

Next job?

Yes

Stop the job

Turn off the system

FIG. 9F

Monitoring one or more jobs

Can a power allocation be reduced for a job?

Yes

Is the job run at a frequency greater than Fmin?

Yes

Determine a power estimate for a next job in a queue

No

Is a power headroom available for the next job?

Yes

Accommodate the job
Determine that a consumed system power is greater than and an allocated system power

Is a job frequency greater than F_min or a job power is greater than P_min?

Determine a power reduction for the job

Reducing the power allocation for the job

Suspend the job

Enough power headroom for the job?

Suspend the job

Next job?

Turn off the system

FIG. 9G
**FIG. 11**

<table>
<thead>
<tr>
<th>PSYS = 1700W</th>
<th>Job 1</th>
<th>Job 2</th>
<th>Job 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lulesh (Pr1)</td>
<td>Qbox (Pr2)</td>
<td>MCB (Pr3)</td>
<td></td>
</tr>
<tr>
<td>2 Nodes</td>
<td>2 Nodes</td>
<td>4 Nodes</td>
<td></td>
</tr>
</tbody>
</table>

- **Case 1**
  - No Power Limit
  - Fixed-Frequency (2.0 GHz)
  - Fixed-Frequency (2.1 GHz)

- **Case 2**
  - No Power Limit
  - Fixed-Frequency (2.0 GHz)
  - Auto mode

---

**FIG. 13**

<table>
<thead>
<tr>
<th></th>
<th>Job 1</th>
<th>Job 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCB (Pr1)</td>
<td>MCB (Pr1)</td>
<td></td>
</tr>
<tr>
<td>4 Nodes</td>
<td>4 Nodes</td>
<td></td>
</tr>
</tbody>
</table>

- **Case 1**
  - No Power Limit
  - Fixed-Frequency (2.0 GHz)

- **Case 2**
  - No Power Limit
  - Auto mode
**FIG. 12**

**1200**

Frequency

- MCB Frequency
- MCB (Auto)
- MCB (Fixed Freq)
- Qbox Finishes

**1201**

Power Consumption

- MCB Power
- MCB (Auto)
- MCB (Fixed Freq)
- Qbox Finishes
- Lulesh Finishes

Legend:
- Lulesh
- Qbox (Fixed-Freq)
- MCB (Auto)
- MCB (Fixed-Freq)
Case 1: Fixed-Freq

Case 2: Auto

FIG. 14
Case 1: Fixed-Freq

Case 2: Auto

FIG. 15
FIG. 17
Comparison With Fixed-Freq Mode

Parameter:
Fixed-Freq = 2.0

FIG. 18
A. CLASSIFICATION OF SUBJECT MATTER

G06F 9/50(2006.01)i; G06F 1/32(2006.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
G06F 9/50; G06F 1/26; G06F 9/46; G06F 1/32

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
eKOMPASS(KIPO internal) & Keywords: High Performance Computing (HPC) system, power aware, job scheduler, mode, available power, frequency, and similar terms.

C. DOCUMENTS CONSIDERED TO BE RELEVANT

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>US 2013-0124885 AI (JOHN D. DAVIS et al.) 16 May 2013 See paragraphs [0017]-[0019] ; claims 1, 2, 17; and figures 1, 4.</td>
<td>1-25</td>
</tr>
<tr>
<td>A</td>
<td>US 2014-0075448 AI (INTERNATIONAL BUSINESS MACHINES CORPORATION) 13 March 2014 See paragraph [0022] ; claims 1-8; and figure 1.</td>
<td>1-25</td>
</tr>
<tr>
<td>A</td>
<td>US 2008-0222434 AI (MASAAKI SHIMIZU et al.) 11 September 2008 See paragraphs [0022]-[0030] ; claims 1-10; and figure 1.</td>
<td>1-25</td>
</tr>
<tr>
<td>A</td>
<td>US 2013-0212410 AI (TAO LI et al.) 15 August 2013 See paragraphs [0046]-[0049]; and claim 1.</td>
<td>1-25</td>
</tr>
<tr>
<td>A</td>
<td>US 2010-0235840 AI (SRIHARI VENKATA ANGALURI) 16 September 2010 See paragraphs [0014]-[0019] ; claims 1-8; and figure 1.</td>
<td>1-25</td>
</tr>
</tbody>
</table>

Further documents are listed in the continuation of Box C.

Date of the actual completion of the international search
25 September 2015 (25.09.2015)

Date of mailing of the international search report
25 September 2015 (25.09.2015)

Name and mailing address of the ISA/KR
Korean Intellectual Property Office
Cheongsa-ro, Seo-gu, Daegu Metropolitan City, 35286, Republic of Korea
Facsimile No. +82-42-472-7140

Authorized officer
BYUN, Sung Cheal
Telephone No. +82-42-481-8262

Form PCT/ISA/210 (second sheet) (January 2015)
<table>
<thead>
<tr>
<th>Patent document cited in search report</th>
<th>Publication date</th>
<th>Patent family member(s)</th>
<th>Publication date</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 2013-0124885 Al</td>
<td>16/05/2013</td>
<td>US 8904209 B2</td>
<td>02/12/2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 2012-0216205 Al</td>
<td>23/08/2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 8527997 B2</td>
<td>03/09/2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 8612984 B2</td>
<td>17/12/2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 9098351 B2</td>
<td>04/08/2015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 7958508 B2</td>
<td>07/06/2011</td>
</tr>
<tr>
<td>US 2013-0212410 Al</td>
<td>15/08/2013</td>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>