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(54) 발명의 명칭 접속된 컴포넌트의 오리엔테이션 벡터를 인코딩하기 위한 방법 및 디바이스, 대응하는 디코딩
방법 및 디바이스, 및 그 인코딩된 데이터를 전달하는 저장 매체

(57) 요 약

본 발명은 접속된 컴포넌트의 적어도 하나의 오리엔테이션 벡터를 인코딩하고 디코딩하는 분야에서 이루어진다.

인코딩을 위해 벡터 컴포넌트들을 양자화할 때, 인코딩된 벡터 컴포넌트들의 수용가능한 양자화 편차는 때때로

계산된 벡터 컴포넌트들의 수용불가능한 편차들을 초래한다.  따라서, 벡터의 제1 및 제2 컴포넌트를 양자화 및

역양자화하고, 양자화된 제1 및 제2 컴포넌트 및 상기 벡터의 제3 컴포넌트의 부호를 시그널링하는 비트를 인코

딩하는 것, 상기 벡터의 제3 컴포넌트의 근사화의 계산된 절대값이 제1 임계보다 더 작은지의 여부를 결정하기

위해 미리 결정된 길이 및 역양자화된 제1 및 제2 컴포넌트를 사용하는 것, 및 계산된 절대값이 제1 임계보다 더

작은 경우, 제3 컴포넌트의 계산된 절대값 및 제3 컴포넌트의 절대값 사이의 잔차를 결정하고, 양자화하고, 인코

딩하는 것을 포함하는 방법이 제안된다.

대 표 도 - 도1
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특허청구의 범위

청구항 1 

접속된 컴포넌트의 오리엔테이션(orientation) 벡터를 인코딩하기 위한 방법으로서,

상기 벡터는 미리 결정된 길이를 가지고 또한 3개의 컴포넌트들을 포함하며, 상기 방법은:

상기 벡터의 제1 및 제2 컴포넌트를 양자화 및 역양자화하고, 상기 양자화된 제1 및 제2 컴포넌트 및 상기 벡터

의 제3 컴포넌트의 부호를 시그널링하는 비트를 인코딩하는 단계,

상기 벡터의 제3 컴포넌트의 근사화의 계산된 절대값(absolute)이 제1 임계보다 더 작은지의 여부를 결정하기

위해 상기 미리 결정된 길이 및 상기 역양자화된 제1 및 제2 컴포넌트를 사용하는 단계, 및

상기 계산된 절대값이 상기 제1 임계보다 더 작은 경우, 상기 제3 컴포넌트의 계산된 절대값 및 상기 제3 컴포

넌트의 절대값 사이의 잔차(residual)를 결정하고, 양자화하고, 인코딩하는 단계

를 포함하는 방법.

청구항 2 

제1항에 있어서,

상기 방법은,

상기 벡터에 대해 수직하는 상기 접속된 컴포넌트의 추가적인 오리엔테이션 벡터를 인코딩하는 단계 - 상기 추

가적인 벡터는 상기 미리 결정된 길이를 가지고 또한 3개의 추가적인 컴포넌트들을 포함함 -

를 더 포함하고,

상기 추가적인 오리엔테이션 벡터를 인코딩하는 단계는,

제1항에 따라 인코딩된 데이터를 사용하여 재구성된 제3 컴포넌트를 결정하고,

상기 재구성된 제3 컴포넌트가 제2 임계보다 더 작다고 결정하고,

상기 역양자화된 제1 및 제2 컴포넌트들의 절대값들을 비교하고 - 상기 역양자화된 제1 컴포넌트의 절대값이 상

기 역양자화된 제2 컴포넌트의 절대값보다 더 큰 경우, 상기 추가적인 컴포넌트들 중 제1 추가적인 컴포넌트의

부호를 시그널링하는 비트가 인코딩되고,

상기 역양자화된 제1 컴포넌트의 절대값이 상기 역양자화된 제2 컴포넌트의 절대값보다 더 크지 않은 경우, 상

기 추가적인 컴포넌트들 중 제2 추가적인 컴포넌트의 부호를 시그널링하는 비트가 인코딩됨 -,

제3 추가적인 컴포넌트를 양자화하고 인코딩함으로써 수행되는, 방법.

청구항 3 

제1항에 있어서,

상기 방법은,

상기 벡터에 대해 수직하는 추가적인 벡터를 인코딩하는 단계 - 상기 추가적인 벡터는 상기 미리 결정된 길이를

가지고 또한 3개의 추가적인 컴포넌트들을 포함함 -

를 더 포함하고,

상기 추가적인 벡터를 인코딩하는 단계는,

제1항에 따라 인코딩된 데이터를 사용하여 재구성된 제3 컴포넌트를 결정하고,

상기 재구성된 제3 컴포넌트가 상기 제1 임계보다 더 작은 제2 임계보다 더 작지 않다고 결정하고,

상기 추가적인 컴포넌트들의 제1 및 제2 추가적인 컴포넌트 중 하나의 추가적인 컴포넌트를 선택하고 양자화하
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고 역양자화하기 위해 상기 역양자화된 제1 및 제2 컴포넌트들의 절대값들을 사용하고,

상기 추가적인 벡터의 상기 제1 및 제2 추가적인 컴포넌트 중 선택되지 않은 추가적인 컴포넌트의 2개의 가능한

값들을 계산하기 위해 상기 벡터, 상기 미리 결정된 길이 및 상기 역양자화된 선택된 추가적인 컴포넌트를 사용

하고,

상기 계산된 2개의 가능한 값들 중 어느 것이 상기 선택되지 않은 추가적인 컴포넌트에 더 잘 근사화되는지에

대한 의존성에 있어서의 플래그를 설정하고,

상기 양자화된 선택된 추가적인 컴포넌트 및 상기 플래그를 인코딩함으로써 수행되는 방법.

청구항 4 

제3항에 있어서,

상기 방법은,

상기 추가적인 벡터의 제3 추가적인 컴포넌트의 근사화의 계산된 추가적인 절대값이 상기 제1 임계보다 더 작은

지의 여부를 결정하기 위해 상기 미리 결정된 길이, 상기 플래그 및 상기 역양자화된 선택된 추가적인 컴포넌트

를 사용하는 단계, 및

상기 계산된 추가적인 절대값이 상기 제1 미리 결정된 임계보다 더 작은 경우, 상기 계산된 절대값 및 상기 추

가적인 벡터의 제3 추가적인 컴포넌트의 절대값 사이의 추가적인 잔차를 결정하고, 양자화하고, 인코딩하는 단

계

를 더 포함하는 방법.

청구항 5 

제1항 내지 제4항 중 어느 한 항에 있어서,

비-일시적 저장 매체에 인코딩된 모든 데이터를 저장하는 단계를 더 포함하는 방법.

청구항 6 

제5항의 방법에 따라 저장된 데이터를 전달하는(carry) 저장 매체.

청구항 7 

접속된 컴포넌트의 오리엔테이션 벡터를 재구성하기 위한 방법으로서,

상기 벡터는 미리 결정된 길이를 가지고 또한 3개의 컴포넌트들을 포함하며, 상기 방법은,

상기 제3 컴포넌트의 부호를 시그널링하는 비트, 상기 벡터의 제1 및 제2 컴포넌트를 디코딩하고, 상기 제1 및

제2 컴포넌트를 역양자화하는 단계,

상기 벡터의 제3 컴포넌트의 근사화의 계산된 절대값이 제1 임계보다 더 작은지의 여부를 결정하기 위해 상기

미리 결정된 길이 및 상기 역양자화된 제1 및 제2 컴포넌트를 사용하는 단계,

상기 계산된 절대값이 상기 제1 임계보다 더 작은 경우, 상기 제3 컴포넌트의 계산된 절대값 및 상기 제3 컴포

넌트의 절대값 사이의 잔차를 결정하고, 디코딩하고, 역양자화하는 단계, 및

상기 벡터의 제3 컴포넌트를 재구성하기 위해 상기 디코딩된 데이터를 사용하는 단계

를 포함하는 방법.

청구항 8 

제7항에 있어서,

상기 방법은,

상기 벡터에 대해 수직하는 상기 접속된 컴포넌트의 추가적인 오리엔테이션 벡터를 재구성하는 단계 - 상기 추

가적인 벡터는 상기 미리 결정된 길이를 가지고 또한 3개의 추가적인 컴포넌트들을 포함함 -
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를 더 포함하고,

상기 재구성하는 단계는,

상기 재구성된 제3 컴포넌트가 상기 제1 임계보다 더 작은 제2 임계보다 더 작다고 결정하고,

상기 역양자화된 제1 및 제2 컴포넌트들의 절대값들을 비교하고 - 상기 역양자화된 제1 컴포넌트의 절대값이 상

기 역양자화된 제2 컴포넌트의 절대값보다 더 큰 경우, 상기 추가적인 컴포넌트들 중 제1 추가적인 컴포넌트의

부호를 시그널링하는 비트가 인코딩되고,

상기 역양자화된 제1 컴포넌트의 절대값이 상기 역양자화된 제2 컴포넌트의 절대값보다 더 크지 않은 경우, 상

기 추가적인 컴포넌트들 중 제2 추가적인 컴포넌트의 부호를 시그널링하는 비트가 인코딩됨 -,

상기 벡터의 제3 추가적인 컴포넌트를 디코딩하고 역양자화함으로써 수행되는 방법.

청구항 9 

제7항에 있어서,

상기 방법은,

상기 벡터에 대해 수직하는 상기 접속된 컴포넌트의 추가적인 오리엔테이션 벡터를 재구성하는 단계 - 상기 추

가적인 벡터는 상기 미리 결정된 길이를 가지고 또한 3개의 추가적인 컴포넌트들을 포함함 -

를 더 포함하고,

상기 재구성하는 단계는,

상기 재구성된 제3 컴포넌트가 제2 임계보다 더 작지 않다고 결정하고,

플래그 및 상기 추가적인 컴포넌트들 중 하나의 추가적인 컴포넌트를 디코딩하고 상기 추가적인 컴포넌트 중 하

나의 추가적인 컴포넌트를 역양자화하고,

상기 추가적인 컴포넌트들 중 하나의 추가적인 컴포넌트가 상기 추가적인 벡터의 제1 또는 제2 추가적인 컴포넌

트인지의 여부를 결정하기 위해 상기 역양자화된 제1 및 제2 컴포넌트들의 절대값들을 사용하고,

상기 추가적인 컴포넌트들 중 하나의 추가적인 컴포넌트가 아닌 것으로 결정되는 상기 추가적인 벡터의 그 추가

적인 컴포넌트를 계산하기 위해 상기 벡터의 재구성, 상기 미리 결정된 길이, 상기 플래그, 및 상기 추가적인

컴포넌트들 중 역양자화된 추가적인 컴포넌트를 사용하고,

제3 추가적인 컴포넌트의 근사화를 결정하기 위해 상기 미리 결정된 길이, 상기 역양자화된 하나의 추가적인 컴

포넌트 및 상기 계산된 추가적인 컴포넌트들을 사용함으로써 수행되는 방법.

청구항 10 

제9항에 있어서,

상기 방법은,

상기 제3 추가적인 컴포넌트의 결정된 근사화의 절대값이 상기 제1 임계보다 더 작다고 결정하는 단계,

추가적인 잔차를 디코딩하고 역양자화하는 단계, 및

상기 역양자화된 추가적인 잔차를 사용하여 상기 결정된 근사화를 업데이트하는 단계

를 더 포함하는 방법.

청구항 11 

제1항 내지 제5항 중 어느 한 항 또는 제7항 내지 제10항 중 어느 한 항의 방법을 수행하기 위한 프로세서를 포

함하는 디바이스.

청구항 12 

디바이스로서,
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접속된 컴포넌트와 연관된 오리엔테이션 벡터를 결정하는 반복적인 구조 발견 모듈 ― 상기 접속된 컴포넌트는

패턴의 인스턴스(instance)에 대응하고, 상기 패턴은 3D 모델에서 발생하는 반복적인 구조에 대응함 ― ; 및

상기 오리엔테이션 벡터를 인코딩하기 위해 제1항 내지 제5항 중 한 항의 방법을 수행하는 인코더

를 포함하는 디바이스.

청구항 13 

디바이스로서,

제7항 내지 제10항 중 어느 한 항의 방법에 따라 인코딩된 오리엔테이션 벡터를 디코딩하는 디코더 ― 상기 접

속된 컴포넌트는 패턴의 인스턴스에 대응하고, 상기 패턴은 3D 모델에서 발생하는 반복적인 구조에 대응함 ― ;

및

상기 접속된 컴포넌트를 포함하는 3D 모델을 생성하는 모델 재구성 모듈

을 포함하는 디바이스.

청구항 14 

제1항 내지 제5항 중 어느 한 항에 있어서,

상기 접속된 컴포넌트는 패턴의 인스턴스에 대응하고, 상기 패턴은 3D 모델에서 발생하는 반복적인 구조에 대응

하고,

상기 접속된 컴포넌트와 연관된 상기 오리엔테이션 벡터를 결정하는 단계를 더 포함하는 방법.

청구항 15 

제7항 내지 제10항 중 어느 한 항에 있어서,

상기 접속된 컴포넌트는 패턴의 인스턴스에 대응하고, 상기 패턴은 3D 모델에서 발생하는 반복적인 구조에 대응

하고, 상기 접속된 컴포넌트를 포함하는 상기 3D 모델을 생성하는 단계를 더 포함하는 방법.

명 세 서

기 술 분 야

본 발명은 벡터들의 컴포넌트들의 인코딩 분야에서 이루어진다.  특히, 본 발명은 접속된 컴포넌트의 오리엔테[0001]

이션(orientation) 벡터의 인코딩에 관련되며, 상기 벡터는 미리 결정된 길이를 가지고 또한 3개의 컴포넌트들

을 포함한다.

배 경 기 술

접속된 컴포넌트들의 오리엔테이션 벡터들은 컴포넌트의 템플릿의 컴포넌트의 인스턴스(instance)로의 회전 변[0002]

환을 담당하며, 시청각 컨텐츠의 프로세싱에 있어서 많은 상이한 방식들로 사용된다.  예를 들어, 청각적 오브

젝트들을 모델링할 때, 오브젝트는 사운드 소스를 나타낼 수 있다.  시각적 오브젝트들을 모델링할 때, 오브젝

트는 강체를 나타낼 수 있다.

몇몇을 들자면 예를 들어, CAD 시스템, 3D 게임, 3D TV 또는 3D 영화에서 사용하기 위해 특히 삼차원(3D)으로[0003]

시각적 오브젝트들을 모델링할 때, 종종 반복적인 구조들에 당면하게 된다.  이러한 반복적인 구조들, 예를 들

어, 여러번 발생하는 오브젝트들 또는 오브젝트-부분들은 구조의 템플릿을 한번 인코딩하고, 구조의 각각의 인

스턴스에 대해 템플릿의 인스턴스로의 변환을 허용하는 데이터를 인코딩함으로써 압축 인코딩될 수 있다.  템플

릿들은 또한 패턴들로서 명명되며 클러스터링으로부터 초래될 수 있다.

가장 일반적으로 말하자면, 이러한 변환은 회전, 스케일링, 전단(shear) 및/또는 변위로 분해될 수 있는 아핀[0004]

(affine) 변환이다.  회전, 스케일링, 전단은 가환성의(commutative) 선형 변환들인데, 즉, 이들의 적용의 순서

는 전체 변환 결과에 영향을 미치지 않으며,  선형 변환 각각을 허용하는 데이터는 독립적으로 인코딩될 수

있다.
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선형 변환들 사이에서, 평범한 3차원 공간에서의 회전들이 3개의 상이한 축들 주위의 회전들로 추가로 분해될[0005]

수 있는데, 즉, 3D인 회전들의 회전 데이터는 일반적으로 3개 자유도들을 가진다.

즉, 아핀 변환의 회전 변환 부분은 서로에 대해 수직하는 한 쌍의 정규화된 오리엔테이션 벡터들을 특정하는 파[0006]

라미터들에 의해 표현될 수 있다.  수직성 제한 및 정규성 제한들로 인해, 이러한 한 쌍의 오리엔테이션 벡터들

은 3개의 자유도들을 가지는데, 즉, 다른 파라미터들이 인코딩된 파라미터들 및 제약들을 사용하여 계산될 수

있으므로, 2개의 벡터들의 모호하지 않은 결정을 허용하기 위해 3개의 파라미터들이 결정되어야 한다.

회전들의 특정 하나가 제로 또는 Π(또한, Pi라고 기록되며 180°에 대응함)인 소위 짐벌 락(gimbal lock)의 경[0007]

우, 세차 회전 및 고유 회전이 동일한 축 주위에, 즉 동일한 면에서 발생한다.  이후, 세차 회전 및 고유 회전

은 가환성이며, 연이은(cumulated) 회전에 의해 표현될 수 있다.  따라서, 이러한 경우, 자유도가 유실되고, 회

전은 2개의 파라미터들에 의해 고유하게 특정된다.

M.   Deering:  단위 노멀(unit  normal)의 종단 포인트들이 놓여 있고,  각각의 8분의(octant)가 6개의 6분의[0008]

(sextant)들로 추가로 분할되는, 8개의 8분의들로 분할되는 정상 구인, 오리엔테이션 벡터의 인코딩을 위해 제

안된 1995년 ACM SIGGRAPH의 회의록 "Geometry Compression", pp. 13-20.

접속된 컴포넌트들의 오리엔테이션 축들이 일부 우세한 오리엔테이션들을 가지는 경우들에 대해, 김덕수, 조영[0009]

성, 및 김현: 2002년, 컴퓨터 그래픽 및 응용예에 대한 태평양 컨퍼런스 IEEE, "Normal Compression Based on

Clustering and Relative Indexing"은, 고정된 개수의 클러스터들을 가지는 k-평균 클러스터링에 기초한 방식들

을 제안한다.

압축을 위해 반복적인 패턴들을 사용하는 것에 대한 또다른 방식은 Kangying Cai, Wencheng Wang, Zhibo Chen,[0010]

Quqing Chen, Jun Teng: "Exploiting repeated patterns for efficient compression of massive models", 산

업에서의 가상 현실 컨티넘 및 그 응용예들에 대한 제8차 국제 컨퍼런스의 회의록(VRCAI 2009) : 145-150, 2009

에 기술되어 있다.

발명의 내용

인코딩을 위한 벡터 컴포넌트들을 양자화(quantizing)할 때, 발명자들은 인코딩된 컴포넌트들의 양자화에 의해[0011]

유입된 수용가능한 편차(deviation)가 때때로 계산된 컴포넌트들의 수용불가능한 편차들을 초래한다는 점을 관

측하였다.  발명자들은 이것이 제수가 제로에 가까운 경우 제수에 존재하는 에러의 수용불가능한 전파를 초래하

는 계산에 포함된 나눔 단계로 인한 것임을 인지하였다.

따라서, 청구항 1에 따른 방법은 접속된 컴포넌트의 오리엔테이션 벡터를 인코딩하기 위해 제안되며, 상기 벡터[0012]

는 미리 결정된 길이를 가지고 또한 3개의 컴포넌트들을 포함한다.

본 발명에 따른 방법들은 유리하게는 3D 모델에서 발생하는 반복적인 패턴의 인스턴스들에 대응하는 접속된 컴[0013]

포넌트의 인코딩/디코딩에서 사용된다.

상기 방법은 벡터의 제1 및 제2 컴포넌트들을 양자화 및 역양자화(de-quantizing)하고, 양자화된 제1 및 제2 컴[0014]

포넌트들 및 상기 벡터의 제3 컴포넌트의 부호를 시그널링하는 비트를 인코딩하는 단계, 상기 벡터의 제3 컴포

넌트의 근사화의 계산된 절대값(absolute)이 제1 임계보다 더 작은지의 여부를 결정하기 위해 미리 결정된 길이

및 역양자화된 제1 및 제2 컴포넌트를 사용하는 단계, 및 계산된 절대값이 제1 임계보다 더 작은 경우, 제3 컴

포넌트의 계산된 절대값 및 제3 컴포넌트의 절대값 사이의 잔차를 결정하고, 양자화하고, 인코딩하는 단계를 포

함한다.

실시예에서, 상기 방법은, 상기 벡터에 대해 수직하는 상기 접속된 컴포넌트의 추가적인 오리엔테이션 벡터를[0015]

인코딩하는 단계 - 상기 추가적인 벡터는 상기 미리 결정된 길이를 가지고 또한 3개의 추가적인 컴포넌트들을

포함함 - 를 더 포함하고, 상기 인코딩하는 단계는, 청구항 1에 따라 인코딩된 데이터를 사용하여 재구성된 제3

컴포넌트를 결정하고, 재구성된 제3 컴포넌트가 제2 임계보다 더 작다고 결정하고, 역양자화된 제1 및 제2 컴포

넌트들의 절대값들을 비교하고 - 여기서, 역양자화된 제1 컴포넌트의 절대값이 역양자화된 제2 컴포넌트의 절대

값보다 더 큰 경우, 추가적인 컴포넌트들 중 제1 추가적인 컴포넌트의 부호를 시그널링하는 비트가 인코딩되고,

역양자화된 제1 컴포넌트의 절대값이 역양자화된 제2 컴포넌트의 절대값보다 더 크지 않은 경우, 추가적인 컴포

넌트들 중 제2 추가적인 컴포넌트의 부호를 시그널링하는 비트가 인코딩됨 -, 제3 추가적인 컴포넌트를 양자화

하고 인코딩함으로써 수행된다.
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상이한 실시예에서, 상기 방법은, 벡터에 대해 수직하는 추가적인 벡터를 인코딩하는 단계 - 상기 추가적인 벡[0016]

터는 상기 미리 결정된 길이를 가지고 또한 3개의 추가적인 컴포넌트들을 포함함 - 를 더 포함하고, 상기 인코

딩하는 단계는, 청구항 1에 따라 인코딩된 데이터를 사용하여 재구성된 제3 컴포넌트를 결정하고, 재구성된 제3

컴포넌트가 제1 임계보다 더 작은 제2 임계보다 더 작지 않다고 결정하고, 추가적인 컴포넌트들의 제1 및 제2

추가적인 컴포넌트 중 하나의 추가적인 컴포넌트를 선택하고, 양자화하고, 역양자화하기 위해 역양자화된 제1

및 제2 컴포넌트들의 절대값들을 사용하고, 상기 추가적인 벡터의 제1 및 제2 추가적인 컴포넌트 중 선택되지

않은 하나의 추가적인 컴포넌트의 2개의 가능한 값들을 계산하기 위해 상기 벡터의 재구성, 미리 결정된 길이

및 역양자화된 선택된 추가적인 컴포넌트를 사용하고, 계산된 2개의 가능한 값들 중 어느 것이 선택되지 않은

추가적인 컴포넌트에 더 잘 근사화하는지에 대한 의존성에서의 플래그를 설정하고, 양자화된 선택된 추가적인

컴포넌트 및 플래그를 인코딩함으로써 수행된다.

상기 상이한 실시예에서, 상기 방법은 상기 추가적인 벡터의 제3 추가적인 컴포넌트의 근사화의 계산된 추가적[0017]

인 절대값이 제1 임계보다 더 작은지의 여부를 결정하기 위해 미리 결정된 길이, 플래그 및 역양자화된 선택된

추가적인 컴포넌트를 사용하는 단계, 및 계산된 추가적인 절대값이 제1 미리 결정된 임계보다 더 작은 경우, 계

산된 절대값 및 상기 추가적인 벡터의 제3 추가적인 컴포넌트의 절대값 사이의 추가적인 잔차를 결정하고, 양자

화하고, 인코딩하는 단계를 더 포함할 수 있다.

그러나, 상기 방법은 비-일시적 저장 매체 상에 인코딩된 모든 데이터를 저장하는 단계를 포함할 필요가 없을[0018]

수 있다.

상기 방법의 실시예들 중 하나 또는 제안된 방법에 따라 저장된 데이터를 전달하는(carrying) 저장 매체가 추가[0019]

로 제안되어 있다.

그리고, 접속된 컴포넌트의 오리엔테이션 벡터를 재구성하기 위한 청구항 7에 따른 방법이 제안되어 있으며, 상[0020]

기 벡터는 미리 결정된 길이를 가지며 3개의 컴포넌트들을 포함한다.

상기 재구성 방법은 제3 컴포넌트의 부호를 시그널링하는 비트, 벡터의 제1 및 제2 컴포넌트를 디코딩하고 제1[0021]

및 제2 컴포넌트를 역양자화하는 단계, 상기 벡터의 제3 컴포넌트의 근사화의 계산된 절대값이 제1 임계보다 더

작은지의 여부를 결정하기 위해 미리 결정된 길이 및 역양자화된 제1 및 제2 컴포넌트를 사용하는 단계, 계산된

절대값이 제1 임계보다 더 작은 경우, 제3 컴포넌트의 계산된 절대값 및 제3 컴포넌트의 절대값 사이의 잔차를

결정하고, 디코딩하고, 역양자화하는 단계, 및 상기 벡터의 제3 컴포넌트를 재구성하기 위해 디코딩된 데이터를

사용하는 단계를 포함한다.

실시예에서, 상기 재구성 방법은, 상기 벡터에 대해 수직하는 상기 접속된 컴포넌트의 추가적인 오리엔테이션[0022]

벡터를 디코딩하는 단계 - 상기 추가적인 벡터는 상기 미리 결정된 길이를 가지고 또한 3개의 추가적인 컴포넌

트들을 포함함 - 를 더 포함하고, 상기 디코딩하는 단계는, 재구성된 제3 컴포넌트가 제1 임계보다 더 작은 제2

임계보다 더 작다고 결정하고, 역양자화된 제1 및 제2 컴포넌트들의 절대값들을 비교하고 - 여기서, 역양자화된

제1 컴포넌트의 절대값이 역양자화된 제2 컴포넌트의 절대값보다 더 큰 경우, 추가적인 컴포넌트들 중 제1 추가

적인 컴포넌트의 부호를 시그널링하는 비트가 인코딩되고, 역양자화된 제1 컴포넌트의 절대값이 역양자화된 제2

컴포넌트의 절대값보다 더 크지 않은 경우, 추가적인 컴포넌트들 중 제2 추가적인 컴포넌트의 부호를 시그널링

하는 비트가 인코딩됨 -, 상기 벡터의 제3 추가적인 컴포넌트를 디코딩하고 역양자화함으로써 수행된다.

상이한 실시예에서, 상기 재구성 방법은, 상기 벡터에 대해 수직하는 상기 접속된 컴포넌트의 추가적인 오리엔[0023]

테이션 벡터를 디코딩하는 단계 - 상기 추가적인 벡터는 상기 미리 결정된 길이를 가지고 또한 추가적인 3개의

추가적인 컴포넌트들을 포함함 - 를 더 포함하고, 상기 디코딩하는 단계는, 재구성된 제3 컴포넌트가 제2 임계

보다 더 작지 않다고 결정하고, 플래그 및 추가적인 컴포넌트들 중 하나의 추가적인 컴포넌트를 디코딩하고 추

가적인 컴포넌트 중 하나의 추가적인 컴포넌트를 역양자화하고, 추가적인 컴포넌트들 중 하나의 추가적인 컴포

넌트가 상기 추가적인 벡터의 제1 또는 제2 추가적인 컴포넌트인지의 여부를 결정하기 위해 역양자화된 제1 및

제2 컴포넌트들의 절대값들을 사용하고, 추가적인 컴포넌트들 중 하나의 추가적인 컴포넌트가 아닌 것으로 결정

되는 상기 추가적인 벡터의 그 추가적인 컴포넌트를 계산하기 위해 상기 벡터의 재구성, 미리 결정된 길이, 플

래그 및 추가적인 컴포넌트들 중 역양자화된 하나의 추가적인 컴포넌트를 사용하고, 제3 추가적인 컴포넌트의

근사화를 결정하기 위해 미리 결정된 길이, 역양자화된 하나의 추가적인 컴포넌트 및 계산된 추가적인 컴포넌트

들을 사용함으로써 수행된다.

상기 상이한 실시예에서, 상기 재구성 방법은 제3 추가적인 컴포넌트의 결정된 근사화의 절대값이 제1 임계보다[0024]
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더 작다고 결정하는 단계, 추가적인 잔차를 디코딩하고 역양자화하는 단계, 및 역양자화된 추가적인 잔차를 사

용하여 결정된 근사화를 업데이트하는 단계를 더 포함할 수 있다.

추가로, 제안된 방법들 중 하나를 수행하기 위한 프로세서를 포함하는 디바이스가 제안되어 있다.  또한, 발명[0025]

은 접속된 컴포넌트의 오리엔테이션 벡터를 인코딩/디코딩하기 위한 인코더 또는 디코더를 포함하는 디바이스를

제공하며, 여기서, 접속된 컴포넌트는 3D 모델에서 반복적인 패턴의 인스턴스에 대응한다.

추가적인 유리한 실시예들의 특징들이 종속 청구항들에 특정되어 있다.[0026]

발명의 예시적인 실시예들이 도면들에 예시되며 후속하는 기재에서 더욱 상세하게 설명된다.  예시적인 실시예[0027]

들은, 청구항들에 정의되어 있는 발명의 개시내용 또는 범위를 제한하기 위해서가 아니라, 오직 발명을 상술하

기 위해서 설명된다.

도면의 간단한 설명

도 1은 인코딩 방법의 실시예의 흐름도를 예시적으로 도시하는 도면이다.[0028]

도 2는 디코딩 방법의 실시예의 흐름도를 예시적으로 도시하는 도면이다.

도 3은 본 발명의 원리들에 따른 3D 모델들의 예시적인 인코더를 도시하는 도면이다.

도 4는 본 발명의 원리들에 따른 3D 모델들의 예시적인 디코더를 도시하는 도면이다.

발명을 실시하기 위한 구체적인 내용

발명은 대응적으로 적응되는 프로세싱 디바이스를 포함하는 임의의 전자 디바이스 상에서 달성될 수 있다.  발[0029]

명이 달성될 수 있는 예시적인 디바이스들의 불완전한 리스트는 텔레비전, 모바일 폰, 개인용 컴퓨터, 디지털

스틸 카메라, 디지털 비디오 카메라, mp3 플레이어, 내비게이션 시스템 또는 카 오디오 시스템을 포함한다.

발명은 인코딩된 벡터가 사용될 수 있는 임의의 목적과는 독립적인 미리 결정된 길이의 벡터를 인코딩하기 위해[0030]

사용될 수 있다.

다음에서 기술되는 예시적인 실시예는 인코딩된 벡터가 오리엔테이션 벡터인 시각적 오브젝트들의 모델링에 관[0031]

한 것이지만, 발명이 이에 제한되지는 않는다.

표 1에서, 본 발명의 실시예에 따라 인코딩된 수직하는 정규화된 벡터의 쌍이 전달될 수 있는 비트 스트림 포맷[0032]

의 예가 제시되어 있다:

공개특허 10-2014-0056276

- 8 -



표 1

[0033]

데카르트 모드(Cartesian mode)에서 제i 인스턴스의 오리엔테이션은 2개의 직교 축들(x0, y0, z0) 및 (x1, y1,[0034]

z1)에 의해 표현된다.

compr_ith_insta_orient_x0: 제i 인스턴스의 오리엔테이션의 압축된 x0를 포함한다.[0035]

compr_ith_insta_orient_y0: 제i 인스턴스의 오리엔테이션의 압축된 y0를 포함한다.[0036]

compr_ith_insta_orient_z0_sgn: x0 및 y0를 사용하여 z0를 계산하기 위해 필요한 z0의 부호를 표시하는 1비트[0037]

무부호 정수.  "-"에 대해서는 0이고 "+"에 대해서는 1임.

compr_ith_insta_orient_z0_res: (z0 - computer_z0 ( ))에 의해 계산된 z0의 압축된 잔차를 포함한다.[0038]

compr_ith_insta_orient_z1: 제i 인스턴스의 오리엔테이션의 압축된 z1을 포함한다.[0039]

ith_insta_orient_x1_sgn: x0, y0를 사용하여 x1을 계산하기 위해 필요한 x1의 부호를 표시하는 1비트 무부호[0040]

정수.  "-"에 대해서는 0이고 "+"에 대해서는 1임.

ith_insta_orient_y1_sgn: x0, y0를 사용하여 y1을 계산하기 위해 필요한 y1의 부호를 표시하는 1비트 무부호[0041]

정수.  "-"에 대해서는 0이고 "+"에 대해서는 1임.

compr_ith_insta_orient_x1: 제i 인스턴스의 오리엔테이션의 압축된 x1을 포함한다.[0042]

compr_ith_insta_orient_y1: 제i 인스턴스의 오리엔테이션의 압축된 y1을 포함한다.[0043]

ith_insta_orient_delta_sgn: x0, y0, z0 및 y1 또는 x1을 사용하여 x1 또는 y1을 계산하기 위해 필요한 부호[0044]

를 표시하는 1비트 무부호 정수.  "-"에 대해서는 0이고 "+"에 대해서는 1임.

compr_ith_insta_orient_z1_res: (z1 - computer_z1( ))에 의해 계산되는 z1의 압축된 잔차를 포함한다[0045]

threshold: 압축 필드에서 널리 수용되는 임계.[0046]

compute_z0() : x0, y0 및 z0 부호를 사용하여 제i 인스턴스의 z0를 계산한다.[0047]
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bit_num_orient_cartesian(  ):  QP에 기초한 데카르트 좌표 시스템(cartesian coordinate system)에서 각각의[0048]

오리엔테이션 값에 대한 비트 수를 계산한다.

bit_num_orient_res_cartesian( ): QP에 기초한 데카르트 좌표 시스템에서 각각의 오리엔테이션 잔차 값에 대한[0049]

비트 수를 계산한다.

compute_z1() : x0, y0, z0, x1 및 y1를 사용하여 제i 인스턴스의 z1을 계산한다.[0050]

표 2에서, 비트 스트림 포맷의 또다른 예가 제시되어 있다:[0051]

표 2

[0052]

구면  모드(spherical  mode)에서  제i  인스턴스의  오리엔테이션은  3개의  각인  알파,  베타  &  감마에  의해[0053]

표현된다.

compr_ith_insta_orient_alpha: 제i 인스턴스의 오리엔테이션의 압축된 알파를 포함한다.[0054]

compr_ith_insta_orient_beta: 제i 인스턴스의 오리엔테이션의 압축된 베타를 포함한다.[0055]

compr_ith_insta_orient_gamma: 제i 인스턴스의 오리엔테이션의 압축된 감마를 포함한다.[0056]

compr_ith_insta_orient_res: 제i 인스턴스의 오리엔테이션의 데카르트 좌표 시스템에서 압축된 잔차를 포함한[0057]

다.

bit_num_orient_alpha ( ): QP에 기초하여 각각의 알파 값에 대한 비트수를 계산한다.[0058]

bit_num_orient_beta ( ): QP에 기초하여 각각의 베타 값에 대한 비트수를 계산한다.[0059]

bit_num_orient_gamma ( ): QP에 기초하여 각각의 감마 값에 대한 비트수를 계산한다.[0060]

need_correction ( ): 오리엔테이션을 체크하여, 만약 그것이 큰 에러를 초래할 가능성이 있는 에지 조건에 있[0061]

는 경우, 참을 리턴시키고, 그렇지 않은 경우, 거짓을 리턴시킨다.

정규화된 벡터의 인코딩에 대한 필요성이 발생하는 예는 3D 접속 컴포넌트의 오리엔테이션의 표현이다.  일반적[0062]

으로, 방향들은, 데카르트 좌표 또는 구면 좌표(spherical coordinates) 중 어느 하나에서, 접속된 컴포넌트의

오리엔테이션 축들 중 2개에 대해 인코딩된다.  3D 접속된 컴포넌트의 3개의 오리엔테이션 축들이 서로 수직하

므로, 제3 축은 처음 2개의 축들의 외적(cross product)을 계산함으로써 획득될 수 있다.

d0(x0,  y0,  z0),  d1(x1,  y1,  z1),  및  d2  (x2,  y2,  z2)에  의해  3개의  축들을 나타내면,   및[0063]

가 되며, 이후 오리엔테이션 축들의 인코딩 방법은 다음을 포함할 수 있다:

1) x0 및 y0를 압축한다.[0064]

2) z0의 부호를 인코딩한다.[0065]

3) x1을 압축한다.[0066]

이후, y1, z0 및 z1는 다음을 사용하여 계산될 수 있다:[0067]

z1= sqrt (1-x1
2
-y1

2
), [0068]
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z1= sqrt (1-x1
2
-y1

2
), 및[0069]

0= x0*x1 + y0*y1 + z0*z1.[0070]

오리엔테이션 축 d2는 d2=d0xd1를 사용하여 결정가능하다.[0071]

그러나, x0, y0 및 x1의 부동 값들(float values)이 코딩 이전에 양자화되므로, 계산들에서의 에러 전파(error[0072]

propagation)로 인해 계산된 컴포넌트들에서 훨씬 더 큰 에러들을 초래하는 편차가 유입된다.

예를 들어, 12비트 양자화를 가지는 다음 오리엔테이션을 압축한 이후:[0073]

 및[0074]

[0075]

재구성은 다음이 될 것이다.[0076]

 및[0077]

[0078]

x0, y0 및 x1의 양자화 에러들은 수용가능하다:0.000182, 0.000216 및 0.000188.  그러나, 계산된 값들 z0, y1[0079]

및 z1의 에러들은 0.01471296, 0.052531 및 0.059042인데, 이는 완전히 수용불가능하다.

위의 주요 원인은 z0의 계산 에러이다.  1-x0
2
-y0

2
가 작고 따라서, z0가 작은 경우, z0가 1-x0

2
-y0

2
의 제곱근이[0080]

므로, x 또는 y에 대한 미미한 에러들은 z0의 더 큰 에러들로 성장한다.  따라서 발명은 z0가 작은 경우, 즉,

그것의 절대값이 제1 임계 미만인 경우, 정정을 추가적으로 인코딩하는 것을 제안한다.

또한, z1을 재구성하는 것은 z0에 의한 나누기를 포함한다.  이러한 나누기는 또한 z0가 제로에 가까운 경우 수[0081]

용불가능한 에러 전파를 초래한다.  유사하게, x1이 인코딩된 경우, y1을 재구성하는 것은 (1-x0
2
)에 의한 나누

기를 포함한다.  대안적으로, y1이 인코딩된 경우, x1은 (1-y0
2
)에 의한 나누기를 사용하여 재구성될 수 있다.

발명의 압축 방법은 벡터의 재구성이 겨우 최대 편차만큼만 벡터로부터 벗어남을 보장한다.[0082]

언급한 바와 같이, 오리엔테이션 표현에서의 일부 값들은 코딩된다기보다는 계산될 수 있다.  불행히도, 이는[0083]

양자화로 인해 계산에 사용되는 인코딩된 값들 자체가 부정확하므로 수용불가능한 에러들을 초래할 수 있다.

본 발명은 이 문제점을 다루며, 그것이 상당히 작은 해당 계산된 컴포넌트들에 대한 잔차 데이터를 인코딩하는

것을 포함한다는 점에서 계산 에러를 최소화하는 압축 방법을 제안한다.

한쌍의 수직 벡터들이 인코딩되는 특정 실시예에서, 발명의 코딩 방법은 한쌍의 벡터들 중 하나의 제1 및 제2[0084]

양자화된 부동 컴포넌트 값들 및 한쌍의 벡터들 중 다른 하나의 제1 또는 제2 양자화된 부동 컴포넌트 값을 인

코딩하는 단계를 포함한다.  상기 특정 실시예에서, 2개의 부호 비트들 또는 플래그 비트들은, 즉, 단일 비트들

에 대해, 3D 컴포넌트의 오리엔테이션을 나타내도록 추가로 인코딩된다.  재구성 에러를 최소화하기 위해, 상기

특정 실시예의 인코딩 방식은 다음 포인트들에 기초하여 설계된다:

1.  계산시 분모(denominator)를 가능한 크게 둔다.[0085]

2.  분모가 극도로 작거나 제로인 경우들에 대한 특수 처리.[0086]

3.  가능하게는 수용불가능한 에러를 초래하는 경우들에 대해 자동 식별하고, 이러한 경우들에 대해 잔차 데이[0087]

터를 전송한다.

도 1은 상기 특정 실시예에 따른 인코딩 프로세스를 예시적으로 제시한다.  [0088]

하나의 벡터의 제1 컴포넌트 x0는 항상 양자화되고 인코딩된다.  적어도 제1 양자화 벡터 컴포넌트의 역양자화[0089]

값 x0r이 1과 같지 않은 한, 부호 비트가 추가로 인코딩되고 - 부호 비트는 하나의 벡터의 제3 컴포넌트 z0의
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부호를 시그널링함 - , 하나의 벡터의 제2 컴포넌트 y0가 추가로 양자화되고 인코딩된다.

z0 유도 모듈(Derivation module)은 하나의 벡터의 미리 결정된 길이 및 인코딩된 데이터의 재구성들을 사용하[0090]

여 하나의 벡터의 제3 컴포넌트의 근사화 z0a를 계산한다.  즉, 적어도, 제1 양자화된 벡터 컴포넌트의 역양자

화 값 x0r의 절대값이 1과 같지 않은 한, 부호 비트 뿐만 아니라, 제1 및 제2 양자화된 벡터 컴포넌트의 역양자

화 값들 x0r, y0r은 z0a를 결정하기 위해 사용된다.  제1 양자화된 벡터 컴포넌트의 역양자화 값 x0r의 절대값

이 1과 같은 경우, z0a는 제로로서 결정될 수 있다.

에러 정정 모듈은 z0a에 대해 계산된 값이 매우 작은 경우, 즉, 제1 임계보다 더 작고 따라서 가능하게는 부정[0091]

확할 수 있는 경우 인에이블된다.  이러한 경우들에서, 인코더는 원래 및 근사치 z0a 사이의 양자화된 잔차를

추가로 인코딩한다.  즉, z0의 재구성 z0r은 z0a와 같거나, 또는 역양자화된 잔차만큼 z0a와 상이하다.

다른 벡터의 제1 컴포넌트가 인코딩되는 경우, y1 유도 모듈은 하나의 벡터의 역양자화된 제1 및 제2 양자화된[0092]

부동 컴포넌트 값들 x0r, y0r 뿐만 아니라 다른 벡터의 역양자화된 제1 양자화된 부동 컴포넌트 값 x1r을 사용

하여 다른 벡터의 제2 컴포넌트에 대한 2가지 가능한 해(solution)들을 계산한다:

 또는[0093]

[0094]

이들 방정식들에서, Δ는 z0r이 가능하게는 잔차 정정된 재구성인 과[0095]

같다.

유사하게, 다른 벡터의 제2 컴포넌트가 인코딩되는 경우, x1 유도 모듈은 하나의 벡터의 역양자화된 제1 및 제2[0096]

양자화 부동 컴포넌트 값들 x0r, y0r 뿐만 아니라 다른 벡터의 역양자화된 제2 양자화 부동 컴포넌트 값 y1r을

사용하여 다른 벡터의 제1 컴포넌트에 대한 2개의 가능한 해들을 계산한다:

 또는[0097]

[0098]

이들  방정식들에서,  Δ는  z0r이  가능하게는  잔차  정정된  재구성인  와[0099]

같다.

z0r의 절대값이 매우 작은 경우, 즉, 제1 임계보다 훨씬 더 작은 제2 임계보다 더 작은 경우, x1 유도 모듈도[0100]

y1 유도 모듈도 활성화되지 않는다.  대신, z1이 양자화되고 인코딩된다.  추가로, 추가적인 부호 비트가 인코

딩되는데, 추가적인 부호 비트는 더 작은 절대값을 가지는 다른 벡터의 재구성된 제1 및 제2 컴포넌트들 중 하

나의 부호를 표시한다.

z0r의 절대값이 제2 임계보다 더 작지 않은 경우 x1 유도 모듈이 활성화되는지 또는 y1 유도 모듈이 활성화되는[0101]

지의  여부는  하나의  벡터의  재구성된  제1  및  제2  컴포넌트들  x0r  및  y0r의  절대값들의  관계에  의존한다.

abs(x0r) > abs(y0r)인 경우, x1이 양자화되고 인코딩되고, y1 유도 모듈이 활성화된다.  abs(x0r)≤ abs(y0

r)인 경우, y1이 양자화되고 인코딩되고, x1 유도 모듈이 활성화된다.  x1 유도 모듈 및 y1 유도 모듈 각각이

가능한 해들을 제공하므로, 사용될 해를 디코더에 표시하기 위해 플래그 비트가 추가로 인코딩된다.

z1 유도 모듈은, z0가 상기 제1 임계 미만인 경우, 제곱근 함수 , 하나의 벡터의 미리 결정된 길[0102]

이 뿐만 아니라 하나의 벡터의 역양자화된 제1 및 제2 양자화된 부동 컴포넌트 값들을 사용하여, z1의 절대값을

계산한다:

[0103]
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z0가 상기 제1 임계 미만이 아닌 경우, z1의 절대값은 절대값 함수 를 사용하여 다음과 같이 계산된다:[0104]

[0105]

z1에 대한 계산된 값이 작고 따라서 가능하게는 부정확한 경우, 에러 정정 모듈이 또한 인에이블될 수 있다.[0106]

z1에 대해 계산된 값이 작은 경우 에러 정정 모듈이 또한 인에이블된다면, 인코더는 z1의 원래 및 계산된 값 사

이의 추가적인 양자화된 잔차를 추가로 인코딩한다.

도 2는 상기 특정 실시예에 따른 디코딩 프로세스를 예시적으로 제시한다.[0107]

하나의 벡터의 제1 x0r 부동 컴포넌트 값은 항상 디코딩되고 역양자화된다.  또한, 플래그 비트가 항상 디코딩[0108]

된다.  적어도, 제1 양자화된 벡터 컴포넌트의 역양자화 값 x0r이 1과 같지 않은 한, 부호 비트가 추가로 디코

딩되고 - 부호 비트는 하나의 벡터의 제3 컴포넌트 z0r의 부호를 시그널링함 - , 하나의 벡터의 제2 컴포넌트

y0가 추가로 디코딩되고 역양자화된다.

z0 유도 모듈은 하나의 벡터의 미리 결정된 길이 및 디코딩되고 역양자화된 데이터를 사용하여 하나의 벡터의[0109]

제3 컴포넌트의 근사화 z0a를 계산한다.  즉, 적어도, 제1 양자화된 벡터 컴포넌트의 역양자화 값 x0r의 절대값

이 1과 같지 않은 한, 제1 및 제2 양자화된 벡터 컴포넌트의 부호 비트 뿐만 아니라 역양자화 값들 x0r, y0r은

z0a를 결정하기 위해 사용된다.  제1 양자화된 벡터 컴포넌트의 역양자화 값 x0r의 절대값이 1과 같은 경우,

y0r 및 z0a 모두는 제로로서 결정될 수 있다.

z0a에 대해 계산된 값이 매우 작은 경우, 즉 제1 임계보다 더 작고, 따라서 가능하게는 부정확한 경우, 에러 정[0110]

정 모듈이 인에이블된다.  이러한 경우들에서, 디코더는 원래 및 근사화 z0a 사이의 양자화된 잔차를 추가로 디

코딩하고 역양자화한다.  즉, z0의 재구성 z0r은 z0a와 같거나 또는 역양자화 잔차만큼 z0a와 상이하다.

z0r이 제1 임계보다 더 작은 제2 임계보다 더 작지 않고, x0r의 절대값이 y0r의 절대값보다 더 작은 경우, 다른[0111]

벡터의 제2 양자화된 컴포넌트가 y1r을 획득하기 위해 디코딩되고 역양자화되며, 여기서 플래그 비트는 2개의

가능한 해들 중 어느 것이 다른 벡터의 제1 컴포넌트를 계산하기 위해 사용될 것인지를 표시한다.  이후, x1r

및 z1r이 계산된다.

z0r이 제1 임계보다 더 작은 제2 임계보다 더 작지 않고 x0r의 절대값이 y0r의 절대값보다 더 작은 경우, y1 유[0112]

도 모듈은 다른 벡터의 제2 컴포넌트를 계산하기 위한 2개의 가능한 해들 중 하나를 선택하기 위한 플래그 비트

를 사용한다:

 또는[0113]

[0114]

이들 방정식들에서, Δ는 z0r이 가능하게는 잔차 정정된 재구성인 과 같다.[0115]

z0r가 제1 임계보다 더 작은 제2 임계보다 더 작지 않고, x0r의 절대값이 y0r의 절대값보다 더 작지 않은 경우,[0116]

다른 벡터의 제1 양자화 컴포넌트는 x1r을 획득하기 위해 디코딩되고 역양자화되며, 여기서, 플래그 비트는 2개

의 가능한 해들 중 어느 것이 다른 벡터의 제2 컴포넌트를 계산하기 위해 사용될지를 표시한다.  이후, y1r 및

z1r이 계산된다.

z0r이 제1 임계보다 더 작은 제2 임계보다 더 작지 않고 x0r의 절대값이 y0r의 절대값보다 더 작지 않은 경우,[0117]

x1 유도 모듈은 다른 벡터의 제1 컴포넌트를 계산하기 위한 2개의 가능한 해들 중 하나를 선택하기 위한 플래그

비트를 사용한다:

 또는[0118]

[0119]
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이들 방정식들에서, Δ는 z0r이 가능하게는 잔차 정정된 재구성인 과 같다.[0120]

z0r가 제1 임계보다 더 작은 제2 임계보다 더 작고, y0r의 절대값이 x0r의 절대값보다 더 작은 경우, 다른 벡터[0121]

의 제3 양자화 컴포넌트는 z1r을 획득하기 위해 디코딩되고 역양자화되며, 플래그 비트는 ylr의 부호(ylr)를 결

정하기 위해 사용되고,  x1r 및 y1r는 다음과 같이 계산된다:

[0122]

z0r가 제1 임계보다 더 작은 제2 임계보다 더 작고, y0r의 절대값이 x0r의 절대값보다 더 작지 않은 경우, 다른[0123]

벡터의 제3 양자화 컴포넌트는 z1r을 획득하기 위해 디코딩되고 역양자화되며, 플래그 비트는 x1r의 부호(x1r)

를 결정하기 위해 사용되고, y1r는 다음과 같이 계산된다:

[0124]

z1r이 디코딩 및 역양자화로부터가 아니라 계산으로부터 초래되고, 제1 임계 미만의 절대값을 가지는 경우, 에[0125]

러 정정 모듈이 인에이블될 수 있다.  이러한 경우들에서, 디코더는 원래 및 z1r 사이의 추가적인 양자화된 잔

차를 추가로 디코딩하고 역양자화하고, 역양자화된 추가 잔차에 따라 z1r을 정정한다.

특정 실시예가 데카르트 좌표의 견지에서 발명을 기술하지만, 발명은 이에 제한되지 않는다.  구면 좌표에서,[0126]

유사한 문제점이 또한 90°또는 PI/2로서 쓰여지는 Π/2에 가까운 각들에서 발생한다.  즉, 상기 계산된 각의

절대값이  임계만큼  Π/2와  상이하지  않은  경우,  정규화된  벡터의  계산된  각의  잔차를  인코딩하는  것이

제안된다.

이전에 논의된 바와 같이, 본 발명의 원리들은 3D 모델 반복적 구조들을 인코딩하는 견지에서 유리하게 적용될[0127]

수 있다.  3D 모델들을 효율적으로 인코딩하기 위해, 반복적 구조들은 패턴들 및 인스턴스들로 조직될 수 있고,

여기서 인스턴스는, 예를 들어, 번역(translation), 회전 및 스케일링에 대한 정보를 포함하는 변환 행렬 및 대

응하는 패턴의 패턴 ID를 사용하여, 대응하는 패턴의 변환으로서 표현된다.

인스턴스가 패턴 ID 및 변환 행렬에 의해 표현되는 경우, 패턴 ID 및 변환 행렬은 인스턴스를 압축할 때 압축될[0128]

것이다.  결과적으로, 인스턴스는 패턴 ID 및 디코딩된 변환 행렬을 통해 재구성될 수 있는데, 즉, 인스턴스는

패턴 ID에 의해 인덱싱되는 디코딩된 패턴의 (디코딩된 변환 행렬로부터의) 변환으로서 재구성될 수 있다.

도 3은 예시적인 3D 모델 인코더(300)의 블록도를 도시한다.  장치(300)의 입력은 3D 모델, 3D 모델을 인코딩하[0129]

기 위한 품질 파라미터 및 다른 메타데이터를 포함할 수 있다.  3D 모델은 먼저, 패턴들, 인스턴스들 및 고유

컴포넌트들의 견지에서 3D 모델을 출력하는 반복적인 구조 발견 모듈(310)을 통과한다.  패턴 인코더(320)는 패

턴들을 압축하기 위해 사용되며, 고유 컴포넌트 인코더(350)는 고유 컴포넌트들을 인코딩하기 위해 사용된다.

예를 들어, 인스턴스 컴포넌트 정보는 사용자-선택 모드에 기초하여 인코딩된다.  인스턴스 정보 그룹 모드가

선택되는 경우, 인스턴스 정보는 그룹화된 인스턴스 정보 인코더(340)를 사용하여 인코딩되고, 그렇지 않은 경

우, 그것은 기본(elementary) 인스턴스 정보 인코더(330)를 사용하여 인코딩된다.  인코딩된 컴포넌트들은 반복

적인 구조 검증기(360)에서 추가로 검증된다.  인코딩된 컴포넌트가 그것의 품질 요건을 만족하지 않는 경우,

그것은 고유 컴포넌트 인코더(350)를 사용하여 인코딩될 것이다.  패턴들, 인스턴스들 및 고유 컴포넌트들에 대

한 비트스트림들은 비트스트림 어셈블러(370)에서 조립된다.

도 4는 예시적인 3D 모델 디코더(400)의 블록도를 도시한다.  장치(400)의 입력은 3D 모델의 비트스트림, 예를[0130]

들어, 인코더(300)에 의해 생성된 비트스트림을 포함할 수 있다.  압축된 비트스트림 내의 패턴들과 관련된 정

보는 패턴 디코더(420)에 의해 디코딩된다.  고유 컴포넌트들에 관련된 정보는 고유 컴포넌트 디코더(450)에 의

해 디코딩된다.  인스턴스 정보의 디코딩은 또한 사용자-선택 모드에 의존한다.  인스턴스 정보 그룹 모드가 선
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택되는 경우, 인스턴스 정보는 그룹화된 인스턴스 정보 디코더(440)를 사용하여 디코딩되고; 그렇지 않은 경우,

그것은 기본 인스턴스 정보 디코더(430)를 사용하여 디코딩된다.  디코딩된 패턴들, 인스턴스 정보 및 고유 컴

포넌트들은 모델 재구성 모듈(460)에서 출력 3D 모델을 생성하도록 재구성된다.

여기서 기술된 구현예들은, 예를 들어, 방법 또는 프로세스, 장치, 소프트웨어 프로그램, 데이터 스트림, 또는[0131]

신호로 구현될 수 있다.  단지 단일 형태의 구현예의 상황에서 논의되었지만(예를 들어 오직 방법으로서 논의되

었지만), 논의된 특징들의 구현예는 또한 다른 형태들(예를 들어, 장치 또는 프로그램)로 구현될 수 있다.  장

치는 예를 들어, 적절한 하드웨어, 소프트웨어 및 펌웨어에서 구현될 수 있다.  예를 들어, 방법들은, 예를 들

어, 컴퓨터, 마이크로프로세서, 집적 회로 또는 프로그램가능한 논리 디바이스를 포함하는 프로세싱 디바이스들

을 일반적으로 지칭하는, 예를 들어 프로세서와 같은 장치에서 구현될 수 있다.  프로세서들은 또한 예를 들어,

컴퓨터들, 셀 폰들, 휴대용/개인 디지털 보조 단말("PDA")들, 및 최종 사용자들 사이의 정보의 통신을 용이하게

하는 다른 디바이스들과 같은 통신 디바이스들을 포함한다.

본 발명의 원리들의 "일 실시예" 또는 "실시예" 또는 "일 구현예" 또는 "구현예", 뿐만 아니라 이들의 다른 변[0132]

형들에 대한 참조는, 실시예와 관련하여 기술된 특정 특징, 구조, 특성 등이 본 발명의 원리들의 적어도 일 실

시예에 포함됨을 의미한다.  따라서, 구문 "일 실시예에서" 또는 "실시예에서" 또는 "일 구현예에서" 또는 "구

현예에서"의 출현들, 뿐만 아니라 명세서 전반의 다양한 장소들에서 출현하는 임의의 다른 변형예들이 반드시

모두 동일한 실시예를 지칭하지는 않는다.

당업자에게 명백할 바와 같이, 구현예들은 예를 들어, 저장되거나 전송될 수 있는 정보를 전달(carry)하기 위해[0133]

포맷된 다양한 신호들을 생성할 수 있다.  정보는, 예를 들어, 방법을 수행하기 위한 명령들, 또는 설명된 구현

예들 중 하나에 의해 생성되는 데이터를 포함할 수 있다.  예를 들어, 신호는 기술된 실시예의 비트스트림을 전

달하기 위해 포맷될 수 있다.  이러한 신호는 예를 들어, 전자기파로서(예를 들어, 스펙트럼의 라디오 주파수

부분을 사용하여) 또는 베이스밴드 신호로서 포맷될 수 있다.  포맷팅은, 예를 들어, 데이터 스트림을 인코딩하

는 것 및 인코딩된 데이터 스트림을 이용하여 캐리어를 변조하는 것을 포함할 수 있다.  신호가 전달하는 정보

는, 예를 들어, 아날로그 또는 디지털 정보일 수 있다.  공지되어 있는 바와 같이, 신호는 다양한 상이한 유선

또는 무선 링크들을 통해 전송될 수 있다.  신호는 프로세서-판독가능한 매체 상에 저장될 수 있다.

원리상, 개시된 발명은 또한 다른 데이터 압축 영역들에도 적용될 수 있다.  발명은 고유한 비트스트림 포맷을[0134]

초래한다.

비트스트림이 모든 변환 데이터를 내장하고 있는 동안, 그것은 효율적이며, 대때로, 비트스트림 크기 또는 디코[0135]

딩 효율성 또는 에러 회복력 중 어느 하나가 가장 크게 문제가 되는 몇몇 응용예들을 다룰 수 있다.  따라서,

하나의 인스턴스의 변환 데이터, 즉, 그것의 위치, 오리엔테이션 및 스케일링 인자를, 비트 스트림 내에 두는

방법에 대해 2개의 모드 옵션들이 개시된다.  제1 모드(옵션 A)에서, 하나의 인스턴스의 위치, 오리엔테이션 및

가능한 스케일링 인자는 비트스트림 내에 함께 패킹된다.  제2 모드(옵션 B)에서, 모든 인스턴스들의 위치들,

오리엔테이션들 또는 가능한 스케일링 인자들이 비트스트림 내에 함께 패킹된다.

본 발명이 순수하게 예시에 의해 기술되어 있으며, 상세항목의 수정들이 본 발명의 범위로부터의 이탈 없이 이[0136]

루어질 수 있다는 점이 이해될 것이다.

설명 및 (적절한 경우) 청구항들 및 도면들에서 개시된 각각의 특징들은 독립적으로 또는 임의의 적절한 조합으[0137]

로 제공될 수 있다.  특징들은, 적절한 경우, 하드웨어, 소프트웨어, 또는 이 둘의 조합에서 구현될 수 있다.

접속들은,  적절한 경우,  무선  접속들 또는,  반드시 직접적이거나 전용이 아닌,  유선 접속들로서 구현될 수

있다.

청구항들에서 나타나는 참조 번호들은 오직 예시에 의한 것이며, 청구항들의 범위에 대한 어떠한 제한적 효과도[0138]

가지지 않을 것이다.
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