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(57) ABSTRACT 

A resource utilization mechanism (RUM) preemptively 
extracts data from long latency storage in a cloud computing 
environment to economically and quickly provide data that is 
infrequently accessed by customers. The RUM identifies 
periods of low resource utilization where capacity can be 
efficiently utilized, identifies data to be retrieved, and 
retrieves the data from long latency storage to make it avail 
able to the customer. The RUM may notify a customer that the 
data is available and allow the customer to accept terms of use 
for the data or opt out of using the data. 
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PREEMPTIVE EXTRACTION OF DATA 
FROM LONG LATENCY STORAGE INA 
CLOUD COMPUTING ENVIRONMENT 

BACKGROUND 

0001 1. Technical Field 
0002 This invention generally relates to cloud computing 
systems, and more specifically relates to preemptive extrac 
tion of data from long latency storage in a cloud computing 
environment to economically provide data to customers that 
is infrequently accessed. 
0003 2. Background Art 
0004 Cloud computing is a common expression for dis 
tributed computing over a network and can also be used with 
reference to network-based services such as Infrastructure as 
a Service (IaaS). IaaS is a cloud based service that provides 
physical processing resources to run virtual machines (VMS) 
as a guest for different customers. The virtual machine may 
host a user application or a server. 
0005. In cloud computing environments, service providers 
provide data storage services that are optimized for data that 
is infrequently accessed. This data storage is sometimes 
referred to as long latency storage, and the data may be 
referred to as long latency data. The retrieval times of this 
infrequently accessed data or long latency data may be sev 
eral minutes or several hours. Thus when a customer has long 
latency data stored in a service provider's data center and 
wants to retrieve and/or process the data, the customer's data 
may take a longtime to retrieve. The long latency data may be 
stored in hosting machines that are powered off and need to be 
brought online in order to retrieve the data. While data stored 
in this manner may be less expensive than having a large 
amount of data stored in low latency storage, the customer 
usually must pay a premium each time the service provider 
retrieves long latency data due to the costs of powering on 
additional resources in the data center and utilizes processing 
and network resources. 

BRIEF SUMMARY 

0006 An apparatus and method preemptively extract data 
from long latency storage in a cloud computing environment 
and place it in low latency storage to economically and 
quickly provide data that is infrequently accessed by custom 
ers before it is requested by the customer. A resource utiliza 
tion mechanism (RUM) identifies periods of low resource 
utilization where capacity can be efficiently utilized, identi 
fies data to be retrieved, and retrieves the data from long 
latency storage to make it available to the customer. The RUM 
may notify a customer that the data is available and allow the 
customer to accept terms of use for the data or opt out of using 
the data. 
0007. The foregoing and other features and advantages of 
the invention will be apparent from the following more par 
ticular description of preferred embodiments of the invention, 
as illustrated in the accompanying drawings. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWING(S) 

0008. The disclosure will be described in conjunction with 
the appended drawings, where like designations denote like 
elements, and: 
0009 FIG. 1 is a block diagram of a cloud computing 
node: 
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0010 FIG. 2 is a block diagram of a cloud computing 
environment; 
0011 FIG. 3 is a block diagram of abstraction model lay 
CS 

0012 FIG. 4 is a block diagram that illustrates a resource 
utilization mechanism that provides data from long latency 
data storage to a customer application as described herein; 
0013 FIG. 5 is a block diagram that illustrates a custom 
er's interaction with the resource utilization mechanism as 
described herein; 
0014 FIG. 6 is a flow diagram of a method for a resource 
utilization mechanism to preemptively extract data from long 
latency storage in a cloud computing environment; 
0015 FIG. 7 is a flow diagram of an example method for 
step 610 in FIG. 6; 
0016 FIG. 8 is a flow diagram of an example method for 
step 620 in FIG. 6; and 
(0017 FIG. 9 is a flow diagram of a method for step 630 in 
FIG. 6. 

DETAILED DESCRIPTION 

0018. The claims and disclosure herein provide mecha 
nisms and methods for preemptively extracting data from 
long latency storage in a cloud computing environment and 
placing it in low latency storage to economically provide data 
that is infrequently accessed by customers before it is 
requested by the customer. A resource utilization mechanism 
(RUM) identifies periods of low resource utilization where 
capacity can be efficiently utilized, identifies data to be 
retrieved, and retrieves the data from long latency storage to 
make it available to the customer. The RUM may notify a 
customer that the data is available and allow the customer to 
accept terms of use for the data or opt out of using the data. 
0019. It is understood inadvance that although this disclo 
Sure includes a detailed description on cloud computing, 
implementation of the teachings recited herein are not limited 
to a cloud computing environment. Rather, embodiments of 
the present invention are capable of being implemented in 
conjunction with any other type of computing environment 
now known or later developed. 
0020. Cloud computing is a model of service delivery for 
enabling convenient, on-demand network access to a shared 
pool of configurable computing resources (e.g. networks, 
network bandwidth, servers, processing, memory, storage, 
applications, virtual machines, and services) that can be rap 
idly provisioned and released with minimal management 
effort or interaction with a provider of the service. This cloud 
model may include at least five characteristics, at least three 
service models, and at least four deployment models. 
0021 Characteristics are as follows: 
0022 On-demand self-service: a cloud consumer can uni 
laterally provision computing capabilities, such as server 
time and network storage, as needed automatically without 
requiring human interaction with the service's provider. 
0023 Broad network access: capabilities are available 
over a network and accessed through standard mechanisms 
that promote use by heterogeneous thin or thick client plat 
forms (e.g., mobile phones, laptops, and PDAs). 
0024. Resource pooling: the provider's computing 
resources are pooled to serve multiple consumers using a 
multi-tenant model, with different physical and virtual 
resources dynamically assigned and reassigned according to 
demand. There is a sense of location independence in that the 
consumer generally has no control or knowledge over the 
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exact location of the provided resources but may be able to 
specify location at a higher level of abstraction (e.g., country, 
state, or datacenter). 
0025 Rapid elasticity: capabilities can be rapidly and 
elastically provisioned, in Some cases automatically, to 
quickly scale out and rapidly released to quickly scale in. To 
the consumer, the capabilities available for provisioning often 
appear to be unlimited and can be purchased in any quantity 
at any time. 
0026. Measured service: cloud systems automatically 
control and optimize resource use by leveraging a metering 
capability at Some level of abstraction appropriate to the type 
of service (e.g., storage, processing, bandwidth, and active 
user accounts). Resource usage can be monitored, controlled, 
and reported providing transparency for both the provider and 
consumer of the utilized service. 

0027 
0028 Software as a Service (SaaS): the capability pro 
vided to the consumer is to use the providers applications 
running on a cloud infrastructure. The applications are acces 
sible from various client devices through a thin client inter 
face such as a web browser (e.g., web-based email). The 
consumer does not manage or control the underlying cloud 
infrastructure including network, servers, operating systems, 
storage, or even individual application capabilities, with the 
possible exception of limited user-specific application con 
figuration settings. 
0029 Platform as a Service (PaaS): the capability pro 
vided to the consumer is to deploy onto the cloud infrastruc 
ture consumer-created or acquired applications created using 
programming languages and tools supported by the provider. 
The consumer does not manage or control the underlying 
cloud infrastructure including networks, servers, operating 
systems, or storage, but has control over the deployed appli 
cations and possibly application hosting environment con 
figurations. 
0030) Infrastructure as a Service (IaaS): the capability pro 
vided to the consumer is to provision processing, storage, 
networks, and other fundamental computing resources where 
the consumer is able to deploy and run arbitrary software, 
which can include operating systems and applications. The 
consumer does not manage or control the underlying cloud 
infrastructure but has control over operating systems, storage, 
deployed applications, and possibly limited control of select 
networking components (e.g., host firewalls). 
0.031 
0032. Private cloud: the cloud infrastructure is operated 
solely for an organization. It may be managed by the organi 
Zation or a third party and may exist on-premises or off 
premises. 
0033 Community cloud: the cloud infrastructure is shared 
by several organizations and Supports a specific community 
that has shared concerns (e.g., mission, security require 
ments, policy, and compliance considerations). It may be 
managed by the organizations or a third party and may exist 
on-premises or off-premises. 
0034 Public cloud: the cloud infrastructure is made avail 
able to the general public or a large industry group and is 
owned by an organization selling cloud services. 
0035) Hybrid cloud: the cloud infrastructure is a compo 
sition of two or more clouds (private, community, or public) 
that remain unique entities but are bound together by stan 

Service Models are as follows: 

Deployment Models areas follows: 
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dardized or proprietary technology that enables data and 
application portability (e.g., cloudbursting for loadbalancing 
between clouds). 
0036. A cloud computing environment is service oriented 
with a focus on statelessness, low coupling, modularity, and 
semantic interoperability. At the heart of cloud computing is 
an infrastructure comprising a network of interconnected 
nodes. 
0037 Referring now to FIG. 1, a block diagram of an 
example of a cloud computing node is shown. Cloud comput 
ing node 100 is only one example of a suitable cloud com 
puting node and is not intended to Suggest any limitation as to 
the scope ofuse or functionality of embodiments of the inven 
tion described herein. Regardless, cloud computing node 100 
is capable of being implemented and/or performing any of the 
functionality set forth hereinabove. 
0038. In cloud computing node 100 there is a computer 
system/server 110, which is operational with numerous other 
general purpose or special purpose computing system envi 
ronments or configurations. Examples of well-known com 
puting systems, environments, and/or configurations that 
may be suitable for use with computer system/server 110 
include, but are not limited to, personal computer systems, 
server computer systems, thin clients, thick clients, handheld 
or laptop devices, multiprocessor Systems, microprocessor 
based systems, set top boxes, programmable consumer elec 
tronics, network PCs, minicomputer systems, mainframe 
computer systems, and distributed cloud computing environ 
ments that include any of the above systems or devices, and 
the like. 
0039 Computer system/server 110 may be described in 
the general context of computer system executable instruc 
tions, such as program modules, being executed by a com 
puter system. Generally, program modules may include rou 
tines, programs, objects, components, logic, data structures, 
and so on that perform particular tasks or implement particu 
lar abstract data types. Computer system/server 110 may be 
practiced in distributed cloud computing environments where 
tasks are performed by remote processing devices that are 
linked through a communications network. In a distributed 
cloud computing environment, program modules may be 
located in both local and remote computer system storage 
media including memory storage devices. 
0040. As shown in FIG. 1, computer system/server 110 in 
cloud computing node 100 is shown in the form of a general 
purpose computing device. The components of computer sys 
tem/server 110 may include, but are not limited to, one or 
more processors or processing units 120, a system memory 
130, and a bus 122 that couples various system components 
including system memory 130 to processing unit 120. 
0041 Bus 122 represents one or more of any of several 
types of bus structures, including a memory bus or memory 
controller, a peripheral bus, an accelerated graphics port, and 
a processor or local bus using any of a variety of bus archi 
tectures. By way of example, and not limitation, Such archi 
tectures include Industry Standard Architecture (ISA) bus, 
Micro Channel Architecture (MCA) bus, Enhanced ISA 
(EISA) bus, Video Electronics Standards Association 
(VESA) local bus, and Peripheral Component Interconnect 
(PCI) bus. 
0042 Computer system/server 110 typically includes a 
variety of computer system readable media. Such media may 
be any available media that is accessible by computer system/ 
server 110, and it includes both volatile and non-volatile 
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media, removable and non-removable media. Examples of 
removable media are shown in FIG. 1 to include a Digital 
Video Disc (DVD) 192 and a USB drive 194. 
0043 System memory 130 can include computer system 
readable media in the form of volatile or non-volatile 
memory, such as firmware 132. Firmware 132 provides an 
interface to the hardware of computer system/server 110. 
System memory 130 can also include computer system read 
able media in the form of Volatile memory, Such as random 
access memory (RAM) 134 and/or cache memory 136. Com 
puter system/server 110 may further include other removable/ 
non-removable, Volatile/non-volatile computer system stor 
age media. By way of example only, storage system 140 can 
be provided for reading from and writing to a non-removable, 
non-volatile magnetic media (not shown and typically called 
a “hard drive”). Although not shown, a magnetic disk drive for 
reading from and writing to a removable, non-volatile mag 
netic disk (e.g., a "floppy disk’), and an optical disk drive for 
reading from or writing to a removable, non-volatile optical 
disk such as a CD-ROM, DVD-ROM or other optical media 
can be provided. In Such instances, each can be connected to 
bus 122 by one or more data media interfaces. As will be 
further depicted and described below, memory 130 may 
include at least one program product having a set (e.g., at least 
one) of program modules that are configured to carry out the 
functions described in more detail below. 
0044 Program/utility 150, having a set (at least one) of 
program modules 152, may be stored in memory 130 by way 
of example, and not limitation, as well as an operating System, 
one or more application programs, other program modules, 
and program data. Each of the operating system, one or more 
application programs, other program modules, and program 
data or some combination thereof, may include an implemen 
tation of a networking environment. Program modules 152 
generally carry out the functions and/or methodologies of 
embodiments of the invention as described herein. 
0045 Computer system/server 110 may also communi 
cate with one or more external devices 190 such as a key 
board, a pointing device, a display 180, a disk drive, etc.; one 
or more devices that enable a user to interact with computer 
system/server 110; and/or any devices (e.g., network card, 
modem, etc.) that enable computer system/server 110 to com 
municate with one or more other computing devices. One 
suitable example of an external device 190 is a DVD drive 
which can read a DVD 192 as shown in FIG. 1. Such com 
munication can occur via Input/Output (I/O) interfaces 170. 
Still yet, computer system/server 110 can communicate with 
one or more networks such as a local area network (LAN), a 
general wide area network (WAN), and/or a public network 
(e.g., the Internet) via network adapter 160. As depicted, 
network adapter 160 communicates with the other compo 
nents of computer system/server 110 via bus 122. It should be 
understood that although not shown, other hardware and/or 
Software components could be used in conjunction with com 
puter system/server 110. Examples, include, but are not lim 
ited to: microcode, device drivers, redundant processing 
units, external disk drive arrays, Redundant Array of Inde 
pendent Disk (RAID) systems, tape drives, data archival stor 
age Systems, etc. 
0046 Referring now to FIG. 2, illustrative cloud comput 
ing environment 200 is depicted. As shown, cloud computing 
environment 200 comprises one or more cloud computing 
nodes 100 with which local computing devices used by cloud 
consumers, such as, for example, personal digital assistant 
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(PDA) or cellular telephone 210A, desktop computer 210B, 
laptop computer 210C, and/or automobile computer system 
210N may communicate. Nodes 100 may communicate with 
one another. They may be grouped (not shown) physically or 
virtually, in one or more networks, such as Private, Commu 
nity, Public, or Hybrid clouds as described hereinabove, or a 
combination thereof. This allows cloud computing environ 
ment 200 to offerinfrastructure, platforms and/or software as 
services for which a cloud consumer does not need to main 
tain resources on a local computing device. It is understood 
that the types of computing devices 210A-N shown in FIG.2 
are intended to be illustrative only and that computing nodes 
100 and cloud computing environment 200 can communicate 
with any type of computerized device over any type of net 
work and/or network addressable connection (e.g., using a 
web browser). 
0047 Referring now to FIG.3, a set of functional abstrac 
tion layers provided by cloud computing environment 200 in 
FIG. 2 is shown. It should be understood in advance that the 
components, layers, and functions shown in FIG. 3 are 
intended to be illustrative only and the disclosure and claims 
are not limited thereto. As depicted, the following layers and 
corresponding functions are provided. 
0048 Hardware and software layer 310 includes hardware 
and Software components. Examples of hardware compo 
nents include mainframes, in one example IBM System Z 
systems; RISC (Reduced Instruction Set Computer) architec 
ture based servers, in one example IBM System p systems: 
IBM System X systems; IBM BladeCenter systems; storage 
devices; networks and networking components. Examples of 
Software components include network application server 
software, in one example IBM WebSphere(R) application 
server software; and database software, in one example IBM 
DB2(R) database software. IBM, System Z, System p, System 
x, BladeCenter, WebSphere, and DB2 are trademarks of Inter 
national Business Machines Corporation registered in many 
jurisdictions worldwide. 
0049 Virtualization layer 320 provides an abstraction 
layer from which the following examples of virtual entities 
may be provided: virtual servers; virtual storage; virtual net 
works, including virtual private networks; virtual applica 
tions and operating systems; and virtual clients. 
0050. In one example, management layer330 may provide 
the functions described below. Resource provisioning pro 
vides dynamic procurement of computing resources and 
other resources that are utilized to perform tasks within the 
cloud computing environment. Metering and Pricing provide 
cost tracking as resources are utilized within the cloud com 
puting environment, and billing or invoicing for consumption 
of these resources. In one example, these resources may com 
prise application Software licenses. Security provides identity 
Verification for cloud consumers and tasks, as well as protec 
tion for data and other resources. User portal provides access 
to the cloud computing environment for consumers and sys 
tem administrators. Service level management provides 
cloud computing resource allocation and management Such 
that required service levels are met. Service Level Agreement 
(SLA) planning and fulfillment provide pre-arrangement for, 
and procurement of cloud computing resources for which a 
future requirement is anticipated in accordance with an SLA. 
The management layer further includes a resource utilization 
mechanism (RUM) 350 as described herein. While the RUM 
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350 is shown in FIG.3 to reside in the management layer 330, 
the RUM350 actually may span other levels shown in FIG.3 
as needed. 
0051 Workloads layer 340 provides examples of func 

tionality for which the cloud computing environment may be 
utilized. Examples of workloads and functions which may be 
provided from this layer include: mapping and navigation; 
Software development and lifecycle management; virtual 
classroom education delivery; data analytics processing: 
transaction processing and mobile desktop. 
0052. As will be appreciated by one skilled in the art, 
aspects of this disclosure may be embodied as a system, 
method or computer program product. Accordingly, aspects 
may take the form of an entirely hardware embodiment, an 
entirely software embodiment (including firmware, resident 
Software, micro-code, etc.) or an embodiment combining 
Software and hardware aspects that may all generally be 
referred to herein as a “circuit,” “module’ or “system.” Fur 
thermore, aspects of the present invention may take the form 
of a computer program product embodied in one or more 
computer readable medium(s) having computer readable pro 
gram code embodied thereon. 
0053 Any combination of one or more computer readable 
medium(s) may be utilized. The computer readable medium 
may be a computer readable signal medium or a non-transi 
tory computer readable storage medium. A computer read 
able storage medium may be, for example, but not limited to, 
an electronic, magnetic, optical, electromagnetic, infrared, or 
Semiconductor System, apparatus, or device, or any Suitable 
combination of the foregoing. More specific examples (a 
non-exhaustive list) of the computer readable storage 
medium would include the following: an electrical connec 
tion having one or more wires, a portable computer diskette, 
a hard disk, a random access memory (RAM), a read-only 
memory (ROM), an erasable programmable read-only 
memory (EPROM or Flash memory), an optical fiber, a por 
table compact disc read-only memory (CD-ROM), an optical 
storage device, a magnetic storage device, or any Suitable 
combination of the foregoing. In the context of this document, 
a computer readable storage medium may be any tangible 
medium that can contain, or store a program for use by or in 
connection with an instruction execution system, apparatus, 
or device. 
0054. A computer readable signal medium may include a 
propagated data signal with computer readable program code 
embodied therein, for example, in baseband or as part of a 
carrier wave. Such a propagated signal may take any of a 
variety of forms, including, but not limited to, electro-mag 
netic, optical, or any Suitable combination thereof. A com 
puter readable signal medium may be any computer readable 
medium that is not a computer readable storage medium and 
that can communicate, propagate, or transport a program for 
use by or in connection with an instruction execution system, 
apparatus, or device. 
0055 Program code embodied on a computer readable 
medium may be transmitted using any appropriate medium, 
including but not limited to wireless, wireline, optical fiber 
cable, RF, etc., or any Suitable combination of the foregoing. 
0056 Computer program code for carrying out operations 
for aspects of the present invention may be written in any 
combination of one or more programming languages, includ 
ing an object oriented programming language such as Java, 
Smalltalk, C++ or the like and conventional procedural pro 
gramming languages, such as the “C” programming language 

Jun. 16, 2016 

or similar programming languages. The program code may 
execute entirely on the user's computer, partly on the user's 
computer, as a stand-alone software package, partly on the 
user's computer and partly on a remote computer or entirely 
on the remote computer or server. In the latter scenario, the 
remote computer may be connected to the user's computer 
through any type of network, including a local area network 
(LAN) or a wide area network (WAN), or the connection may 
be made to an external computer (for example, through the 
Internet using an Internet Service Provider). 
0057 Aspects of the present invention are described 
below with reference to flowchart illustrations and/or block 
diagrams of methods, apparatus (systems) and computer pro 
gram products according to embodiments of the invention. It 
will be understood that each block of the flowchart illustra 
tions and/or block diagrams, and combinations of blocks in 
the flowchart illustrations and/or block diagrams, can be 
implemented by computer program instructions. These com 
puter program instructions may be provided to a processor of 
a general purpose computer, special purpose computer, or 
other programmable data processing apparatus to produce a 
machine, such that the instructions, which execute via the 
processor of the computer or other programmable data pro 
cessing apparatus, create means for implementing the func 
tions/acts specified in the flowchart and/or block diagram 
block or blocks. 
0058. These computer program instructions may also be 
stored in a computer readable medium that can direct a com 
puter, other programmable data processing apparatus, or 
other devices to function in a particular manner, such that the 
instructions stored in the computer readable medium produce 
an article of manufacture including instructions which imple 
ment the function/act specified in the flowchart and/or block 
diagram block or blocks. 
0059. The computer program instructions may also be 
loaded onto a computer, other programmable data processing 
apparatus, or other devices to cause a series of operational 
steps to be performed on the computer, other programmable 
apparatus or other devices to produce a computer imple 
mented process such that the instructions which execute on 
the computer or other programmable apparatus provide pro 
cesses for implementing the functions/acts specified in the 
flowchart and/or block diagram block or blocks. 
0060. As will be appreciated by one skilled in the art, 
aspects of the present invention may be embodied as a system, 
method or computer program product. Accordingly, aspects 
of the present invention may take the form of an entirely 
hardware embodiment, an entirely software embodiment (in 
cluding firmware, resident software, micro-code, etc.) or an 
embodiment combining software and hardware aspects that 
may all generally be referred to herein as a “circuit,” “mod 
ule' or “system.” Furthermore, aspects of the present inven 
tion may take the form of a computer program product 
embodied in one or more computer readable medium(s) hav 
ing computer readable program code embodied thereon. 
0061. As introduced above, when a customer has long 
latency data stored in a service provider's data center and 
wants to retrieve and/or process the data, the customer's data 
may take a longtime to retrieve. The long latency data may be 
stored in hosting machines that are powered off and need to be 
brought online in order to retrieve the data. The hosting 
machines in the cloud may have excess capacity available at 
various times. The excess capacity of the resources will vary 
over time and is sometimes offered to customers at lower 
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priced spot pricing. The disclosure and claims herein 
described a method and apparatus for a service provider to use 
excess capacity of the resources to preemptively load a cus 
tomer's data. The service provider is then able to offer previ 
ously long latency data to the customer with no retrieval times 
and offer incentives to use it for data processing. This allows 
the service provider to better monetize previously unutilized 
or under-utilized cloud resources. 

0062 Referring now to FIG.4, a block diagram illustrates 
preemptive extraction of data from long latency storage in a 
cloud computing environment to economically and quickly 
provide data from long latency storage by a customer appli 
cation by using periods of low utilization of resources. A 
resource utilization mechanism (RUM) 350 monitors cloud 
resources 410 to determine periods of low utilization of cloud 
resources. The resource utilization mechanism 350 identifies 
customer data 412 in long latency data storage 414 and uses 
periods of low utilization of resources to make the data avail 
able from low latency storage 416 to a customer application 
418. The RUM 350 is a software entity that typically resides 
in the management layer 330 as described above with refer 
ence to FIG. 3. The RUM monitors cloud resources for low 
utilization periods on the hardware and software layer 310 
also shown in FIG. 3. The RUM may use any suitable method 
for monitoring cloud resources. There are many Software 
monitoring solutions available in the prior art. These solu 
tions typically gather information through service agents 
placed on the hardware resources that periodically send infor 
mation to a central storage location. The RUM could request 
information from such a service periodically or our RUM 
could gather information itself in a similar manner. The long 
latency data storage 414 may include offline disk storage, 
offline virtual machines, or other long latency storage on the 
hardware and software layer 310 in FIG. 3. The low latency 
data storage 416 may include disk storage, memory storage, 
or other low latency storage on the hardware and Software 
layer 310 in FIG.3. The customer application 418 is customer 
software that represents one of the workloads on the work 
loads layer 340 shown in FIG. 3. 
0063. As described above, the resource utilization mecha 
nism (RUM) 350 monitors cloud resources 410 to determine 
periods of low utilization of cloud resources. The resources 
that are monitored include processing power to operate on 
data and retrieval capacity of long latency data from long 
latency data storage or a long-term storage facility. Thus the 
resources may include central processor utilization, disk uti 
lization and network utilization. In an example for monitoring 
cloud resources, the RUM tracks and records resource usage 
in the cloud, analyzes resource usage and predicts future low 
utilization of cloud resources based on the recorded historic 
usage. The RUM can use historic usage information from the 
history of the user/accounts usage of resources, and also the 
history of usage in the overall cloud/cluster. Cross-referenc 
ing both of the historic patterns would show where the RUM 
could optimally fit the user's periodic usage into the overall 
cloud usage. The RUM could also use current usage instead of 
historic usage. For example, if the cloud resource load is 
abnormally low the RUM could provide an incentivized 
opportunity to one or more customers to use the under-uti 
lized resources. 

0064. As described above, the resource utilization mecha 
nism (RUM) 350 identifies data that can be retrieved from 
long latency storage. A first example of identifying data 
involves input from the customer. The customer is allowed to 
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provide a data pre-order message that indicates potential 
future data needs of the customer. The RUM considers the 
data pre-order message sent from the customer application to 
identify data to preemptively retrieve from long latency Stor 
age. The data pre-order message may be automatically gen 
erated by the customer application and may include manual 
input from a customer user Such as through a user interface. 
The pre-order message could indicate what data items are 
needed, a priority and may also include a time frame when the 
data is needed. 

0065. A second example of how to identify data to be 
retrieved from long latency storage is to analyze a customer's 
historical access patterns to predict data that may be needed or 
desired by the customer in the future. Further, analyzing a 
customer's historical access patterns can be used in conjunc 
tion with the data pre-order to determine when and what data 
to offer the customer using resources during times of low 
utilization as described herein. In addition, the RUM could 
optionally cross-reference the user historical usage with the 
cloud provider historical load usage to determine an optimal 
point in the future to Suggest a data pre-order. Alternatively, if 
there is a current or a standing pre-order, the RUM could 
assemble a counter-offer at a lower cost to the user and at a 
more optimal time for the cloud provider that the user could 
accept or deny. Further, if the user already has a pre-order 
matching or similar to their historic usage, the RUM could 
safely assume there is no need to generate any more Sugges 
tions for pre-orders to the user. 
0.066 Referring now to FIG. 5, a block diagram illustrates 
one example of the RUM providing data retrieved from long 
latency storage. As described above with reference to FIG. 4. 
the resource utilization mechanism 350 identifies customer 
data 412 in long latency data storage 414 and makes it avail 
able in low latency storage 416 to a customer application 418. 
FIG. 5 illustrates interaction between the resource utilization 
mechanism 350 and the customer application 418 to make the 
data available. In this example, the customer 510 through the 
customer application 418 provides a data pre-order that indi 
cates what data will likely be needed at some future time. The 
RUM determines from the data pre-order 512 and may also 
use the customer's historic data usage to determine what data 
to offer to the customer. The customer application 418 is 
notified 516 that the requested data is available. The notifica 
tion may optionally include details on financial discounts 
being offered in conjunction of accessing and using the data 
(i.e., free retrieval, discounted processor time, etc.). The cus 
tomer application is given the opportunity to opt-out 514 of 
the pre-emptive load because it is not needed or would go 
unused. The notification 516 to the customer application can 
optionally be relayed to the customer user 510. Thus an 
administrator or user of the customer can make the decision to 
accept or opt out of using the data. How to generate and 
deliver notifications is known in the prior art. Notifications 
could take the form of e-mail, text message, push notification, 
etc. 

0067 FIG. 6 illustrates a flow diagram of a method 600 for 
preemptively extracting data from long latency storage in a 
cloud computing environment. The method 600 is presented 
as a series of steps performed by a computer Software pro 
gram such as the resource utilization mechanism 350 
described above. Identify periods of low utilization of cloud 
resources (step 610). Identify data that can be retrieved from 
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long latency storage (step 620). Provide data retrieved from 
long latency storage to a customer application (step 630). The 
method is then done. 
0068 Referring now to FIG. 7, a flow diagram shows 
method 700 that is an exemplary method for performing step 
610 in method 600. The method 700 is presented as a series of 
steps performed by a computer Software program described 
above as the resource utilization mechanism 350. First, track 
and record resource usage in the cloud (step 710). Analyze 
resource usage (step 720). Predict low utilization of cloud 
resources (step 730). The method is then done. 
0069. Referring now to FIG. 8, a flow diagram shows 
method 800 that is an exemplary method for performing step 
620 in method 600. The method 800 is presented as a series of 
steps performed by a computer Software program described 
above as the resource utilization mechanism 350. First, con 
sider data requests from a customer for future data needs from 
long latency storage (step 810). Analyze customer's historical 
access patterns to long latency data (step 820). The method is 
then done. 
0070 Referring now to FIG. 9, a flow diagram shows 
method 900 that is an exemplary method for performing step 
630 in method 600. The method 900 is presented as a series of 
steps performed by a computer Software program described 
above as the resource utilization mechanism 350. First, notify 
a user of availability of long latency data (step 910). Give 
customer terms of access to the available long latency data 
(step 920). Allow the customerto accept the terms of access or 
opt out of using the available long latency data (step 830). The 
method is then done. 
0071. The claims and disclosure herein provide an appa 
ratus and method for preemptively extracting data from long 
latency storage in a cloud computing environment to more 
economically use cloud resources by moving data from long 
latency storage to low latency storage during times of low 
utilization of resources. 
0072. One skilled in the art will appreciate that many 
variations are possible within the scope of the claims. Thus, 
while the disclosure is particularly shown and described 
above, it will be understood by those skilled in the art that 
these and other changes in form and details may be made 
therein without departing from the spirit and scope of the 
claims. 

Jun. 16, 2016 

1. An apparatus comprising: 
a long latency storage and low latency storage for storing 

customer data; 
at least one processor, 
a memory coupled to the at least one processor; and 
a resource utilization mechanism (RUM) residing in the 
memory and executed by the at least one processor, 
wherein the RUM preemptively extracts data from long 
latency storage and places the preemptively extracted 
data in low latency storage to provide infrequently 
accessed data to a customer application before it is 
requested by the customer application. 

2. The apparatus of claim 1 wherein the low utilization of 
cloud resources includes central processor utilization, disk 
utilization and network utilization. 

3. The apparatus of claim 1 wherein the RUM identifies 
periods of low utilization of cloud resources where excess 
capacity can be efficiently utilized, identifies data to be pre 
emptively retrieved, and retrieves the data from long latency 
storage and makes it available to the customer application. 

4. The apparatus of claim 3 wherein the RUM further 
identifies periods of low utilization by tracking and recording 
resource usage; analyzing resource usage; and predicting 
periods of low utilization of resources. 

5. The apparatus of claim 3 wherein identifying data to be 
preemptively retrieved further comprises considering data 
requests from the customer application for future needs. 

6. The apparatus of claim 3 wherein the RUM receives a 
data pre-order message from a customer application. 

7. The apparatus of claim 6 wherein the data pre-order 
message is manually provided by a user of the customer 
application. 

8. The apparatus of claim 3 wherein identifying data to be 
preemptively retrieved further comprises analyzing access 
patterns to long latency data by the customer application. 

9. The apparatus of claim 3 wherein making the long 
latency data available to the customer application further 
comprises notifying the customer application of availability 
of the data, giving the customer application terms of access to 
the data and allowing a user of the customer application to 
accept the terms or opt out of using the data. 
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