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port, and when the frame storage buffer reaches a predetermined level, the switch may discard lower priority frames from the most
congested port. VWhen the frame storage buffer reaches a second predetermined level, the switch may discard lower priority frames
before they are stored according to egress port. The network communication switch may further monitor ingress frames for priority,
and assign priority to frames according to pre-assigned priority, ingress port, and/or frame contents.
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Abstract

Disclosed is a network communication switch that facilitates reliable
communication of high priority traffic over lower priority traffic across all ingress and
egress ports. The network communication switch may monitor the frame storage buffer
regardless of egress port, and when the frame storage buffer reaches a predetermined
level, the switch may discard lower priority frames from the most congested port. When
the frame storage buffer reaches a second predetermined level, the switch may discard
lower priority frames before they are stored according to egress port. The network
communication switch may further monitor ingress frames for priority, and assign priority

to frames according to pre-assigned priority, ingress port, and/or frame contents.
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Network Device

Technical Field

[0001] This disclosure relates to systems and methods for managing communications
using network devices. More particularly, but not exclusively, this disclosure relates to
processing communication frames in a network device in such a way that more
Important messages are selectively preserved during periods of high network traffic or

periods of network congestion.

Brief Description of the Drawings

[0002] Non-limiting and non-exhaustive embodiments of the disclosure are described,
iIncluding various embodiments of the disclosure with reference to the figures, in which:
[0003] Figure 1 illustrates a simplified diagram of an electric power generation and
distribution system including various network devices consistent with certain
embodiments disclosed herein.

[0004] Figure 2 illustrates a system of intelligent electronic devices communicatively
coupled with a network via a plurality of network devices consistent with embodiments
disclosed herein.

[0005] Figure 3A illustrates a functional block diagram of a network device
architecture consistent with embodiments disclosed herein.

[0006] Figure 3B illustrates a functional block diagram of a plurality of network port

components associated with the network device iliustrated in Figure 3A consistent with
embodiments disclosed herein.

[0007] Figure 3C illustrates a function block diagram of a frame processing
component associated with the network device illustrated in Figure 3A consistent with
embodiments disclosed herein.

[0008] Figure 3D illustrates a functional block diagram of an ingress layer component
associated with the network device illustrated in Figure 3A consistent with

embodiments disclosed herein.
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[0009] Figure 4 illustrates a flow chart of a method for managing network packets in a

network device consistent with embodiments disclosed herein.

Detailed Description

[0010] The embodiments of the disclosure will be best understood by reference to the
drawings. It will be readily understood that the components of the disclosed
embodiments, as generally described and illustrated in the figures herein, could be
arranged and designed in a wide variety of different configurations. Thus, the following
detailed description of the embodiments of the systems and methods of the disclosure
is not intended to limit the scope of the disclosure, as claimed, but is merely
representative of possible embodiments of the disclosure. In addition, the steps of a
method do not necessarily need to be executed in any specific order, or even
sequentially, nor do the steps need be executed only once, unless otherwise specified.
[0011] In some cases, well-known features, structures, or operations are not shown or
described in detail. Furthermore, the described features, structures, or operations may
be combined in any suitable manner in one or more embodiments. It will also be readily
understood that the components of the embodiments, as generally described and
illustrated in the figures herein, could be arranged and designed in a wide variety of
different configurations. For example, throughout this specification, any reference to
“one embodiment,” “an embodiment,” or “the embodiment” means that a particular
feature, structure, or characteristic described in connection with that embodiment is
included in at least one embodiment. Thus, the quoted phrases, or variations thereof,
as recited throughout this specification are not necessarily all referring to the same
embodiment.

[0012] Several aspects of the embodiments disclosed herein may be implemented as

software modules or components. As used herein, a software module or component
may include any type of computer instruction or computer executable code located
within a memory device that is operable in conjunction with appropriate hardware to
implement the programmed instructions. A software module or component may, for

instance, comprise one or more physical or logical blocks of computer instructions,
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which may be organized as a routine, program, object, component, data structure, etc.,
that performs one or more tasks or implements particular abstract data types.

[0013] In certain embodiments, a particular software module or component may
comprise disparate instructions stored in different locations of a memory device, which
together implement the described functionality of the module. Indeed, a module or
component may comprise a single instruction or many instructions, and may be
distributed over several different code segments, among different programs, and across
several memory devices. Some embodiments may be practiced in a distributed
computing environment where tasks are performed by a remote processing device
linked through a communications network. In a distributed computing environment,
software modules or components may be located in local and/or remote memory
storage devices. In addition, data being tied or rendered together in a database record
may be resident in the same memory device, or across several memory devices, and
may be linked together In fields of a record in a database across a network.

[0014] Embodiments may be provided as a computer program product including a
non-transitory machine-readable medium having stored thereon instructions that may
be used to program a computer or other electronic device to perform processes
described herein. The non-transitory machine-readable medium may include, but is not
limited to, hard drives, floppy diskettes, optical disks, CD-ROMs, DVD-ROMs, ROMs,
RAMs, EPROMs, EEPROMSs, magnetic or optical cards, solid-state memory devices, or
other types of media/machine-readable medium suitable for storing electronic
Instructions. |n some embodiments, the computer or other electronic device may
Include a processing device such as a microprocessor, microcontroller, logic circuitry, or
the like. The processing device may further include one or more special purpose
processing devices such as an application specific integrated circuit (ASIC),
Programmable Array Logic (PAL), programmable logic array (PLA), programmable logic
device (PLD), field programmable gate array (FPGA), or any other customizable or
programmable device.

[0015] Electric power generation and distribution systems are designed to generate,
transmit, and distribute electric energy to loads. Electric power generation and

distribution systems may include equipment, such as electric generators, electric
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motors, power transformers, power transmission and distribution lines, circuit breakers,
switches, buses, transmission lines, voltage regulators, capacitor banks, and the like.
Such equipment may be monitored, controlled, automated, and/or protected using
intelligent electronic devices (IEDs) that receive electric power system information from
the equipment, make decisions based on the information, and provide monitoring,
control, protection, and/or automation outputs to the equipment.

[0016] In some embodiments, an IED may include, for example, remote terminal units,
differential relays, distance relays, directional relays, feeder relays, overcurrent relays,
voltage regulator controls, voltage relays, breaker failure relays, generator relays, motor
relays, automation controllers, bay controllers, meters, recloser controls, communication
processors, computing platforms, programmable logic controllers (PLCs),
programmable automation controllers, input and output modules, governors, exciters,
statcom controllers, static VAR compensator (SVC) controllers, on-load tap changer
(OLTC) controllers, and the like. Further, in some embodiments, IEDs may be
communicatively connected via a network that includes a variety of network equipment
including, for example, multiplexers, routers, hubs, gateways, firewalls, and/or switches
to facilitate communications on the networks, each of which may also function as an
IED. Networking and communication devices may also be integrated into an IED and/or
be in communication with an IED. As used herein, an |IED may include a single discrete
IED or a system of multiple IEDs operating together.

[0017] It should be understood that the present description is not limited to electric

power distribution systems. The systems, apparatuses, and methods described herein

may be applied to a broader range of communications systems. Indeed, the present
description may be applied to communication devices In any communication system
where certain messages should be delivered even in states of high communication
network traffic loads. In addition to electric power distribution systems, the present
disclosure may be applied to, for example, water distribution systems, natural gas
distribution systems, control systems, non-control systems (computer networks, |T
networks, and the like), and/or the like.

[0018] In certain embodiments one or more IEDs, monitored equipment, and/or

network devices included in an electric power generation and distribution system may
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communicate using a variety of protocols, such as IEC 61850 GOOSE (Generic Object
Oriented Substation Events). In further embodiments, one or more |IEDs, monitored
equipment, and/or network devices included in an electric power generation and
distribution system may communicate using a Mirrored Bits® protocol, a Distributed
Network Protocol (DNP), and or any other suitable communication protocol.

[0019] IEDs, monitored equipment, and/or network devices may communicate (e.g.,
transmit and/or receive) messages (e.g., GOOSE, Mirrored Bits®, and/or DNP
messages) that include bits, bit pairs, measurement values, and/or any other relevant
data elements. Certain communication protocols (e.g., GOOSE) may allow a message
generated from a single device to be transmitted to multiple receiving devices (e.g.,
subscriber devices and/or particular receiving devices designated or identified in a
message). Messages may include one or more control instructions, monitored system
data, communications with other |IEDs, monitored equipment and/or other network
devices, and/or any other relevant communication, message, or data. In further
embodiments, messages may provide an indication as to a state (e.g., a measured
state) of one or more components and/or conditions within an electric power generation
and distribution system.

[0020] Network devices may include a finite receiving buffer that may only store a
predetermined number of messages, and thus may not be capable of storing certain
messages if a significant number of messages are received in a relatively short period
(e.g., during periods of high network message traffic). Similarly, a network switch may

have a limited transfer rate that is lower than its receiving rate. For example, a network
switch may have a 1 MB/second data transmission rate but a receiving rate that is
substantially greater, thereby creating an asymmetry between inbound and outbound
communication rates. If such a network switch includes a finite receiving and/or
transmitting buffer and a substantial amount of data is received by such a network

switch in a short period of time, the network switch may be unable to transmit received
messages before the finite buffers become full and thus messages may be discarded or
lost. In further circumstances, buffers may become full when insufficient resources are

present to process network traffic at “wire speed.”
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[0021] The present disclosure includes a variety of systems and methods for
managing data communication. According to various embodiments, the systems and
methods disclosed herein may utilize certain criteria for processing data
communications based on the available capacity of a storage buffer in a network device.
In some embodiments, where utilization of the storage buffer exceeds a first threshold,
criteria may be established for identifying one or more frames in the buffer to be
discarded. The criteria may include, for example, a priority associated with a frame, a
time of receipt of a frame, a port of receipt of a frame, and the like.

[0022] Figure 1 illustrates a simplified diagram of an electric power generation and
distribution system 100 consistent with embodiments disclosed herein. The electric
power generation and distribution system 100 may include, among other things, an
electric generator 102, configured to generate an electric power output, which in some
embodiments may be a sinusoidal waveform. Although illustrated as a one-line diagram
for purposes of simplicity, the electric power generation and distribution system 100
may also be configured as a three-phase power system.

[0023] A step-up power transformer 104 may be configured to increase the output of
the electric generator 102 to a higher voltage sinusoidal waveform. A bus 106 may
distribute the higher voltage sinusoidal waveform to a transmission line 108 that in turn
may connect to a bus 120. In certain embodiments, the system 100 may further include
one or more breakers 112-118 that may be configured to be selectively actuated to
reconfigure the electric power generation and distribution system 100. A step down

power transformer 122 may be configured to transform the higher voltage sinusoidal

waveform to lower voltage sinusoidal waveform that is suitable for distribution to a load
124.

[0024] The IEDs 126-138, illustrated in Figure 1, may be configured to control,
monitor, protect, and/or automate the one or more elements of the electric power

generation and distribution system 100. An |IED may be any processor-based device
that monitors, controls, automates, and/or protects monitored equipment within an
electric power generation and distribution system (e.g., system 100). In some
embodiments, the IEDs 126-138 may gather status information from one or more pieces

of monitored equipment (e.g., generator 102). Further, the IEDs 126-138 may receive
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information concerning monitored equipment using sensors, transducers, actuators, and
the like. Although Figure 1 illustrates one I[ED monitoring transmission line 108 (e.qg.,
IED 134) and another IED controlling a breaker 114(e.g., IED 136), these capabillities
may be combined into a single IED.

[0025] Figure 1 illustrates IEDs 126-138 performing various functions for illustrative
purposes and does not imply any specific arrangements or functions required of any
particular IED. In some embodiments, IEDs 126-138 may be configured to monitor and
communicate information, such as voltages, currents, equipment status, temperature,
frequency, pressure, density, infrared absorption, radio-frequency information, partial
pressures, viscosity, speed, rotational velocity, mass, switch status, valve status, circuit
breaker status, tap status, meter readings, and/or the like. Further, IEDs 126-138 may
be configured to communicate calculations, such as phasors (which may or may not be
synchronized as synchrophasors), events, fault distances, differentials, immpedances,
reactances, frequency, and the like. |IEDs 126-138 may also communicate settings
information, IED identification information, communications information, status
information, alarm information, and/or the like. Information of the types listed above, or
more generally, information about the status of monitored equipment, may be generally
referred to herein as monitored system data.

[0026] In certain embodiments, IEDs 126-138 may issue control instructions to the
monitored equipment in order to controi various aspects relating to the monitored
equipment. For example, an IED (e.g., IED 136) may be in communication with a circuit

breaker (e.g., breaker 114), and may be capable of sending an instruction to open
and/or close the circuit breaker, thus connecting or disconnecting a portion of a power
system. |n another example, an IED may be in communication with a recloser and
capable of controlling reclosing operations. In another example, an IED may be in
communication with a voltage regulator and be capable of instructing the voltage
regulator to tap up and/or down. Information of the types listed above, or more

generally, information or instructions directing an IED or other device to perform a

certain action, may be generally referred to as control instructions.
[0027] IEDs 126-138 may be communicatively linked together using a data

communications network, and may further be communicatively linked to a central
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monitoring system, such as a supervisory control and data acquisition (SCADA) system
142, an information system (I1S) 144, and/or a wide area control and situational
awareness (WCSA) system 140. In certain embodiments, various components of the
electric power generation and distribution system 100 illustrated in Figure 1 may be
configured to generate, transmit, and/or receive messages (e.g. GOOSE messages), or
communicate using any other suitable communication protocol.

[0028] The illustrated embodiments are configured in a star topology having an
automation controller 150 at its center, however, other topologies are also
contemplated. For example, the IEDs 126-138 may be communicatively coupled
directly to the SCADA system 142 and/or the WCSA system 140. The data
communications network of the system 100 may utilize a variety of network
technologies, and may comprise network devices such as modems, routers, firewalls,
virtual private network servers, and the like. Further, in some embodiments, the IEDs
126-138 and other network devices (e.g., one or more communication switches or the
like) may be communicatively coupled to the communications network through a
network communications interface.

[0029] Consistent with embodiments disclosed herein, IEDs 126-138 may be
communicatively coupled with various points to the electric power generation and
distribution system 100. For example, IED 134 may monitor conditions on transmission
line 108. IEDs 126, 132, 136, and 138 may be configured to issue control instructions
to associated breakers 112-118. IED 130 may monitor conditions on a bus 152. |ED

128 may monitor and issue control instructions to the electric generator 102.

[0030] In certain embodiments, communication between and/or the operation of
various |IEDs 126-138 and/or higher level systems (e.g., SCADA system 142 or IS 144)
may be facilitated by an automation controlier 150. The automation controller 150 may
also be referred to as a central IED or access controller.

[0031] The automation controller 150 may also include a local human machine
interface (HMI) 146. In some embodiments, the local HMI 146 may be located at the
same substation as automation controller 150. The local HMI 146 may be used to

change settings, issue control instructions, retrieve an event report, retrieve data, and
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the like. The automation controller 150 may further include a programmable logic
controller accessible using the local HMI 146.

[0032] The automation controller 150 may also be communicatively coupled to a time
source (e.g., a clock) 148. In certain embodiments, the automation controller 150 may
generate a time signal based on the time source 148 that may be distributed to
communicatively coupled IEDs 126-138. Based on the time signal, various |[EDs 126-
138 may be configured to collect and/or calculate time-aligned data points including, for
example, synchrophasors, and to implement control instructions in a time coordinated
manner. In some embodiments, the WCSA system 140 may receive and process the
time-aligned data, and may coordinate time synchronized control actions at the highest
level of the electric power generation and distribution system 100. In other
embodiments, the automation controller 150 may not receive a time signal, but a
common time signal may be distributed to IEDs 126-138.

[0033] The time source 148 may also be used by the automation controller 150 for
time stamping information and data. Time synchronization may be helpful for data
organization, real-time decision-making, as well as post-event analysis. Time
synchronization may further be applied to network communications. The time source
148 may be any time source that is an acceptable form of time synchronization,
including, but not limited to, a voltage controlled temperature compensated crystal
oscillator, Rubidium and Cesium oscillators with or without a digital phase locked loops,
microelectromechanical systems (MEMS) technology, which transfers the resonant

circuits from the electronic to the mechanical domains, or a global positioning system
(GPS) receiver with time decoding. In the absence of a discrete time source 148, the
automation controller 150 may serve as the time source 148 by distributing a time
synchronization signal.

[0034] To maintain voltage and reactive power within certain limits for safe and reliable
power distribution, an electric power generation and distribution system may include
switched capacitor banks (SCBs) (e.g., capacitor 110), actuated by breaker 118
controlled by IED 138, configured to provide capacitive reactive power support and

compensation in high and/or low voitage conditions within the electric power system.
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[0035] Certain devices illustrated in Figure 1 may communicate using one or more
communication switches, such as switches 162 and 164. For example, IEDs 126 and
128 communicate with automation controller 150 via switch 162. Further, switch 164
may facilitate communications between automation controller and WCSA system 140,
SCADA system 142, and IS 144. Switches 162 and 164 may embody the systems
disclosed herein and/or may operate according to any of the methods disclosed herein.
For example, during periods of high network traffic, switches 162 and 164 may be
configured to monitor the flow of data and identify those data packets and/or frames
having priority over other data packets and/or frames. Switches 162 and 164 may be
configured to identify other data packets that may be selectively identified and discarded
when switches 162 and 164 have difficulty handling received data during periods of high
network message traffic. By selectively discarding data (as opposed to discarding data
packets or frames based on time of receipt and buffer capacity), higher priority data may
be more likely to be preserved and transmitted. Further, according to certain
embodiments, in the event that a data stream includes only high priority data, and/or a
buffer is full of high priority data, newer data may be preserved while older data may be
discarded.

[0036] Figure 2 illustrates computers 202-208 communicatively coupled with a
network 200 via network switches 212-214 consistent with embodiments disclosed
herein. Although the present disclosure may be implement in connection with an
electric power distribution system (as illustrated described in connection with Figure 1),

the present disclosure may also be implemented in any type of data communication

network. For example, the systems and methods disclosed herein may be implemented
iIn data communication networks applicable to a wide variety of industries, technologies,
and applications.

[0037] Computers 202-208 may be configured to communicate via a network 200
using messages formatted in a variety of data communication protocols. Network 200
may Iinclude a local area network or a wide area network. In some embodiments,
network 200 may comprise a connection to the Internet. As discussed above, in certain

circumstances, a receiving device (e.g., computer 202 and/or 208) may include a finite

receiving buffer (e.g., a first-in-first out (FIFO) buffer) that may only store a
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predetermined number of messages, and thus may not be capable of storing certain
messages If a significant number of messages are received in a relatively short period
(e.g., during periods of high network message traffic). Similarly, a network switch may
have a transfer rate that is lower than its receiving rate. For example, a network switch
may have a 1 MB/second data transmission rate but a receiving rate that is substantially
greater, thereby creating an asymmetry between inbound and outbound communication
rates. If such a network switch includes a finite receiving and/or transmitting buffer and
a substantial amount of data (e.g., a message stream) is received by such a network
switch in a short period of time, the network switch may be unable to transmit received
messages before the finite buffers become full and thus messages may be discarded or
lost. In further circumstances, network devices and/or computers may have insufficient
computing resources to process network traffic at “wire speed.”

[0038] [n a local area network (LAN), an Ethernet switch may be responsible for
directing data frames between devices (e.g., computers 202-208 and switches 210-
214). Under typical, “low-load” or “moderate-load” conditions, switches 210-214 may
temporarily buffer the incoming data before sending it on to the destination device.
However, certain network conditions may cause a "high-load” condition and network
congestion. Such conditions may occur because the incoming data rate i1s higher than
the outgoing rate for a given port. For example, if multiple devices send Ethernet
frames to a single device, or one or more devices send many-cast (multicast or
broadcast) packets destined for multiple other devices, or if a high speed device sends

data to a lower speed device, a "high-load” condition may occuir.

[0039] Switches may employ various strategies for dealing with congestion. One such
strategy may be suited for addressing a limited congestion time period (also known as
“bursty” congestion), during which the switch may use internal frame storage buffers to
store pending frames, queue the frame pointers in an egress priority queue, and then

send the frames out in a FIFO fashion. Such buffers can introduce undesired latency in
the data stream. Increasing the size of a buffer may result in longer delays. Thus,

buffers may be sized to keep latency low. In other words, according to certain

embodiments, a relatively small buffer may be used to keep latency within desired

parameters.
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[0040] In certain embodiments, frame storage buffers may be shared across ports to
reduce the cost, complexity, and latency of switches. In embodiment in which a storage
buffer is shared across multiple ports, congestion on one or more ports may adversely
affect communication among other uncongested ports. In order to address this issue,
certain embodiments consistent with the present disclosure may identify a specific port
experiencing congestion and may process traffic originating from the congested port In
order to mitigate adverse effects on other ports, and particularly to mitigate the impact of
communication of high priority data received on other ports.

[0041] In the situation where a period of congestion lasts longer than may be
accommodated using a buffer, data must be discarded. Various embodiments
consistent with the present disclosure pertain to systems and methods for determining
which data packets to discard and which data packets to retain. Switches typically lack
sufficient processing power to inspect the content of every frame or packet. Thus, the
decision of which frame to discard may be made arbitrarily, and may be associated with
those ports with the highest incoming (ingressing) or outgoing (egressing) frame rate.
Several different Random Early Detection (RED) mechanisms may be used to monitor
the buffers, and begin randomly discarding frames based on various factors, such as
port-to-port communication data rates, to pre-empt full buffer conditions. If VLAN tags
are used, then the frames may have a priority attribute, which may be used to
preferentially discard lower priority frames egressing a particular port. Where frame
buffers are shared across ports, a port with low priority frames may utilize buffer space
to the exclusion of higher priority frames egressing another port. Accordingly, certain
embodiments of the present disclosure may use techniques that selectively removes
lower priority data from a buffer and/or selectively discards lower priority data on
Ingress.

[0042] Discarded frames are an important feature that may signify congestion Is
present in a network environment. In response, network devices may reduce their data
rate accordingly. Ethernet frame discard mechanisms may not preserve high priority
frames across different ports during congestion periods. Preservation of high priority
frames may raise concerns in a variety of applications. For example, delay In the

transmission or the loss of high priority data in a control system for an electric power
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distribution system may be a serious concern. Further, in audio and video
communication applications, loss of data and/or increased latency may disrupt the
quality of the media. Accordingly, various embodiments consistent with the present
disclosure may prioritize high priority data over lower priority data, thus increasing the
likelihood of successful transmission of high priority data with low latency.

[0043] Figure 3A illustrates a functional block diagram of a network device 300 with
an architecture consistent with embodiments disclosed herein. The network device 300
iIncludes a plurality of ingress network ports 304. The network ports 304 may be In
communication with a frame processing block 302. The frame processing block 302
may include several functional blocks for processing the frames. Such functional blocks
may include, for example, an ingress layer 322, a frame processor 308, a memory
manager 314, frame storage RAM 312, a priority queue supervisor 316, an egress layer
318, and an egress buffer 320.

[0044] Storage RAM 312 may be configured to temporarily buffer data frames
transmitted by network device 300. According to some embodiments, the frames may
be stored in a single buffer, while in other embodiments, a frame storage RAM 312 may
store the frames in separate logical buffers. Each of the separate logical buffers may
correspond with a separate egress port. Each of the separate logical buffers may
organize frames by priority. The entire frame storage RAM 312 may be monitored for
congestion. Metadata (or buffer descriptors) may also be stored in a single buffer or
multiple logical buffers that correspond with separate output ports.

[0045] The specific configuration illustrated in Figure 3A is merely provided as an
example of one possible configuration. The frame processing block 302 may export
frames from the egress layer to egress switch ports 306. According to other
embodiments, one or more of the illustrated elements may be omitted and/or combined
with other elements.

[0046] Memory manager 314 may operate in conjunction with the frame storage RAM
and the priority queue supervisor to manage the flow of network data traffic through
network device 300. Memory manager 314 may implement certain functions and/or
methods described herein for management of frames stored in frame storage RAM 312

in order to minimize latency and maximize the reliable transmission of high priority data.
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Further, priority queue supervisor 316 may monitor the priority information relating to
data received by network device 300 and frames stored in frame storage RAM 312.
According to one specific embodiment, priority queue supervisor 316, memory manager
314, and frame storage RAM 312 may be operable to implement the method for
managing network packets illustrated in Figure 4, and which is described in greater
detail below.

[0047] Figure 3B illustrates a functional block diagram of a plurality of network port
components associated with the network device illustrated in Figure 3A consistent with
embodiments disclosed herein. Each of the plurality of network ports may include a
physical interface, frame ingress processing 352, and a buffer 354. Each of the egress
switch ports 306 may include, for example, frame egress processing 362 and physical
interfaces. Statistic gathering may be performed using information from the ingress
network ports 304 and the egress network ports 306. In one embodiment, such statics
may include, a count of how many frames have gone through each port (ingress and
egress), the number of bytes in each frame, if there were any errors detected In the
frame, etc. This statistical information may be used to track the performance of the
network device and/or to diagnose any problems associated with the device. In another
embodiment, collected statistics may include remote network monitoring (RMON),
RMON2, SMON, and IEEE Ethernet Statistics, as set forth in IEEE Standard 802.3,
Section 1, Chapter 5.

[0048] Figure 3C illustrates a function block diagram of a frame processor 308, as

illustrated in Figure 3A and consistent with embodiments disclosed herein. Frame
processor 308 may include one or more functional elements that use frame data and

metadata (or “buffer descriptor”) to produce modified frame data and/or modified
metadata. In some instances, the frame data and/or metadata from certain of the
blocks is not modified.

[0049] In one particular embodiment, a frame that does not include a VLAN priority tag
may be assigned a priority tag and the priority tag may be included in the modified
frame data. That is, if a frame is received by network device 300 that does not include a

VLAN tag, network device 300 may add a VLAN tag and assign a priority. In some

embodiments, a priority may be based on the ingress port. Thus, if a particular port is
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associated with a high priority device, then network device 300 may assign a high
priority to the frame received from the high priority device. In other alternatives, the
frame may be assigned a higher priority depending on its contents, such as including a
protection communication, its corresponding with a particular protocol, or the like.
[0050] According to some embodiments, frame processor 308 may be implemented
using an application specific integrated circuit, programmable logic array, a
programmable logic device, a field programmable gate array (FPGA), or any other
customizable or programmable device. Frame processor 308 may operate using any
number of processing rates and architectures and may be configured to perform various
algorithms, calculations, and/or methods described herein. Frame processor 308 may
further perform logical and arithmetic operations based on program code accessible to
frame processor 308.

[0051] |n certain embodiments implemented using an FPGA or other configurable
device, arbitrary frame inspection may be implement by network device 300. If any
frame is identified by the inspection block as critical or non-critical, then the frame can
be tagged with high and low priorities respectively. Accordingly, network device 300
may be able to preserve critical frames based on the content of the frame, regardless of
ingress port, or VLAN tag. For example, if the frame contains a high priority GOOSE
message, the inspection component may be configured identify the message based on
values at key byte locations in the frame, and then raise the priority of the frame by
insertion or modification of an appropriate VLAN tag. With specific inspection criteria,
this method provides a means for the switch to selectively identify frame priority based
on the type of information in the frame.

[0052] Figure 3D illustrates a functional block diagram of an ingress layer 322
associated with the network device illustrated in Figure 3A and consistent with
embodiments disclosed herein. Ingress buffer 310 may receive an input (such as an
input from an ingress arbiter), that leads to an address lookup block. The address
lookup block may allow a network device to determine a destination of each frame. The
address lookup block may determine a destination of each frame by tracking all frames

it receives, and storing the ingress information of each frame with the frame's MAC

address. The next time a frame with a destination MAC address corresponding to a
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MAC address stored in the address lookup block, the network device may determine on
which port the frame should egress to reach its destination. Information from the
address lookup block may be communicated to an address learning biock, continue to a
custom filtering block, and may pass information to a port mirroring block. Finally, the
information may be sent to an output (such as an output to other frame processing 308).
[0053] Some switches may be configured to consider priority within a particular port's
egress FIFO queue. Such a configuration permits a switch to prioritize the egress of
higher priority frames over low priority frames for a given port. However, lower priority
frames on ingress may fill the frame storage buffer, and thus may effectively biocking
higher priority frames of other ports.

[0054] In various embodiments of the present disclosure, a switch may use VLAN
priority information to select the lowest priority frames to discard, regardless of egress
port. This may be accomplished by scanning the pending frames across all ports.
VLAN priority information can be included in the frame as the frame is received by the
switch. In one embodiment the number of frames in the frame storage buffer may be
monitored relative to the capacity of the buffer. The used volume of the buffer may be
compared to various thresholds, and the network device 300 may implement varying
strategies based on which, if any, of the thresholds are met or exceeded. In one
embodiment, if the buffer becomes full to a first predetermined level or threshold, the
priority queue supervisor (illustrated in Figure 3A) may select the lowest priority frame
of the most congested port to begin discarding frames before they egress. The priority

queue supervisor may also have an option to preserve high priority frames regardless of

egress port congestion level. In one alternative, high priority frames may not be
discarded until all of the low priority frames stored in frame storage RAM (illustrated In
Figure 3A) have been discarded. In this manner, high priority frames will not be
discarded until all low priority frames from all ports are removed.

[0055] In some protocols such as Broadcast or Multicast GOOSE, a certain
communication may be intended for more than one consuming device. In such
protocols, since many high priority frames could be destined for more than one |ED,

simply removing low priority frame pointers from the most congested port may not be
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successful in clearing space in the frame storage buffer. This is because a many-cast
frame pointer gets written to more than one egress priority queue.

[0056] If the frame storage buffer becomes full to a second predetermined level or
threshold, network device may identify low priority frames and discard such frames
before they enter the egress queues. To prevent TCP Synchronization, in which all
senders may decrease their transmit rate simultaneously, frames may be discarded on
Ingress In a progressive manner, increasing the discard rate depending upon the room
remaining for new frames in the frame storage buffer.

[0057] According to one embodiment, congestion may be monitored by assigning a
weight to each frame according to its priority, and calculating a sum of the weights of
the frames. For example, frame processor 308 may assign a weight of “1” to each
frame of the highest priority (Priority 3), “2” to each frame of the next highest priority
(Priority 2), “4” to each frame of the third highest priority (Priority 1) and “8” to each
frame of the lowest priority (Priority 0). In this way the congestion of each port may be
calculated. Thus, even if each egress port holds the maximum number of frames that it
can hold, the "most congested” port may be determined by the assigned weights of
each frame therein.

[0058] For example, for a switch with four ports, where the frame buffers of each of the
four ports can hold five frames, each of the buffers for each of the ports may be full.
However, the buffer corresponding to port 1 may hold five frames of Priority 3 (giving it a
weighted level of five); the buffer corresponding to port 2 may hold two frames of Priority
3, one frame of Priority 2, one frame of Priority 1, and one frame of Priority 0 giving it a
weighted level of 16; the buffer corresponding to port 3 may hold two frames of Priority
3, one frame of Priority 2, and two frames of Priority O giving it a weighted level of 20:
and, the buffer corresponding to port 4 may hold two frames of Priority 3, and three
frames of Priority 0, giving it a weighted level of 26. Thus, the buffer corresponding with
port four is the most congested, and the lowest priority frame therein would be the first
to be discarded. In one embodiment, the processor may then recalculate the
congestion level and the weighted levels of each buffer before discarding additional
frames.
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[0059] In one embodiment, high priority frames are preserved regardless of ingress or
egress frame discarding so that critical data is not lost. Again, this step preserves high
priority frames, regardless of port, with the consequence that low priority traffic between
two ports unrelated to congestion could be affected (head of line blocking).

[0060] In some switch designs, a large volume of high priority traffic between a few
ports, with low priority traffic between other ports may result in the low priority traffic
being blocked (also known as “head of line blocking”), resulting in effectively allowing
congestion between two independent ports to affect traffic between two other unrelated
ports. For example, if there are two VLANs configured in the Ethernet switch, traffic on
one VLAN should be unnoticeable on the other VLAN.

[0061] However, given the limited frame buffer space, during congestion in the
protection environment, the higher priority traffic may be given priority, regardless the
effect on ports associated with lower priority data. Certain embodiments consistent with
the present disclosure may, therefore, be more likely to pass high priority traffic.
According to such embodiments, a Denial of Service (DoS) attack may therefore have
little or no effect on transmission of high priority traffic. However, If all traffic on the
switch consists of the highest priority traffic and the switch experiences congestion, then
the switch may still discard high priority frames.

[0062] It should be understood that the embodiments herein described may be used
separately or in conjunction with each other, and even in conjunction with other
alternative embodiments for resolving congestion in network switches. For example, In
one embodiment a network communications switch may discard by priority on egress as
described above, in addition to discarding by priority on ingress.

[0063] Figure 4 illustrates a flow chart of a method 400 for managing network packets
in a network device consistent with embodiments disclosed herein. At 402, a data
frame may be received by a network device. At 404, method 400 may determine
whether a buffer capacity exceeds a first threshold. If the buffer capacity is under the

first threshold , at 416, the incoming frame may be added to the buffer. If the buffer

capacity is not over the first threshold, at 406, a low priority frame may be identified.

Priority of a frame may be determined in a variety of ways. In one embodiment, the
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priority may be determined by a VLAN tag. An identified low priority frame may be
removed from the storage buffer at 408.

[0064] At 410, it may be determined whether the buffer capacity exceeds a second
threshold. If not, the incoming frame may be added to the buffer at 416. If the buffer
capacity is over the second threshold, at 412, the priority of the incoming frame may be
determined. If the frame is a low priority frame, the incoming frame may be discarded at
414. If the frame is not a low priority frame, at 418, it may be determined whether the
buffer has space available for storing the frame. If so, the frame may be stored at 424.
[0065] At 418, all low priority frames have been removed from the storage buffer as a
result of 406 and 408. Accordingly, only higher priority data is stored in the buffer. As a
result, method 400 may identify the oldest frame in the buffer at 420 and may discara
the oldest frame in the buffer at 422. Discarding the oldest frame thus makes space
available for the incoming frame, which may be stored at 424.

[0066] While specific embodiments and applications of the disclosure have been
illustrated and described, it is to be understood that the disclosure is not limited to the
precise configuration and components disclosed herein. Various modifications,
changes, and variations apparent to those of skill in the art may be made in the
arrangement, operation, and details of the methods and systems of the disclosure

without departing from the spirit and scope of the disclosure.
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Claims:

1. A network communication device, comprising:
a plurality of network ports configured to receive and transmit data frames;
a frame storage buffer;
a processor in communication with the plurality of network ports and the frame
storage buffer; and
a non-transitory computer-readable storage medium storing executable
Instructions that, when executed by the processor, cause the processor, in response to
receipt of a first ingress frame via one of the plurality of network ports, to:“
monitor the frame storage buffer to determine a used volume of the frame
storage buffer;
determine that the used volume exceeds a first threshold;
identify a frame stored in the frame storage buffer that satisfies a criteria;
discard the identified frame;
compare the used volume to a second threshold;
determine that the used volume i1s below the second threshold:
store the first ingress frame in the frame storage buffer; and
route the first ingress frame and transmit the first ingress frame via the

network ports to an address associated with the first ingress frame.

2. The network communication device of claim 1, wherein the frame storage buffer

comprises an egress buffer and the identified frame is stored in the egress buffer.

3. The network communication device of claim 1, wherein the criteria associated with

the identified frame comprises a low priority designation.

4. The network communication device of claim 1, wherein the criteria associated

with the identified frame comprises an identification of a specified ingress port.
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5. The network communication device of claim 4 wherein the specified network port

comprises a most congested network port.

6. The network communication device of claim 5, wherein the most congested
network port is determined based on a sum of priority designations associated with

each of the plurality of network ports.

7. The network communication device of claim 1, wherein the criteria associated

with the identified frame comprises an indication of the time of receipt.

8. The network communication device of claim 1, wherein the instructions further
cause the processor to:
determine a priority associated with the first ingress frame; and

modify the first ingress frame to include a priority designation.

9. The network communication device of claim 8, wherein the priority designation is
based on one of the network port that received the first ingress frame, a protocol
according to which the first ingress frame is formatted, and content associated with the

first ingress frame.

10. The network communication device of claim 1, wherein the instructions further
cause the processor, in response to receipt of a second ingress frame, to:

determine that the second ingress frame has a low priority; and

discard the second ingress frame prior to storage of the second ingress frame in

the frame storage buffer.

11.  The network communication device of claim 1, wherein the instructions further
cause the processor, in response to receipt of a second ingress frame, to:
determine that the second ingress frame has a high priority;

iIdentify an oldest frame in the frame storage buffer;
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discard the oldest frame In the frame storage buffer; and

store the second ingress frame in the frame storage buffer.

12. A method of managing communication in a data network using a network
communication device, the method comprising:

receiving a first ingress frame;

monitoring a frame storage buffer associated with the network communication
device to determine a used volume of the frame storage buffer;

determining that the used volume exceeds a first threshold;

iIdentifying a frame stored in the frame storage buffer that satisfies a criteria;

discarding the identified frame;

comparing the used volume to a second threshold;

determining that the used volume is below the second threshold;

storing the first ingress frame in the frame storage buffer; and

routing the first ingress frame and transmit the first ingress frame via the network

ports to an address associated with the first ingress frame.

13. The method of claim 12, wherein the criteria associated with the identified frame

comprises a low priority designation.

14 The method of claim 12, wherein the criteria associated with the identified frame

comprises an identification of a specified ingress port.

15. The method of claim 14, wherein the specified network port comprises a most

congested port.

16. The method of claim15, further comprising determining a most congested
network port by summing a plurality of priority designations associated with each of the

plurality of network ports.
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17. The method of claim 12, wherein the criteria associated with the identified frame

comprises an indication of the time of receipt.

18. The method of claim 12, further comprising:
determining a priority associated with the first ingress frame; and

modifying the first ingress frame to include a priority designation.

19.  The method of claim 12, further comprising:
receiving a second ingress frame;
determining that the second ingress frame has a low priority; and
discarding the second ingress frame prior to storing the second ingress frame in

the frame storage buffer.

20. The method of claim 12, further comprising:
receiving a second ingress frame;
determining that the second ingress frame has a high priority;
identifying an oldest frame in the frame storage buffer;
discarding the oldest frame in the frame storage buffer;

storing the second ingress frame in the frame storage buffer.
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