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본 발명은 화상이나 음성 등의 복호 데이터의 품질을 더욱 향상시키는 데이터 처리 장치에 관한 것이다.  복호부

(21)는 예를 들면 화상을 JPEG 부호화한 부호화 데이터를 복호하고, 부호화부(22)는 그 결과 얻어지는 제1 복호

데이터를 부호화하여, 재부호화 데이터를 출력한다.  또한, 복호부(23)는 재부호화 데이터를 복호하여, 제2 복호

데이터를 얻는다.  클래스 분류 적응 처리 회로(24)는 학습을 행함으로써 구해진 탭 계수와의 소정의 예측 연산

을 행하는 예측 탭을, 제1 복호 데이터와 제2 복호 데이터로부터 생성하고, 예측 탭과 탭 계수를 이용하여 소정

의 예측 연산을 행함으로써, 학습에 있어서 교사로서 이용된 교사 데이터에 대응하는 예측값을 구한다.  본 발명

은 화상이나 음성을 부호화하여 전송하는 전송 시스템에 적용할 수 있다.
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특허청구의 범위

청구항 1 

데이터를 부호화하여 얻어지는 부호화 데이터를 처리하는 데이터 처리 장치에 있어서,

상기 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 수단과,

상기 복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 수단과,

학습을 행함으로써 구해진 탭 계수와의 소정의 예측 연산을 행하는 예측 탭을, 상기 복호 데이터 및 상기 재부

호화 데이터로부터 얻어지는 정보로부터 생성하는 예측 탭 생성 수단과,

상기 탭 계수를 취득하는 탭 계수 취득 수단과,

상기 예측 탭과 탭 계수를 이용하여 소정의 예측 연산을 행함으로써, 상기 학습에 있어서 교사로서 이용된 교사

데이터에 대응하는 예측값을 구하는 예측 수단

을 구비하는 것을 특징으로 하는 데이터 처리 장치.

청구항 2 

제1항에 있어서, 상기 예측 수단은 상기 예측 탭과 탭 계수를 이용하여 선형 1차 예측 연산을 행함으로써 상기

예측값을 구하는 것을 특징으로 하는 데이터 처리 장치.

청구항 3 

제1항에 있어서, 상기 복호 수단은 상기 부호화 데이터를 복호하는 과정에서 얻어지는 정보를 부가 정보로서 출

력하고, 

상기 예측 탭 생성 수단은 상기 부가 정로로부터도 상기 예측 탭을 생성하는 것을 특징으로 하는 데이터 처리

장치.

청구항 4 

제1항에 있어서, 상기 재부호화 데이터를 복호하고 재복호 데이터를 출력하는 재복호 수단을 더 구비하며,

상기 예측 탭 생성 수단은 상기 복호 데이터 및 재복호 데이터로부터 상기 예측 탭을 생성하는 것을 특징으로

하는 데이터 처리 장치.

청구항 5 

제4항에 있어서, 상기 재복호 수단은 상기 재부호화 데이터를 복호하는 과정에서 얻어지는 정보를 부가 정보로

서 출력하고, 

상기 예측 탭 생성 수단은 상기 부가 정보로부터도 상기 예측 탭을 생성하는 것을 특징으로 하는 데이터 처리

장치.

청구항 6 

제1항에 있어서, 정보를 클래스를 구분하는 클래스 분류를 행하는데 이용되는 클래스 탭을, 상기 복호 데이터

및 상기 재부호화 데이터로부터 얻어지는 정보로부터 생성하는 클래스 탭 생성 수단과,

상기 클래스 탭에 의거하여 클래스 분류를 행하는 클래스 분류 수단

을 더 구비하며,

상기 탭 계수 취득 수단은 상기 클래스 분류 수단이 출력하는 클래스에 대응하는 상기 탭 계수를 취득하고,

상기 예측 수단은 상기 클래스 분류 수단이 출력하는 클래스에 대응하는 상기 탭 계수를 이용하여 상기 예측값

을 구하는 것을 특징으로 하는 데이터 처리 장치.
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청구항 7 

제6항에 있어서, 상기 복호 수단은 상기 부호화 데이터를 복호하는 과정에서 얻어지는 정보를 부가 정보로서 출

력하고, 

상기 클래스 탭 생성 수단은 상기 부가 정보로부터도 상기 클래스 탭을 생성하는 것을 특징으로 하는 데이터 처

리 장치.

청구항 8 

제6항에 있어서, 상기 재부호화 데이터를 복호하고 재복호 데이터를 출력하는 재복호 수단을 더 구비하며, 

상기 클래스 탭 생성 수단은 상기 복호 데이터 및 재복호 데이터로부터 상기 클래스 탭을 생성하는 것을 특징으

로 하는 데이터 처리 장치.

청구항 9 

제8항에 있어서, 상기 재복호 수단은 상기 재부호화 데이터를 복호하는 과정에서 얻어지는 정보를 부가 정보로

서 출력하고, 

상기 클래스 탭 생성 수단은 상기 부가 정보로부터도 상기 클래스 탭을 생성하는 것을 특징으로 하는 데이터 처

리 장치.

청구항 10 

제1항에 있어서, 상기 데이터는 화상 데이터인 것을 특징으로 하는 데이터 처리 장치.

청구항 11 

제10항에 있어서, 상기 부호화 데이터는 상기 화상 데이터를 적어도 직교 변환하여 얻어지는 데이터를 포함하는

것을 특징으로 하는 데이터 처리 장치.

청구항 12 

제1항에 있어서, 상기 데이터는 음성 데이터인 것을 특징으로 하는 데이터 처리 장치.

청구항 13 

제12항에 있어서, 상기 부호화 데이터는 적어도 선형 예측 계수와 잔차(殘差) 신호에 대응하는 코드를 포함하는

것을 특징으로 하는 데이터 처리 장치.

청구항 14 

데이터를 부호화하여 얻어지는 부호화 데이터를 처리하는 데이터 처리 방법에 있어서,

상기 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 단계와,

상기 복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 단계와,

학습을 행함으로써 구해진 탭 계수와의 소정의 예측 연산을 행하는 예측 탭을, 상기 복호 데이터 및 상기 재부

호화 데이터로부터 얻어지는 정보로부터 생성하는 예측 탭 생성 단계와,

상기 탭 계수를 취득하는 탭 계수 취득 단계와,

상기 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써, 상기 학습에 있어서 교사로서 이용된 교

사 데이터에 대응하는 예측값을 구하는 예측 단계

를 구비하는 것을 특징으로 하는 데이터 처리 방법.

청구항 15 

삭제
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청구항 16 

데이터를 부호화하여 얻어지는 부호화 데이터를, 컴퓨터에 처리시키는 프로그램이 기록되어 있는 기록 매체에

있어서,

상기 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 단계와,

상기 복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 단계와,

학습을 행함으로써 구해진 탭 계수와의 소정의 예측 연산을 행하는 예측 탭을, 상기 복호 데이터 및 상기 재부

호화 데이터로부터 얻어지는 정보로부터 생성하는 예측 탭 생성 단계와,

상기 탭 계수를 취득하는 탭 계수 취득 단계와,

상기 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써, 상기 학습에 있어서 교사로서 이용된 교

사 데이터에 대응하는 예측값을 구하는 예측 단계

를 구비하는 프로그램이 기록되어 있는 것을 특징으로 하는 기록 매체.

청구항 17 

데이터를 부호화하여 얻어지는 부호화 데이터를 처리하는데 이용하는 소정의 탭 계수를 학습하는 데이터 처리

장치에 있어서,

교사가 되는 교사 데이터로부터, 그 교사 데이터를 부호화하여 복호한 복호 데이터 및 그 복호 데이터를 부호화

한 재부호화 데이터로부터 얻어지는 정보를, 생도(生徒)가 되는 생도 데이터로서 생성하는 생도 데이터 생성 수

단과,

상기 교사 데이터를 예측하는데 이용하는 예측 탭을, 상기 생도 데이터로부터 생성하는 예측 탭 생성 수단과,

상기 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써 얻어지는 상기 교사 데이터의 예측값의 예

측 오차가, 통계적으로 최소가 되도록 학습을 행하고, 상기 탭 계수를 구하는 학습 수단

을 구비하는 것을 특징으로 하는 데이터 처리 장치.

청구항 18 

제17항에 있어서, 상기 학습 수단은 상기 예측 탭과 탭 계수를 이용하여 선형 1차 예측 연산을 행함으로써 얻어

지는 상기 교사 데이터의 예측값의 예측 오차가 통계적으로 최소가 되도록 학습을 행하는 것을 특징으로 하는

데이터 처리 장치.

청구항 19 

제17항에 있어서, 상기 생도 데이터 생성 수단은 상기 교사 데이터를 부호화한 부호화 데이터를 복호하는 과정

에서 얻어지는 정보도 상기 생도 데이터로서 출력하는 것을 특징으로 하는 데이터 처리 장치.

청구항 20 

제17항에 있어서, 상기 생도 데이터 생성 수단은 상기 재부호화 데이터를 복호하고, 그 결과 얻어지는 재복호

데이터를 상기 생도 데이터로서 출력하는 것을 특징으로 하는 데이터 처리 장치.

청구항 21 

제20항에 있어서, 상기 생도 데이터 생성 수단은 상기 재부호화 데이터를 복호하는 과정에서 얻어지는 정보도

상기 생도 데이터로서 출력하는 것을 특징으로 하는 데이터 처리 장치.

청구항 22 

제17항에 있어서, 정보를 클래스 구분하는 클래스 분류를 행하는데 이용되는 클래스 탭을, 상기 생도 데이터로

부터 생성하는 클래스 탭 생성 수단과,

상기 클래스 탭에 의거하여 클래스 분류를 행하는 클래스 분류 수단
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을 더 구비하며,

상기 학습 수단은 상기 클래스 분류 수단이 출력하는 클래스마다, 상기 탭 계수를 구하는 것을 특징으로 하는

데이터 처리 장치.

청구항 23 

제22항에 있어서, 상기 생도 데이터 생성 수단은 상기 교사 데이터를 부호화한 부호화 데이터를 복호하는 과정

에서 얻어지는 정보도 상기 생도 데이터로서 출력하는 것을 특징으로 하는 데이터 처리 장치.

청구항 24 

제22항에 있어서, 상기 생도 데이터 생성 수단은 상기 재부호화 데이터를 복호하고, 그 결과 얻어지는 재복호

데이터를 상기 생도 데이터로서 출력하는 것을 특징으로 하는 데이터 처리 장치.

청구항 25 

제24항에 있어서, 상기 생도 데이터 생성 수단은 상기 재부호화 데이터를 복호하는 과정에서 얻어지는 정보도

상기 생도 데이터로서 출력하는 것을 특징으로 하는 데이터 처리 장치.

청구항 26 

제17항에 있어서, 상기 교사 데이터는 화상 데이터인 것을 특징으로 하는 데이터 처리 장치.

청구항 27 

제26항에 있어서, 상기 생도 데이터 생성 수단은 상기 화상 데이터를 적어도 직교 변환함으로써 부호화하는 것

을 특징으로 하는 데이터 처리 장치.

청구항 28 

제17항에 있어서, 상기 데이터는 음성 데이터인 것을 특징으로 하는 데이터 처리 장치.

청구항 29 

제28항에 있어서, 상기 생도 데이터 생성 수단은 상기 음성 데이터를 적어도 선형 예측 계수와 잔차 신호에 대

응하는 코드로 부호화하는 것을 특징으로 하는 데이터 처리 장치.

청구항 30 

데이터를 부호화하여 얻어지는 부호화 데이터를 처리하는데 이용하는 소정의 탭 계수를 학습하는 데이터 처리

방법에 있어서,

교사가 되는 교사 데이터로부터, 그 교사 데이터를 부호화하여 복호한 복호 데이터 및 그 복호 데이터를 부호화

한 재부호화 데이터로부터 얻어지는 정보를, 생도가 되는 생도 데이터로서 생성하는 생도 데이터 생성 단계와,

상기 교사 데이터를 예측하는데 이용하는 예측 탭을, 상기 생도 데이터로부터 생성하는 예측 탭 생성 단계와,

상기 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써 얻어지는 상기 교사 데이터의 예측값의 예

측 오차가, 통계적으로 최소가 되도록 학습을 행하고, 상기 탭 계수를 구하는 학습 단계

를 구비하는 것을 특징으로 하는 데이터 처리 방법.

청구항 31 

삭제

청구항 32 

데이터를  부호화하여  얻어지는  부호화  데이터를  처리하는데  이용하는  소정의  탭  계수를  학습하는  데이터

처리를, 컴퓨터에 실행시키는 프로그램이 기록되어 있는 기록 매체에 있어서,

교사가 되는 교사 데이터로부터, 그 교사 데이터를 부호화하여 복호한 복호 데이터 및 그 복호 데이터를 부호화
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한 재부호화 데이터로부터 얻어지는 정보를, 생도가 되는 생도 데이터로서 생성하는 생도 데이터 생성 단계와,

상기 교사 데이터를 예측하는데 이용하는 예측 탭을, 상기 생도 데이터로부터 생성하는 예측 탭 생성 단계와,

상기 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써 얻어지는 상기 교사 데이터의 예측값의 예

측 오차가, 통계적으로 최소가 되도록 학습을 행하고, 상기 탭 계수를 구하는 학습 단계

를 구비하는 프로그램이 기록되어 있는 것을 특징으로 하는 기록 매체.

청구항 33 

정보를 클래스 구분하는 클래스 분류를 행하는 데이터 처리 장치에 있어서,

데이터를 부호화한 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 수단과, 

상기 복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 수단과,

상기 클래스 분류에 이용하는 클래스 탭을, 상기 복호 데이터 및 상기 재부호화 데이터로부터 얻어지는 정보로

부터 생성하는 클래스 탭 생성 수단과,

상기 클래스 탭에 의거하여 클래스 분류를 행하는 클래스 분류 수단

을 구비하는 것을 특징으로 하는 데이터 처리 장치.

청구항 34 

제33항에 있어서, 상기 복호 수단은 상기 부호화 데이터를 복호하는 과정에서 얻어지는 정보를 부가 정보로서

출력하고, 

상기 클래스 탭 생성 수단은 상기 부가 정보로부터도 상기 클래스 탭을 생성하는 것을 특징으로 하는 데이터 처

리 장치.

청구항 35 

제33항에 있어서, 상기 재부호화 데이터를 복호하고 재복호 데이터를 출력하는 재복호 수단을 더 구비하며,

상기 클래스 탭 생성 수단은 상기 복호 데이터와 재복호 데이터로부터 상기 클래스 탭을 생성하는 것을 특징으

로 하는 데이터 처리 장치.

청구항 36 

제35항에 있어서, 상기 재복호 수단은 상기 재부호화 데이터를 복호하는 과정에서 얻어지는 정보를 부가 정보로

서 출력하고,

상기 예측 탭 생성 수단은 상기 부가 정보로부터도 상기 예측 탭을 생성하는 것을 특징으로 하는 데이터 처리

장치.

청구항 37 

제33항에 있어서, 상기 데이터는 화상 데이터인 것을 특징으로 하는 데이터 처리 장치.

청구항 38 

제37항에 있어서, 상기 부호화 데이터는 상기 화상 데이터를 적어도 직교 변환하여 얻어지는 데이터를 포함하는

것을 특징으로 하는 데이터 처리 장치.

청구항 39 

제33항에 있어서, 상기 데이터는 음성 데이터인 것을 특징으로 하는 데이터 처리 장치.

청구항 40 

제39항에 있어서, 상기 부호화 데이터는 적어도 선형 예측 계수와 잔차 신호에 대응하는 코드를 포함하는 것을

특징으로 하는 데이터 처리 장치.
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청구항 41 

정보를 클래스 구분하는 클래스 분류를 행하는 데이터 처리 방법에 있어서,

데이터를 부호화한 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 단계와, 

상기 복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 단계와,

상기 클래스 분류에 이용하는 클래스 탭을, 상기 복호 데이터 및 상기 재부호화 데이터로부터 얻어지는 정보로

부터 생성하는 클래스 탭 생성 단계와,

상기 클래스 탭에 의거하여 클래스 분류를 행하는 클래스 분류 단계

를 구비하는 것을 특징으로 하는 데이터 처리 방법.

청구항 42 

삭제

청구항 43 

정보를 클래스 구분하는 클래스 분류를 행하는 데이터 처리를, 컴퓨터에 실행시키는 프로그램이 기록되어 있는

기록 매체에 있어서,

데이터를 부호화한 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 단계와, 

상기 복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 단계와,

상기 클래스 분류에 이용하는 클래스 탭을, 상기 복호 데이터 및 상기 재부호화 데이터로부터 얻어지는 정보로

부터 생성하는 클래스 탭 생성 단계와,

상기 클래스 탭에 의거하여 클래스 분류를 행하는 클래스 분류 단계

를 구비하는 프로그램이 기록되어 있는 것을 특징으로 하는 기록 매체.

명 세 서

기 술 분 야

본 발명은 데이터 처리 장치에 관한 것으로, 특히 예를 들면 화질이 좋은 화상이나, 음질이 좋은 음성 등을 복<1>

호할 수 있도록 하는 데이터 처리 장치에 관한 것이다.

배 경 기 술

본건 출원인은 화상의 화질이나 음성의 음질을 향상시키는 방법으로서, 클래스 분류 적응 처리를 앞서 제안한<2>

바 있다.

클래스 분류 적응 처리는 클래스 분류 처리와 적응 처리로 이루어지며, 클래스 분류 처리에 의하여, 데이터를<3>

그 성질에 의거하여 클래스 구분하고, 각 클래스마다 적응 처리를 실시하는 것으로, 적응 처리는 이하와 같은

방법으로 이루어진다.  

즉 예를 들면 화상을 대상으로 하면, 적응 처리에서는 예를 들면 저화질의 화상의 화소값과 소정의 탭 계수의<4>

선형 결합에 의해, 고화질의 화상의 화소값의 예측값을 구함으로써, 저화질의 화상이 고화질의 화상으로 변환된

다.

구체적으로는, 예를 들면 어떤 고화질의 화상을 교사(敎師) 데이터로 함과 아울러, 그 고화질의 화상을, 예를<5>

들면 JPEG(Joint Photographic Experts Group) 방식이나 MPEG(Moving Picture Experts Group) 방식 등에 의해

부호화하고, 다시 그 부호화 데이터를 복호하여 얻어지는, 화질이 저하된 복호 화상을 생도(生徒) 데이터로 하

여, 교사 데이터인 고화질의 화소값 y의 예측값 E[y]를, 생도 데이터인 저화질의 화소값중의 몇 개 x1, x2, ··

·의 집합과, 소정의 탭 계수 w1, w2, ···의 선형 결합에 의해 규정되는 선형 1차 결합 모델에 의해 구하는

것을 생각할 수 있다.  이 경우, 예측값 E[y]는 다음 식으로 표시할 수 있다.
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E[y]＝w1x1＋w2x2＋··· ···(1)<6>

식(1)을 일반화하기 위하여, 탭 계수 wj의 집합으로 이루어진 행렬 W, 생도 데이터 xij의 집합으로 이루어진 행<7>

렬 X, 및 예측값 E[yj]의 집합으로 이루어진 행렬 Y’를, 

수학식 1

<8>

로 정의하면, 다음과 같은 관측 방정식이 성립한다.<9>

XW＝Y’                  ···(2)<10>

여기에서, 행렬 X의 성분 xij는 i건째의 생도 데이터의 집합(i건째의 교사 데이터 yi의 예측에 사용하는 생도 데<11>

이터의 집합) 중의 j번째의 생도 데이터를 의미하고, 행렬 W의 성분 wj는 생도 데이터의 집합 중의 j번째의 생

도 데이터와의 곱이 연산되는 탭 계수를 표시한다.  또한, yi는 i건째의 교사 데이터를 표시하고, 따라서  E[y

i]는 i건째의 교사 데이터의 예측값을 표시한다.  식(1)의 좌변에서의 y는 행렬 Y의 성분 yi의 첨자 i를 생략한

것이고, 또한 식(1)의 우변에서의 x1, x2 , ···도 행렬 X의 성분 xij의 첨자 i를 생략한 것이다.

식(2)의 관측 방정식에 최소 자승법을 적용하여, 화질이 좋은 화소값 y에 가까운 예측값 E[y]를 구하는 것을 생<12>

각해보자.  이 경우, 교사 데이터가 되는 화소값 y의 집합으로 이루어진 행렬 Y, 및 화소값 y에 대한 예측값

E[y]의 잔차(殘差) e의 집합으로 이루어지는 행렬 E를, 

수학식 2

<13>

로 정의하면, 식(2)로부터 다음과 같은 잔차 방정식이 성립한다.<14>

XW＝Y＋E         ···(3)<15>

이 경우, 원래의 화소값 y에 가까운 예측값 E[y]를 구하기 위한 탭 계수 wj는 제곱오차<16>

수학식 3

<17>

을 최소로 함으로써 구할 수 있다.<18>

따라서, 상술한 제곱오차를 탭 계수 wj로 미분한 것이 0이 될 경우, 즉 다음 식을 만족하는 탭 계수 wj가 화소값<19>

y에 가까운 예측값 E[y]를 구하기 위한 최적값이라고 할 수 있게 된다.
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수학식 4

<20>

따라서, 먼저 식(3)을 탭 계수 wj로 미분함으로써, 다음 식이 성립한다.<21>

수학식 5

<22>

식(4) 및 식(5)로부터, 식(6)이 얻어진다.<23>

수학식 6

<24>

또한, 식(3)의 잔차 방정식에 있어서의 생도 데이터 xij, 탭 계수 wj, 교사 데이터 yi, 및 잔차 ei의 관계를 고려<25>

하면, 식(6)으로부터 다음과 같은 정규 방정식을 얻을 수 있다.

수학식 7

<26>

한편, 식(7)에 나타낸 정규 방정식은 행렬(공분산 행렬) A 및 벡터 v를,<27>
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수학식 8

<28>

으로 정의함과 아울러, 벡터 W를 수학식 1로 나타낸 바와 같이 정의하면, 식<29>

AW＝v ···(8)<30>

로 표시할 수 있다.<31>

식(7)에 있어서의 각 정규 방정식은 생도 데이터 xij 및 교사 데이터 yi의 세트를, 어느 정도의 수만큼 준비함으<32>

로써, 구해야 할 탭 계수 xj의  수 J와 동일한 수만큼 세울 수 있으며, 따라서 식(8)을, 벡터 W에 대하여 풀이

하여(단, 식(8)을 풀기 위해서는 식(8)에 있어서의 행렬 A가 정칙일 필요가 있다), 통계적인 예측 오차를 최소

로 하는 탭 계수(여기에서는, 제곱오차를 최소로 하는 탭 계수) wj를 구할 수 있다.  식(8)을 풀 때에는, 예를

들면 가우스 졸단(Gauss-Jordan) 소거법 등을 이용하는 것이 가능하다.

이상과 같이 하여, 통계적인 예측 오차를 최소로 하는 탭 계수 wj를 구하고 있으며, 또한 그 탭 계수 wj를 사용<33>

하여, 식(1)에 의해, 고화질의 화소값 y에 가까운 예측값 E[y]를 구하는 것이 적응 처리이다.

한편, 예를 들면, 교사 데이터로서, 부호화하는 화상과 동일 화질의 화상을 사용함과 아울러, 생도 데이터로서,<34>

그 교사 데이터를 부호화하고 다시 복호하여 얻어지는 복호 화상을 사용한 경우, 탭 계수로서는, 부호화된 화상

데이터를, 원래의 화상 데이터로 복호하는데, 예측 오차가 통계적으로 최소가 되는 것이 얻어지게 된다.

또한, 예를 들면 교사 데이터로서, 부호화하는 화상보다도 고해상도의 화상을 사용함과 아울러, 생도 데이터로<35>

서, 그 교사 데이터의 해상도를, 부호화하는 화상과 동일 화질로 열화시키고, 그것을 부호화하여 복호함으로써

얻어지는 복호 화상을 사용한 경우, 탭 계수로서는, 부호화된 화상 데이터를, 고해상도의 화상 데이터로 복호하

는데, 예측 오차가 통계적으로 최소가 되는 것이 얻어지게 된다.

따라서, 이 경우, 적응 처리에 따르면, 교사 데이터 또는 생도 데이터가 되는 화상의 선택 방법에 따라서, 복호<36>

화상의 화질을 임의로 조정하는 것이 가능한 탭 계수를 얻을 수 있다.

한편, 적응 처리는 학습에 의해 예측 오차가 통계적으로 최소가 되는 탭 계수가 사용되는 점, 및 그러한 탭 계<37>

수를 이용함으로써, 부호화된 화상에는 포함되어 있지 않은 고주파수 성분이 재현될 수 있는 점 등에서, 필터에

의한 단순한 필터링과는 크게 다르다.

이상으로부터, 부호화 데이터를 복호한 복호 화상을 대상으로, 클래스 분류 적응 처리를 실행한 경우에는, 화질<38>

을 향상시킨 복호 화상을 얻을 수 있다.

그러나, 부호화 데이터를 복호한 복호 화상의 화질이, 예를 들면 부호화 데이터를 전송하는 전송로의 상태나,<39>

화상 데이터의 부호화시에 있어서의 압축율 등에 기인하여 크게 열화되어 있는 경우에는, 복호 화상만을 사용하

여 클래스 분류 적응 처리를 실행하더라도, 그 화질을 충분히 개선하는 것이 곤란한 경우가 있었다.
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발명의 상세한 설명

본 발명은 이와 같은 상황을 감안하여 이루어진 것으로, 품질이 충분히 개선된 데이터를 얻을 수 있도록 하는<40>

것이다.

본 발명의 제1 데이터 처리 장치는 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 수단과, 복호 데이<41>

터를 부호화하고 재부호화 데이터를 출력하는 재부호화 수단과, 학습을 행함으로써 구해진 탭 계수와의 소정의

예측 연산을 행하는 예측 탭을, 복호 데이터 및 재부호화 데이터로부터 얻어지는 정보로부터 생성하는 예측 탭

생성 수단과, 예측 탭과 탭 계수를 이용하여 소정의 예측 연산을 행함으로써, 학습에 있어서 교사로서 이용된

교사 데이터에 대응하는 예측값을 구하는 예측 수단을 구비하는 것을 특징으로 한다.

본 발명의 제1 데이터 처리 방법은 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 단계와, 복호 데이<42>

터를 부호화하고 재부호화 데이터를 출력하는 재부호화 단계와, 학습을 행함으로써 구해진 탭 계수와의 소정의

예측 연산을 행하는 예측 탭을, 복호 데이터 및 재부호화 데이터로부터 얻어지는 정보로부터 생성하는 예측 탭

생성 단계와, 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써, 학습에 있어서 교사로서 이용된

교사 데이터에 대응하는 예측값을 구하는 예측 단계를 구비하는 것을 특징으로 한다.

본 발명의 제1 프로그램은 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 단계와, 복호 데이터를 부호<43>

화하고 재부호화 데이터를 출력하는 재부호화 단계와, 학습을 행함으로써 구해진 탭 계수와의 소정의 예측 연산

을 행하는 예측 탭을, 복호 데이터 및 재부호화 데이터로부터 얻어지는 정보로부터 생성하는 예측 탭 생성 단계

와, 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써, 학습에 있어서 교사로서 이용된 교사 데이

터에 대응하는 예측값을 구하는 예측 단계를 구비하는 것을 특징으로 한다.

본 발명의 제1 기록 매체는 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 단계와, 복호 데이터를 부<44>

호화하고 재부호화 데이터를 출력하는 재부호화 단계와, 학습을 행함으로써 구해진 탭 계수와의 소정의 예측 연

산을 행하는 예측 탭을, 복호 데이터 및 재부호화 데이터로부터 얻어지는 정보로부터 생성하는 예측 탭 생성 단

계와, 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써, 학습에 있어서 교사로서 이용된 교사 데

이터에 대응하는 예측값을 구하는 예측 단계를 구비하는 프로그램이 기록되어 있는 것을 특징으로 한다.

본 발명의 제2 데이터 처리 장치는 교사가 되는 교사 데이터로부터, 그 교사 데이터를 부호화하여 복호한 복호<45>

데이터와, 그 복호 데이터를 부호화한 재부호화 데이터로부터 얻어지는 정보를, 생도가 되는 생도 데이터로서

생성하는 생도 데이터 생성 수단과, 교사 데이터를 예측하는데 이용하는 예측 탭을, 생도 데이터로부터 생성하

는 예측 탭 생성 수단과, 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써 얻어지는 교사 데이터

의 예측값의 예측 오차가, 통계적으로 최소가 되도록 학습을 행하고, 탭 계수를 구하는 학습 수단을 구비하는

것을 특징으로 한다.

본 발명의 제2 데이터 처리 방법은 교사가 되는 교사 데이터로부터, 그 교사 데이터를 부호화하여 복호한 복호<46>

데이터, 및 그 복호 데이터를 부호화한 재부호화 데이터로부터 얻어지는 정보를, 생도가 되는 생도 데이터로서

생성하는 생도 데이터 생성 단계와, 교사 데이터를 예측하는데 이용하는 예측 탭을, 생도 데이터로부터 생성하

는 예측 탭 생성 단계와, 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써 얻어지는 교사 데이터

의 예측값의 예측 오차가, 통계적으로 최소가 되도록 학습을 행하고, 탭 계수를 구하는 학습 단계를 구비하는

것을 특징으로 한다.

본 발명의 제2 프로그램은 교사가 되는 교사 데이터로부터, 그 교사 데이터를 부호화하여 복호한 복호 데이터,<47>

및 그 복호 데이터를 부호화한 재부호화 데이터로부터 얻어지는 정보를, 생도가 되는 생도 데이터로서 생성하는

생도 데이터 생성 단계와, 교사 데이터를 예측하는데 이용하는 예측 탭을, 생도 데이터로부터 생성하는 예측 탭

생성 단계와, 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써 얻어지는 교사 데이터의 예측값의

예측 오차가, 통계적으로 최소가 되도록 학습을 행하고, 탭 계수를 구하는 학습 단계를 구비하는 것을 특징으로

한다.

본 발명의 제2 기록 매체는 교사가 되는 교사 데이터로부터, 그 교사 데이터를 부호화하여 복호한 복호 데이터,<48>

및 그 복호 데이터를 부호화한 재부호화 데이터로부터 얻어지는 정보를, 생도가 되는 생도 데이터로서 생성하는

생도 데이터 생성 단계와, 교사 데이터를 예측하는데 이용하는 예측 탭을, 생도 데이터로부터 생성하는 예측 탭

생성 단계와, 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써 얻어지는 교사 데이터의 예측값의

예측 오차가, 통계적으로 최소가 되도록 학습을 행하고, 탭 계수를 구하는 학습 단계를 구비하는 프로그램이 기

- 12 -

등록특허 10-0847179



록되어 있는 것을 특징으로 한다.

본 발명의 제3 데이터 처리 장치는 데이터를 부호화한 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호<49>

수단과, 복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 수단과, 클래스 분류에 이용하는 클래

스 탭을, 복호 데이터 및 재부호화 데이터로부터 얻어지는 정보로부터 생성하는 클래스 탭 생성 수단과, 클래스

탭에 의거하여 클래스 분류를 행하는 클래스 분류 수단을 구비하는 것을 특징으로 한다.

본 발명의 제3 데이터 처리 방법은 데이터를 부호화한 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호<50>

단계와, 복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 단계와, 클래스 분류에 이용하는 클래

스 탭을, 복호 데이터 및 재부호화 데이터로부터 얻어지는 정보로부터 생성하는 클래스 탭 생성 단계와, 클래스

탭에 의거하여 클래스 분류를 행하는 클래스 분류 단계를 구비하는 것을 특징으로 한다.

본 발명의 제3 프로그램은 데이터를 부호화한 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 단계와,<51>

복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 단계와, 클래스 분류에 이용하는 클래스 탭을,

복호 데이터, 및  재부호화 데이터로부터 얻어지는 정보로부터 생성하는 클래스 탭 생성 단계와, 클래스 탭에

의거하여 클래스 분류를 행하는 클래스 분류 단계를 구비하는 것을 특징으로 한다.

본 발명의 제3 기록 매체는 데이터를 부호화한 부호화 데이터를 복호하고 복호 데이터를 출력하는 복호 단계와,<52>

복호 데이터를 부호화하고 재부호화 데이터를 출력하는 재부호화 단계와, 클래스 분류에 이용하는 클래스 탭을,

복호 데이터, 및  재부호화 데이터로부터 얻어지는 정보로부터 생성하는 클래스 탭 생성 단계와, 상기 클래스

탭에 의거하여 클래스 분류를 행하는 클래스 분류 단계를 구비하는 프로그램이 기록되어 있는 것을 특징으로 한

다.

본 발명의 제1 데이터 처리 장치 및 데이터 처리 방법, 그리고 프로그램 및 기록 매체에서는, 부호화 데이터가<53>

복호되고, 그 결과 얻어지는 복호 데이터가 부호화되어, 재부호화 데이터가 출력된다.  그리고, 학습을 행함으

로써 구해진 탭 계수와의 소정의 예측 연산을 행하는 예측 탭이, 복호 데이터 및 재부호화 데이터로부터 얻어지

는 정보로부터 생성되며, 예측 탭과 탭 계수를 이용하여 소정의 예측 연산을 행함으로써, 학습에 있어서 교사로

서 이용된 교사 데이터에 대응하는 예측값이 구해진다,

본 발명의 제2 데이터 처리 장치 및 데이터 처리 방법, 그리고 프로그램 및 기록 매체에서는, 교사가 되는 교사<54>

데이터로부터, 그 교사 데이터를 부호화하여 복호한 복호 데이터와, 그 복호 데이터를 부호화한 재부호화 데이

터로부터 얻어지는 정보가, 생도가 되는 생도 데이터로서 생성된다.  그리고, 교사 데이터를 예측하는데 이용하

는 예측 탭이, 생도 데이터로부터 생성되며, 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로써 얻

어지는 교사 데이터의 예측값의 예측 오차가 통계적으로 최소가 되도록 학습이 행해지고, 탭 계수가 구해진다.

본 발명의 제3 데이터 처리 장치 및 데이터 처리 방법, 그리고 프로그램 및 기록 매체에서는, 데이터를 부호화<55>

한 부호화 데이터가 복호되고, 그 결과 얻어지는 복호 데이터가 부호화되어, 재부호화 데이터가 출력된다.  그

리고, 클래스 분류에 이용하는 클래스 탭이, 복호 데이터 및 재부호화 데이터로부터 얻어지는 정보로부터 생성

되고, 그 클래스 탭에 의거하여 클래스 분류가 실행된다.

실 시 예

도 1은 본 발명을 적용한 데이터 전송 시스템의 한 실시 형태의 구성예를 나타내고 있다.<70>

전송할 데이터는 인코더(1)에 공급되도록 되어 있으며, 인코더(1)는 그곳에 공급되는 데이터를, 예를 들면 소정<71>

의 부호화 방식에 따라서 부호화하여, 부호화 데이터로 한다.  이 부호화 데이터는 예를 들면 반도체 메모리,

광 자기 디스크, 자기 디스크, 광 디스크, 자기 테이프, 상 변화 디스크 등으로 이루어지는 기록 매체(3)에 기

록되거나, 및/또는 예를 들면 지상파, 위성 회선, CATV(Cable Television)망, 인터넷, 공중 회선 등으로 이루어

지는 전송 매체(4)를 통하여 전송된다.

디코더(2)는 기록 매체(3) 또는 전송 매체(4)를 통하여 제공되는 부호화 데이터를 수신하여 복호하고, 그 결과<72>

얻어지는 복호 데이터를 출력한다.  복호 데이터가 예를 들면 화상 데이터인 경우에는, 그 화상 데이터는 예를

들면 도시하지 않은 디스플레이에 공급되어 표시된다.  또한, 부호화 데이터가 예를 들면 음성 데이터인 경우에

는, 그 음성 데이터는 예를 들면 도시하지 않은 스피커에 공급되어 출력된다.

다음에, 도 2는 도 1의 디코더(2)의 구성예를 나타내고 있다.<73>

부호화 데이터는 복호부(21)에 공급되도록 되어 있으며, 복호부(21)는 예를 들면 인코더(1)에 있어서의 부호화<74>
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방식에 대응하는 복호 방식에 따라서, 부호화 데이터를 복호하고, 그 결과 얻어지는 복호 데이터를, 부호화부

(22)와 클래스 분류 적응 처리 회로(24)에 공급한다.  또한, 복호부(21)는 부호화 데이터를 복호하는 과정에서

얻어지는 정보를, 부가 정보로서 클래스 분류 적응 처리 회로(24)에 공급한다.

부호화부(22)는 복호부(21)로부터 공급되는 복호 데이터를, 예를 들면 도 1의 인코더(1)에서와 동일한 부호화<75>

방식에 따라서 부호화(재부호화)하여, 재부호화 데이터를 얻는다.  이 재부호화 데이터는 부호화부(22)로부터

복호부(23)에 공급된다.

복호부(23)는 예를 들면 복호부(21)와 동일하게 하여, 부호화부(22)로부터의 재부호화 데이터를 복호하고, 그<76>

결과 얻어지는 복호 데이터를, 클래스 분류 적응 처리 회로(4)에 공급한다.  또한, 복호부(23)는 재부호화 데이

터를 복호하는 과정에서 얻어지는 정보를, 부가 정보로서 클래스 분류 적응 처리 회로(24)에 공급한다.

여기에서, 이하에서는 최초의 복호를 행하는 복호부(21)가 출력하는 복호 데이터를 제1 복호 데이터라고 기술하<77>

고, 2번째의 복호를 행하는 복호부(23)가 출력하는 복호 데이터를 제2 복호 데이터라고 기술하겠다.  마찬가지

로, 이하에서는 최초의 복호를 행하는 복호부(21)가 출력하는 부가 정보를 제1 부가 정보라고 기술하고, 2번째

의 복호를 행하는 복호부(23)가 출력하는 부가 정보를 제2 부가 정보라고 기술하겠다.  또한, 이하에서는 제1

복호 데이터와 제2 복호 데이터를 합쳐서, 간단히 복호 데이터라고도 기술하겠다.  마찬가지로, 이하에서는 제1

부가 정보와 제2 부가 정보를 합쳐서, 간단히 부가 정보라고도 기술하겠다.

클래스 분류 적응 처리 회로(24)는 복호부(21)로부터 공급되는 제1 복호 데이터와 제1 부가 정보, 또한 복호부<78>

(23)로부터 공급되는 제2 복호 데이터와 제2 부가 정보를 사용하여, 클래스 분류 적응 처리를 실행하고, 부호화

데이터의  최종적인  복호  결과로서의  복호  데이터(이하에서는,  간단히  최종적인  복호  데이터라고  함)를

출력한다.

따라서, 클래스 분류 적응 처리 회로(24)에서는, 부호화 데이터를 복호하여 얻어지는 제1 복호 데이터 외에도,<79>

그 복호 과정에서 얻어지는 제1 부가 정보, 또한 제1 복호 데이터를 재부호화하고, 그 재부호화 데이터를 복호

한 제2 복호 데이터 및 재부호화 데이터를 복호하는 과정에서 얻어지는 제2 부가 정보를 사용하여, 클래스 분류

적응 처리가 실행되므로, 제1 복호 데이터의 품질이 크게 열화되어 있는 경우이더라도, 최종적인 복호 데이터로

서, 충분히 품질이 개선된 것을 얻는 것이 가능해진다.

한편,  복호부(23)의  후단에는,  부호화부(22)와  복호부(23)의  세트와  동일한  세트를,  1개  이상  형성할  수<80>

있으며, 이에 따라, 클래스 분류 적응 처리 회로(24)에는, 제2 복호 데이터를 부호화하고, 그 결과 얻어지는 부

호화 데이터를 복호한 제3 복호 데이터나, 그 복호 과정에서 얻어지는 제3 부가 정보를 공급하여, 클래스 분류

적응 처리를 실행시키는 것이 가능하다.

다음에, 도 3은 도 2의 클래스 분류 적응 처리 회로(24)의 구성예를 나타내고 있다.<81>

제1 복호 데이터, 제1 부가 정보, 제2 복호 데이터 및 제2 부가 정보는 탭 생성부(31, 32)에 공급된다.<82>

탭 생성부(31)는 제1 복호 데이터, 제1 부가 정보, 제2 복호 데이터 및 제2 부가 정보로부터, 후술하는 예측부<83>

(35)에 있어서의 예측 연산에 사용되는 예측 탭이 되는 것을 생성한다.  즉 탭 생성부(31)는 예를 들면 품질을

개선하고자 하여 주목하고 있는 주목 데이터에 대하여, 시간적 또는 공간적으로 가까운 위치에 있는 제1 복호

데이터와 제2 복호 데이터를 추출함과 아울러, 그 제1 복호 데이터와 제2 복호 데이터의 복호에 각각 사용된 제

1 부가 정보와 제2 부가 정보를 추출하고, 그 추출한 데이터(정보)를, 예측 탭으로서 예측부(35)에 공급한다.

탭 생성부(32)는 제1 복호 데이터, 제1 부가 정보, 제2 복호 데이터, 및 제2 부가 정보로부터, 후술하는 클래스<84>

분류부(33)에 있어서의 클래스 분류에 사용되는 클래스 탭이 되는 것을 생성한다.  즉 탭 생성부(32)는 예를 들

면 주목 데이터에 대하여, 탭 생성부(31)에서 생성되는 예측 탭과 동일한 구성의 클래스 탭을 생성하고, 클래스

분류부(35)에 공급한다.

여기에서는, 설명을 간단히 하기 위하여, 동일한 클래스 탭 및 예측 탭을 구성하도록 하였으나, 클래스 탭과 예<85>

측 탭은 다른 구성으로 하는 것이 가능한데, 즉 제1 복호 데이터, 제1 부가 정보, 제2 복호 데이터 및 제2 부가

정보로부터, 다른 데이터를 추출하여 생성하는 것이 가능하다.

클래스 분류부(33)는 탭 생성부(32)로부터의 클래스 탭에 의거하여, 주목 데이터에 대하여 클래스 분류를 실행<86>

하고, 그 결과 얻어지는 클래스에 대응하는 클래스 코드를, 계수 메모리(34)로 출력한다.

계수 메모리(34)는 후술하는 도 6의 학습 장치에 있어서 학습 처리가 실행됨으로써 얻어지는, 각 클래스의 탭<87>
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계수를 기억하고 있으며, 클래스 분류부(33)가 출력하는 클래스 코드에 대응하는 어드레스에 기억되어 있는 탭

계수를, 예측부(35)로 출력한다.

예측부(35)는 탭 생성부(31)가 출력하는 예측 탭과, 계수 메모리(34)가 출력하는 탭 계수를 취득하고, 그 예측<88>

탭과 탭 계수를 이용하여, 식(1)에 나타낸 선형 예측 연산(곱의 합 연산)을 실행하고, 주목 데이터에 대하여 품

질을 개선한 데이터, 즉 주목 데이터를 고품질로 한 것의 예측값을 구하여 출력한다.

다음에, 도 4는 도 3의 클래스 분류부(33)의 구성예를 나타내고 있다.<89>

클래스 분류부(33)는 예를 들면 도 4A에 나타낸 바와 같이, ADRC(Adaptive Dynamic Range Coding) 회로(41A,<90>

41B), 및 합성 회로(41C)로 구성할 수 있다.

이 경우, ADRC 회로(41A, 41B)는 클래스 탭을 구성하는 복호 데이터와 부가 정보를 각각 K비트 ADRC 처리하고,<91>

그 결과 얻어지는 ADRC 코드를, 합성 회로(41C)로 출력한다.

여기에서, K비트 ADRC 처리에서는, 예를 들면 클래스 탭을 구성하는 정보의 최대값 MAX와 최소값 MIN이 검출되<92>

며, DR〓MAX－MIN을, 집합의 국소적인 다이나믹 레인지로 하고, 이 다이나믹 레인지 DR에 의거하여, 클래스 탭

을 구성하는 정보가 K비트로 재양자화(再量子化)된다.  즉 클래스 탭을 구성하는 각 정보로부터, 최소값 MIN이

감산되고, 그 감산값이 DR/2
K
로 제산(양자화)된다.  그리고, 이상과 같이 하여 얻어지는, 클래스 탭을 구성하는

각 정보의 K비트의 값을, 소정의 순서로 나란히 한 비트열이 ADRC 코드로서 출력된다.

합성 회로(41C)는 ADC 회로(41A)가 출력하는 복호 데이터의 ADRC 코드와, ADRC 회로(41B)가 출력하는 부가 정보<93>

의 ADRC 코드를, 1개의 코드에 합성하고, 클래스 코드로서 출력한다.

여기에서, 후술하는 바와 같이, 클래스 탭을 구성하는 부가 정보는 1종류에 한정되지 않지만, 부가 정보가 복수<94>

종류 존재하는 경우에는, ADRC 회로(41B)에서는, 그 복수 종류의 부가 정보 각각에 대하여, ADRC 처리가 실행되

고, 복수의 ADRC 코드가 출력된다.  그리고 합성 회로(41C)에서는, 그 복수의 ADRC 코드로부터 1개의 코드가 생

성된다.  후술하는 도 4B 내지 도 4D 각각에 나타낸 클래스 분류부(33)에 있어서도 마찬가지이다.

다음에, 클래스 분류부(33)는 예를 들면 도 4B에 나타낸 바와 같이, 연산기(42A 및 41B)와, 도 4A에 나타낸<95>

ADRC 회로(41A 및 41B), 및 합성 회로(41C)로 구성할 수도 있다.

즉 이 경우, 연산기(42A)는 클래스 탭을 구성하는 제1 복호 데이터와, 그 제1 복호 데이터에 대응하는 제2 복호<96>

데이터의 차분(差分)을 연산하고, 그 차분값을 ADRC 회로(41A)에 공급한다.  연산기(42B)는 클래스 탭을 구성하

는 제1 부가 정보와, 그 제1 부가 정보에 대응하는 제2 부가 정보의 차분을 연산하고, 그 차분값을 ADRC 회로

(41B)로 출력한다.

따라서,  제1  복호  데이터에  대응하는  제2  복호  데이터라고  하는  것은  예를  들면  복호  데이터가  화상인<97>

경우에는,  제1  복호  데이터로서  얻어진  복호  화소와  동일한,  제2  복호  데이터로서  얻어진  복호  화소를

의미한다.  즉 어떤 프레임 f에 있어서의 위치(x, y)에 있어서의 제1 복호 데이터와 제2 복호 데이터로서의 복

호 화소를, 각각 p1(f, x, y)와 p2(f, x, y)로 표시하기로 하면, 제1 복호 데이터 p1(f, x, y)에 대응하는 제2

복호 데이터라고 하는 것은 p2(f, x, y)를 의미한다.

또한, 제1 부가 정보에 대응하는 제2 부가 정보라고 하는 것은 예를 들면 복호 데이터가 후술하는 CELP(Code<98>

Excited Liner Prediction coding) 방식으로 복호된 음성 데이터이며, 또한, 부가 정보가 그 복호 과정에서 얻

어지는 선형 예측 계수인 경우에는, 제1 부가 정보로서 얻어진 선형 예측 계수와 동일 차수의, 제2 부가 정보로

서 얻어진 선형 예측 계수를 의미한다.  즉 어떤 프레임(또는 서브 프레임) f에 있어서의 제1 복호 데이터와 제

2 복호 데이터로서의 음성의 복호에 사용되는 제p차 선형 예측 계수를, 각각 α1(f, p)와 α2(f, p)로 표시하기

로 하면, 제1 부가 정보 α1(f, p)에 대응하는 제2 부가 정보라고 하는 것은 α2(f, p)을 의미한다.  또한, 예

를 들면 복호 데이터가 후술하는 JPEG 방식으로 복호된 화상 데이터이고, 또한 부가 정보가 그 복호 과정에서

얻어지는 DCT 계수인 경우에는, 제1 부가 정보에 대응하는 제2 부가 정보라고 하는 것은 제1 부가 정보로서 얻

어진 DCT 계수와 동일 공간 주파수 성분의, 제2 부가 정보로서 얻어진 DCT 계수를 의미한다.  즉 어떤 프레임 f

의,  어떤 8×8의 블록 b에 있어서의 위치(x,  y)의 제1  부가 정보와 제2  부가 정보로서의 DCT  계수를, 각각

d1(f, b, x, y)와 d2(f, b, x, y)로 표시하기로 하면, 제1 부가 정보 d1(f, b, x, y)에 대응하는 제2 부가 정

보라고 하는 것은 d2(f, b, x, y)를 의미한다.

이하에서는, 제1 복호 데이터와 제2 복호 데이터의 차분값, 및 제1 부가 정보와 제2 부가 정보의 차분값에 대하<99>
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여, 도 4A에 있어서의 경우와 동일한 처리가 실행되어, 클래스 코드가 구해진다.

또한, 클래스 분류 회로(33)는 예를 들면 도 4C에 나타낸 바와 같이 구성하는 것도 가능하다.<100>

이 경우에도, 도 4B에 있어서의 경우와 마찬가지로, 연산기(42A)에 있어서, 제1 복호 데이터와 제2 복호 데이터<101>

의 차분값이 구해짐과 아울러, 연산기(42B)에 있어서, 제1 부가 정보와 제2 부가 정보의 차분값이 구해진다.

제1 복호 데이터와 제2 복호 데이터의 차분값은 연산기(42A)로부터 극성 판별 회로(43C)에 공급되고, 극성 판별<102>

회로(43C)는 제1 복호 데이터와 제2 복호 데이터의 차분값의 극성(부호)을 판별하고, 그 극성에 따라서 0 또는

1을, 합성 회로(43E)로 출력한다.

또한, 제1 부가 정보와 제2 부가 정보의 차분값은 연산기(42B)로부터 극성 판별 회로(43D)에 공급되고, 극성 판<103>

별 회로(43D)는 제1 부가 정보와 제2 부가 정보의 차분값의 극성을 판별하고, 역시 그 극성에 따라서 0 또는 1

을 합성 회로(43E)로 출력한다.

합성 회로(43E)는 극성 판별 회로(43C 및 44C) 각각으로부터의, 극성에 대응하는 0 또는 1의 계열을, 1개의 코<104>

드에 합성하고, 클래스 코드로서 출력한다.  

또한, 클래스 분류부(33)는 도 4D에 나타낸 바와 같이, 지연 회로(44A 및 44B), 및 연산기(44C 및 44D)와, 도<105>

4A에 나타낸 ADRC 회로(41A 및 41B), 및 합성 회로(41C)로 구성하는 것도 가능하다.

이 경우, 지연 회로(44A)는 클래스 탭을 구성하는 복호 데이터를, 예를 들면 1샘플분(1클래스 탭분)의 시간만큼<106>

지연하여, 연산기(44C)에 공급한다.  연산기(44C)는 클래스 탭을 구성하는 복호 데이터와, 지연 회로(44A)로부

터의, 그 복호 데이터를 지연한 것의 차분을 연산하고, 그 차분값을 ADRC 회로(41A)에 공급한다.

한편, 지연 회로(44B)는 클래스 탭을 구성하는 부가 정보를, 예를 들면 1샘플분의 시간만큼 지연하여, 연산기<107>

(44D)에 공급한다.  연산기(44D)는 클래스 탭을 구성하는 부가 정보와, 지연 회로(44)로부터의, 그 부가 정보를

지연한 것의 차분을 연산하고, 그 차분값을 ADRC 회로(41B)에 공급한다.

이하에서는, ADRC 회로(41A 및 41B) 및 합성 회로(41C)에서는, 상술한 차분값을 대상으로, 도 4A에 있어서의 경<108>

우와 동일한 처리가 실행되고, 클래스 코드가 출력된다.

한편, 클래스 분류부(33)는 그 밖에, 예를 들면 도 4A 내지 도 4D에 나타낸 회로 중의 임의의 2이상의 출력을 1<109>

개의 코드에 합성하여 출력하는 회로에 의하여 구성하는 것도 가능하다.

또한, 클래스 분류부(33)는 도 4에 나타낸 회로 이외의 회로에 의해 구성하는 것도 가능하다.  즉 예를 들면 부<110>

호화 데이터가 JPEG나 MPEG 부호화된 것과 같은, 그 복호 과정에서, 직교 변환 계수 중의 하나인 DCT(Discrete

Cosine Transform) 계수가 얻어지는 것이며, 클래스 탭을 구성하는 부가 정보에, 그와 같은 DCT 계수가 포함되

는 경우에는, 클래스 분류부(33)는 8×8 블록의 DCT 계수로부터 얻어지는 화상의 액티비티(activity)에 의거한

클래스 코드를 출력하거나, 주목하고 있는 화소의 블록내의 위치에 의거한 클래스 코드를 출력하도록 구성하는

것이 가능하다.  또한, 클래스 분류부(33)는 예를 들면 클래스 탭을 구성하는 복호 데이터나 부가 정보의 벡터

양자화 결과를, 클래스 코드로서 출력하도록 구성하는 것도 가능하다.

다음에, 도 5의 플로우차트를 참조하여, 도 2의 디코더(2)의 처리(복호 처리)에 관하여 설명한다.<111>

복호부(21)는 인코더(1)에 있어서의 부호화 방식에 대응하는 복호 방식에 따라서, 부호화 데이터를 복호하고,<112>

그 결과 얻어지는 제1 복호 데이터를, 부호화부(22)와 클래스 분류 적응 처리 회로(24)에 공급한다.  또한, 복

호부(21)는 부호화 데이터를 복호하는 과정에서 얻어지는 정보를, 제1 부가 정보로서, 클래스 분류 적응 처리

회로(24)에 공급한다.  부호화부(22)는 복호부(21)로부터 공급되는 부호화 데이터를 재부호화하고, 그 결과 얻

어지는 재부호화 데이터를,  복호부(23)에 공급한다.   복호부(23)는 복호부(21)와 마찬가지로 하여, 부호화부

(22)로부터의 재부호화 데이터를 복호하고, 그 결과 얻어지는 제2 복호 데이터를 클래스 분류 적응 처리 회로

(24)에 공급한다.  또한, 복호부(23)는 재부호화 데이터를 복호하는 과정에서 얻어지는 정보를, 제2 부가 정보

로서 클래스 분류 적응 처리 회로(24)에 공급한다.

클래스 분류 적응 처리 회로(24)(도 3)에서는, 단계 S1에 있어서, 탭 생성부(31)가 그곳에 공급되는 제1 복호<113>

데이터를, 순차로 주목 데이터로 하고, 예를 들면 그 주목 데이터에 대하여, 시간적 또는 공간적으로 가까운 위

치에 있는 제1 복호 데이터, 주목 데이터에 대응하는 제2 복호 데이터에 대하여, 시간적 또는 공간적으로 가까

운 위치에 있는 제2 복호 데이터, 주목 데이터의 복호 과정에서 얻어진 제1 부가 정보, 주목 데이터에 대응하는

제2 복호 데이터의 복호 과정에서 얻어진 제2 부가 정보로부터, 주목 데이터에 대한 예측 탭을 생성하고, 예측
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부(35)로 출력한다.  또한, 단계 S1에서는, 탭 생성부(32)가 예를 들면 탭 생성부(31)와 마찬가지로 하여, 주목

데이터에 대한 클래스 탭을 생성하고, 클래스 분류부(33)로 출력한다.

그리고, 단계 S2로 진행하여, 클래스 분류부(33)는 탭 생성부(32)로부터 공급되는 클래스 탭에 의거하여, 클래<114>

스 분류를 실행하고, 그 결과 얻어지는 클래스 코드를 계수 메모리(34)에 공급하여, 단계 S3으로 진행한다.

단계 S3에서는, 계수 메모리(34)는 클래스 분류부(33)로부터 공급되는 클래스 코드에 대응하는 어드레스로부터,<115>

탭 계수를 판독하고, 예측부(35)에 공급한다.

그리고, 단계 S4로 진행하여, 예측부(35)는 계수 메모리(34)가 출력하는 탭 계수를 취득하고, 그 탭 계수와 탭<116>

생성부(31)로부터의 예측 탭을 사용하여, 식(1)에 나타낸 곱의 합 연산을 행하고, 주목 데이터를 고품질로 한

데이터(의 예측값)을 얻어서, 단계 S5로 진행한다.

단계 S5에서는, 아직 주목 데이터로서 처리해야 할 제1 복호 데이터가 있는지의 여부가 판정되며, 있다고 판정<117>

된 경우, 단계 S1로 되돌아가고, 다음으로 주목 데이터라고 할 제1 복호 데이터를, 새롭게 주목 데이터로 하여,

이하에서는 동일한 처리를 반복한다.  또한, 단계 S5에 있어서, 주목 데이터로서 처리해야 할 데이터가 없다고

판정된 경우, 처리를 종료한다.

다음에, 도 6은 도 3의 계수 메모리(34)에 기억시키는 탭 계수의 학습 처리를 실행하는 학습 장치의 한 실시 형<118>

태의 구성예를 나타내고 있다.

학습 장치에는 도 1의 인코더(1)에 있어서 부호화의 대상이 되는 데이터의, 예를 들면 고품질의 것이, 학습용<119>

데이터로서 공급된다.  이 학습용 데이터는 학습 교사가 되는 교사 데이터로서, 생도 데이터 생성부(51)와 정규

방정식 가산 회로(60)에 공급된다.

생도 데이터 생성부(51)는 그곳에 공급되는 교사 데이터로부터 학습의 생도가 되는 생도 데이터를 생성한다.<120>

즉 생도 데이터 생성부(51)는 부호화부(52), 매체 특성 반영부(53), 복호부(54), 부호화부(55) 및 복호부(56)로<121>

구성된다.

부호화부(52)는 교사 데이터를, 도 1의 인코더(1)와 마찬가지로 하여 부호화하고, 그 결과 얻어지는 부호화 데<122>

이터를, 매체 특성 반영부(53)에 공급한다.  매체 특성 반영부(53)는 도 1의 기록 매체(3) 또는 전송 매체(4)를

개재함으로써 신호에 부가되는 잡음을, 부호화부(52)로부터의 부호화 데이터에 부가하고(반영하고),  복호부(5

4)에 공급한다.

복호부(54), 부호화부(55), 복호부(56)는 도 2에 나타낸 디코더(2)의 복호부(21), 부호화부(22), 복호부(23)와<123>

각각 동일하게 구성된다.  따라서, 복호부(54), 부호화부(55), 복호부(56)에서는, 매체 특성 반영부(53)가 출력

하는 부호화 데이터가, 도 2의 복호부(21), 부호화부(22), 복호부(23) 각각에 있어서의 경우와 동일하게 처리되

며, 그 결과 복호부(54)는 제1 복호 데이터 및 제1 부가 정보를, 복호부(56)는 제2 복호 데이터 및 제2 부가 정

보를, 각각 생도 데이터로서 출력한다.  이 생도 데이터로서의 제1 복호 데이터 및 제1 부가 정보, 및 제2 복호

데이터 및 제2 부가 정보는 탭 생성부(57 및 58)에 공급된다.

한편, 도 2의 디코더(2)는 상술한 바와 같이 복호부(23)의 후단에, 부호화부(22)와 복호부(23)의 세트와 동일한<124>

세트를, 1이상 형성하여 구성할 수 있으나, 이 경우, 도 6의 학습 장치의 생도 데이터 생성부(51)는 디코더(2)

와 마찬가지로, 복호부(54)의 후단에, 부호화부(55)와 복호부(56)의 세트와 동일한 세트를 1이상 형성하여 구성

할 필요가 있다.

탭 생성부(57)는 도 3의 클래스 분류 적응 처리 회로(24)의 탭 생성부(31)와 동일하게 구성되며, 그곳에 공급되<125>

는 생도 데이터로서의 제1 복호 데이터 및 제1 부가 정보, 그리고 제2 복호 데이터 및 제2 부가 정보로부터, 탭

생성부(31)에 있어서의 경우와 동일하게 하여, 예측 탭을 생성하고, 정규 방정식 가산 회로(60)에 공급한다.

탭 생성부(58)는 도 3의 클래스 분류 적응 처리 회로(24)의 탭 생성부(32)와 동일하게 구성되며, 그곳에 공급되<126>

는 생도 데이터로서의 제1 복호 데이터 및 제1 부가 정보, 그리고 제2 복호 데이터 및 제2 부가 정보로부터, 탭

생성부(32)에 있어서의 경우와 동일하게 하여, 클래스 탭을 생성하고, 클래스 분류부(59)에 공급한다.

클래스 분류부(59)는 탭 생성부(58)로부터 공급되는 클래스 탭에 의거하여, 도 3의 클래스 분류 적응 처리 회로<127>

(24)의  클래스  분류부(33)에  있어서의  경우와  동일한  클래스  분류를  실행하고,  그  결과  얻어지는  클래스

코드를, 정규 방정식 가산 회로(60)에 공급한다.
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정규 방정식 가산 회로(60)는 그곳에 공급되는 교사 데이터를 순차로 주목 교사 데이터로 하여, 탭 생성부(57)<128>

로부터 공급되는, 주목 교사 데이터에 대하여 생성된 예측 탭과, 주목 교사 데이터를 대상으로 한 대입을, 클래

스 분류부(59)로부터 공급되는 클래스 코드가 표시하는 클래스마다 실행한다.

즉 정규 방정식 가산 회로(60)는 클래스 분류부(59)로부터 공급되는 클래스 코드에 대응하는 클래스마다, 예측<129>

탭(생도 데이터)을 사용하여, 식(8)의 행렬 A에 있어서의 각 컴포넌트로 되어 있는, 생도 데이터끼리의 승산

(xinxim)과, 합계(Σ)에 상응하는 연산을 행한다.

또한, 정규 방정식 가산 회로(60)는 역시 클래스 분류부(59)로부터 공급되는 클래스 코드에 대응하는 클래스마<130>

다, 예측 탭(생도 데이터) 및 주목 교사 데이터를 사용하여, 식(8)의 벡터 v에 있어서의 각 컴포넌트로 되어 있

는, 생도 데이터와 주목 교사 데이터의 승산(xinyi)과, 합계(Σ)에 상응하는 연산을 행한다.

정규 방정식 가산 회로(60)는 이상의 대입을, 그곳에 공급되는 교사 데이터 전부를 주목 교사 데이터로 하여 실<131>

행하고, 이에 따라 각 클래스에 대하여 식(8)에 나타낸 정규 방정식을 세운다.

탭 계수 결정 회로(61)는 정규 방정식 가산 회로(60)에 있어서 클래스마다 생성된 정규 방정식을 풀어서, 클래<132>

스마다 탭 계수를 구하고, 계수 메모리(62)의, 각 클래스에 대응하는 어드레스에 공급한다.

한편, 학습용 데이터의 양이나 내용 등에 따라서는, 정규 방정식 가산 회로(60)에 있어서, 탭 계수를 구하는데<133>

필요한 수의 정규 방정식이 얻어지지 않는 클래스가 생기는 경우가 있을 수 있으나, 탭 계수 결정 회로(61)는

그와 같은 클래스에 대해서는, 예를 들면 디폴트의 탭 계수를 출력한다.  

계수 메모리(62)는 탭 계수 결정 회로(61)로부터 공급되는 각 클래스의 탭 계수를 기억한다.<134>

다음에, 도 7의 플로우차트를 참조하여, 도 6의 학습 장치의 처리(학습 처리)에 관하여 설명한다.<135>

학습 장치에는, 학습용 데이터가 공급되며, 이 학습용 데이터는 교사 데이터로서, 생도 데이터 생성부(51)와 정<136>

규 방정식 가산 회로(60)에 공급된다.  그리고, 단계 S11에서, 생도 데이터 생성부(51)는 교사 데이터로부터 생

도 데이터를 출력한다.

즉 단계 S11에서는, 부호화부(52)가 교사 데이터를 도 1의 인코더(1)와 동일하게 부호화하고, 그 결과 얻어지는<137>

부호화 데이터를, 매체 특성 반영부(53)를 통하여 복호부(54)에 공급한다.  복호부(54)는 그곳에 공급되는 부호

화 데이터를 복호하고, 그 결과 얻어지는 제1 복호 데이터를 부호화부(55)에 공급함과 아울러, 생도 데이터로서

탭 생성부(57 및 58)에 공급한다.  또한, 복호부(54)는 부호화 데이터를 제1 복호 데이터에 복호하는 과정에서

얻어지는 제1 부가 정보도, 생도 데이터로서 탭 생성부(57 및 58)에 공급한다.

또한, 단계 S11에서는, 부호화부(55)가, 복호부(54)로부터의 제1 복호 데이터를 재부호화하고, 그 결과 얻어지<138>

는 재부호화 데이터를, 복호부(56)에 공급한다.  복호부(56)는 부호화부(55)로부터의 재부호화 데이터를 복호하

고, 그 결과 얻어지는 제2 복호 데이터와, 재부호화 데이터를 제2 복호 데이터에 복호하는 과정에서 얻어지는

제2 부가 정보를, 생도 데이터로서 탭 생성부(57 및 58)에 공급한다.

그 후, 정규 방정식 가산 회로(60)에 있어서, 그곳에 공급되는 교사 데이터가 주목 교사 데이터가 되며, 단계<139>

S12로 진행하여, 탭 생성부(57, 58)가 그곳에 공급되는 생도 데이터로부터, 주목 교사 데이터에 대하여, 예측

탭과  클래스  탭을  각각  생성한다.   탭  생성부(57)에서  생성된  예측  탭은  정규  방정식  가산  회로(61)에

공급되고, 탭 생성부(58)에서 생성된 클래스 탭은 클래스 분류부(59)에 공급된다.

그리고, 단계 S13으로 진행하여, 클래스 분류부(59)가 탭 생성부(58)로부터의 클래스 탭에 의거하여, 클래스 분<140>

류를  실행하고,  그  결과  얻어지는  클래스  코드를,  정규  방정식  가산  회로(60)에  공급하여,  단계  S14로

진행한다.

단계 S14에서는, 정규 방정식 가산 회로(60)는 클래스 분류부(59)로부터 공급되는 클래스 코드가 표시하는 클래<141>

스에 대하여, 그곳에 공급되는 주목 교사 데이터와, 탭 생성부(57)로부터 공급되는 예측 탭을 구성하는 생도 데

이터를 대상으로 한, 식(8)의 행렬 A와 벡터 v의, 상술한 바와 같은 대입을 행하고, 단계 S15로 진행한다.

단계 S15에서는, 아직 주목 교사 데이터로서 처리해야 할 교사 데이터가 있는지의 여부가 판정되고, 있다고 판<142>

정된 경우,  단계 S11로  되돌아가서,  예를 들면 다음에 공급되는 교사 데이터를 새롭게 주목 교사 데이터로

하여, 이하에서는 동일한 처리가 반복된다.

또한, 단계 S15에 있어서, 주목 교사 데이터로서 처리해야 할 교사 데이터가 없다고 판정된 경우, 즉 예를 들면<143>
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정규  방정식  가산  회로(60)에  있어서,  각  클래스에  대하여,  정규  방정식이  얻어진  경우,  단계  S16으로

진행하여, 탭 계수 결정 회로(61)는 각 클래스마다 생성된 정규 방정식을 풀이함으로써, 각 클래스의 탭 계수를

구하고, 계수 메모리(62)의, 각 클래스에 대응하는 어드레스에 공급하여 기억시키고, 처리를 종료한다.

이상과 같이 하여,  계수 메모리(62)에 기억된 각 클래스의 탭 계수가,  도 3의 계수 메모리(34)에 기억되어<144>

있다.

따라서, 도 3의 계수 메모리(34)에 기억된 탭 계수는 선형 예측 연산을 행함으로써 얻어지는, 학습용 데이터와<145>

동일한 품질의 데이터의 예측값에 대하여, 그 예측 오차(여기에서는 제곱오차)가 통계적으로 최소가 되도록 학

습을 행하여 구해진 것이기 때문에, 도 3의 예측부(35)가 출력하는 최종적인 복호 데이터는 학습용 데이터와 동

일한 품질의 것이 된다.

다음에,  도 8은 도 1의 데이터 전송 시스템이 음성 신호(음성 데이터)를 CELP(예를 들면 VSELP(Vector  Sum<146>

Excited  Liner  Prediction),  PSI-CELP(Pitch  Synchronous  Innovation  CELP),  CS-ACELP(Conjugate  Structure

Algebraic CELP) 등의 각종 CELP를 포함함) 방식으로 부호화하여 전송하는 경우의, 도 1의 인코더(1)의 구성예

를 나타내고 있다.  상술한 바와 같이, 도 1의 인코더(1)가 도 8에 나타낸 바와 같이 구성되는 경우에는, 도 2

의 부호화부(22) 및 도 6의 부호화부(52 및 55)도 도 8에 나타낸 것과 동일하게 구성된다.

부호화의 대상이 되는 음성 신호(사람의 음성 외에, 곡 등의 신호도 포함)는 예를 들면 아날로그 음성 신호를,<147>

8㎑ 등의 샘플링 주파수로 샘플링함으로써, 디지털 음성 신호로 A/D 변환하고, 또한 소정의 비트수로 양자화하

여 얻어진 것으로, 연산기(71)와 LPC(Liner Prediction Coefficient) 분석부(72)에 공급된다.

LPC 분석부(72)는 그곳에 공급되는 부호화 대상의 음성 신호를, 예를 들면 160 샘플분의 길이의 프레임마다 LPC<148>

분석하고, P차의 선형 예측 계수 α1, α2, ···, αp를 구한다.  그리고 LPC 분석부(72)는 이 P차의 선형 예

측 계수 αp(p=1, 2, ···, P)를 요소로 하는 벡터를, 음성의 특징 벡터로서, 벡터 양자화부(73)에 공급한다.

벡터 양자화부(73)는 선형 예측 계수를 요소로 하는 코드 벡터와 코드를 대응시킨 코드 북을 기억하고 있으며,<149>

그 코드 북에 의거하여 LPC 분석부(72)로부터의 특징 벡터 α를 벡터 양자화하고, 그 벡터 양자화의 결과 얻어

지는 코드(이하에서는 A코드(A_code)라고 함)를, 코드 결정부(83)에 공급한다.

또한, 벡터 양자화부(73)는 A코드에 대응하는 코드 벡터 α’를 구성하는 요소로 되어 있는 선형 예측 계수 α1<150>

’,  α2’,···, αP’를, 음성 합성 필터(74)에 공급한다.

음성 합성 필터(74)는 예를 들면 IIR(Infinite Impulse Response)형의 디지털 필터로, 벡터 양자화부(73)로부<151>

터의 선형 예측 계수  αP’(p=1, 2, ···, P)를 IIR 필터의 탭 계수로 함과 아울러, 연산기(82)로부터 공급

되는 잔차(殘差) 신호 e를 입력 신호로 하여, 음성 합성을 행한다.

즉 LPC 분석부(72)에서 실행되는 LPC 분석은 현재 시각 n의 음성 신호(샘플값) sn, 및 이것에 인접하는 과거의<152>

P개의 샘플값 sn-1, sn-2, ···, sn-p에, 식 

sn＋α1sn-1＋α2sn-2＋···, αPs n-p ＝ en      ···(9)<153>

으로 나타낸 선형 1차 결합이 성립한다고 가정하고, 현재 시각 n의 샘플값  sn의 예측값(선형 예측값) sn’을,<154>

과거의 P개의 표본값 sn-1, sn-2 , ···sn-p를 사용하여 식

sn’ ＝ －(α1sn-1＋α2sn-2＋···, αPsn-p)        ···(10)<155>

에 의해 선형 예측하였을 때에, 실제의 샘플값 sn과 선형 예측값 sn’사이의 제곱오차를 최소로 하는 선형 예측<156>

계수 αP를 구하는 것이다.

여기에서, 식(9)에 있어서, {en}(···, en-1, en, en+1, ···)은 평균값이 0이고, 분산이 소정값 σ
2
인 서로<157>

상관없는 확률 변수이다.

식(9)로부터 샘플값 sn은 식<158>
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sn ＝ en － (α1sn-1＋α2sn-2 ＋···, αPsn-p)        ···(11)<159>

으로 표시할 수 있으며, 이것을 Z 변환하면 다음 식이 성립한다.<160>

S ＝ E/(1+α1z
-1
＋α2z

-2
＋···, αPz

-p 
)          ···(12)<161>

다만, 식(12)에 있어서, S와 E는 식(11)에 있어서의 sn과 en의 Z 변환을 각각 표시한다.<162>

여기에서, 식(9) 및 식(10)으로부터, en은 식<163>

en ＝ sn － sn’  ···(13)<164>

으로 표시할 수 있으며, 실제의 샘플값 sn과 변형 예측값 sn’ 사이의 잔차 신호라고 불리워진다.<165>

따라서, 식(12)로부터 선형 예측 계수 αP를 IIR 필터의 탭 계수로 함과 아울러, 잔차 신호 en을 IIR 필터의 입<166>

력 신호로 함으로써, 음성 신호 sn을 구할 수 있다.

따라서, 음성 합성 필터(74)는 상술한 바와 같이, 벡터 양자화부(73)으로부터의 선형 예측 계수 αP’를 탭 계<167>

수로 함과 아울러, 연산기(82)로부터 공급되는 잔차 신호 e를 입력 신호로 하여, 식(12)를 연산하고, 음성 신호

(합성음 신호) ss를 구할 수 있다.

음성 합성 필터(74)에서는, LPC 분석부(72)에 의한 LPC 분석의 결과 얻어지는 선형 예측 계수 αP가 아니라, 그<168>

벡터 양자화의 결과 얻어지는 코드에 대응하는 코드 벡터로서의 선형 예측 계수 αP’가 사용되기 때문에, 음성

합성 필터(74)가 출력하는 합성음 신호는 LPC 분석전의 음성 신호와는 기본적으로 동일하지 않다.

음성 합성 필터(74)가 출력하는 합성음 신호 ss는 연산기(71)에 공급된다.  연산기(71)는 음성 합성 필터(74)로<169>

부터의 합성음 신호 ss로부터 원래의 음성 신호 s를 감산하고(합성음 신호 ss의 각 샘플로부터, 그 샘플에 대응

하는 원래의 음성 신호 s의 샘플을 감산하고), 그 감산값을, 제곱오차 연산부(75)에 공급한다.  제곱오차 연산

부(75)는 연산기(71)로부터의 감산값의 제곱합(예를 들면 LPC 분석부(72)가 LPC 분석을 실행하는 프레임 단위에

서의 제곱합)을 연산하고, 그 결과 얻어지는 제곱오차를, 제곱오차 최소 판정부(76)에 공급한다.

제곱오차 최소 판정부(76)는 제곱오차 연산부(75)가 출력하는 제곱오차에 대응시켜서, 래그(lag)를 나타내는 코<170>

드로서의 L 코드(L_code), 게인을 나타내는 코드로서의 G 코드(G_code) 및 부호어(여기 코드 북)을 나타내는 코

드로서의 I 코드(I_code)를 기억하고 있으며, 제곱오차 연산부(75)가 출력하는 제곱오차에 대응하는 L 코드, G

코드 및 L 코드를 출력한다.  L 코드는 적응 코드 북 기억부(77)에, G 코드는 게인 복호기(78)에, I 코드는 여

기 코드 북 기억부(79)에 각각 공급된다.  또한, L 코드, G 코드 및 I 코드는 코드 결정부(83)에도 공급된다.

적응 코드 북 기억부(77)는 예를 들면 7비트의 L 코드와, 소정의 지연 시간(래그)을 대응시킨 적응 코드 북을<171>

기억하고 있으며, 연산기(82)로부터 공급되는 잔차 신호 e를, 제곱오차 최소 판정부(76)로부터 공급되는 L 코드

에 대응된 지연 시간만큼 지연하여, 연산기(80)로 출력한다.

여기에서, 적응 코드 북 기억부(77)는 잔차 신호 e를 L 코드에 대응하는 시간만큼 지연하여 출력하기 때문에,<172>

그 출력 신호는 그 지연 시간을 주기로 하는 주기 신호에 가까운 신호가 된다.  이 신호는 선형 예측 계수를 사

용한 음성 합성에 있어서 주로 유성음의 합성음을 생성하기 위한 구동 신호가 된다.

게인 복호기(78)는 G 코드와, 소정의 게인 β 및 γ을 대응시킨 테이블을 기억하고 있으며, 제곱오차 최소 판정<173>

부(76)로부터 공급되는 G 코드에 대응된 게인 β 및 γ를 출력한다.  게인 β 및 γ는 연산기(80)와 (81)에 각

각 공급된다.  여기에서, 게인 β는 장기 필터 상태 출력 게인이라고 불리우는 것이며, 또한 게인 γ은 여기 코

드 북 게인이라고 불리우는 것이다.

여기 코드 북 기억부(79)는 예를 들면 9비트의 I 코드와, 소정의 여기 신호를 대응시킨 여기 코드 북을 기억하<174>

고 있으며, 제곱오차 최소 판정부(76)로부터 공급되는 I 코드에 대응된 여기 신호를, 연산기(81)로 출력한다.

여기에서, 여기 코드 북에 기억되어 있는 여기 신호는 예를 들면 백색 잡음 등에 가까운 신호이며, 선형 예측<175>

계수를 사용한 음성 합성에 있어서, 주로 무성음의 합성음을 생성하기 위한 구동 신호가 된다.

연산기(80)는 적응 코드 북 기억부(77)의 출력 신호와, 게인 복호기(78)가 출력하는 게인 β를 환승하고, 그 환<176>
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승값 1을 연산기(82)에 공급한다.  연산기(81)는 여기 코드 북 기억부(79)의 출력 신호와, 게인 복호기(78)가

출력하는 게인 γ을 환승하고, 그 환승값 n을 연산기(82)에 공급한다.  연산기(82)는 연산기(80)로부터의 환승

값 1과, 연산기(81)로부터의 환승값 n을 가산하고, 그 가산값을 잔차 신호 e로 하여, 음성 합성 필터(74)와 적

응 코드 북 기억부(77)에 공급한다.

음성 합성 필터(74)에서는 이상과 같이 하여, 연산기(82)로부터 공급되는 잔차 신호 e가 벡터 양자화부(73)로부<177>

터 공급되는 선형 예측 계수 αP’를 탭 계수로 하는 IIR 필터로 필터링되며, 그 결과 얻어지는 합성음 신호가

연산기(71)에 공급된다.  그리고, 연산기(71) 및 제곱오차 연산부(75)에 있어서, 상술한 경우와 동일한 처리가

실행되며, 그 결과 얻어지는 제곱오차가 제곱오차 최소 판정부(76)에 공급된다.

제곱오차 최소 판정부(76)는 제곱오차 연산부(75)로부터의 제곱오차가 최소(극소)가 되었는지의 여부를 판정한<178>

다.   그리고,  제곱오차 최소 판정부(76)는 제곱오차가 최소로 되어 있지 않다고 판정한 경우,  상술한 바와

같이, 그 제곱오차에 대응하는 L 코드, G 코드 및 L 코드를 출력하고, 이하에서는 동일한 처리가 반복된다.

한편, 제곱오차 최소 판정부(76)는 제곱오차가 최소로 되었다고 판정한 경우, 확정 신호를 코드 결정부(83)로<179>

출력한다.  코드 결정부(83)는 벡터 양자화(73)로부터 공급되는 A 코드를 래치함과 아울러, 제곱오차 최소 판정

부(76)로부터 공급되는 L 코드, G 코드 및 I 코드를 순차로 래치하도록 되어 있으며, 제곱오차 최소 판정부(7

6)로부터 확정 신호를 수신하면, 이 때 래치되어 있는 A 코드, L 코드, G 코드 및 I 코드를, 채널 인코더(84)에

공급한다.  채널 인코더(84)는 코드 결정부(83)로부터의 A 코드, L 코드, G 코드 및 I 코드를 다중화하고, 그

다중화 효과인 코드 데이터를, 부호화 데이터로서 출력한다.

또, 이하에서는, 설명을 간단히 하기 위하여, A 코드, L 코드, G 코드 및 I 코드는 프레임마다 구해지는 것으로<180>

한다.  다만, 예를 들면 한 프레임을 4개의 서브 프레임으로 분할하고, L 코드, G 코드 및 I 코드는 서브 프레

임마다 구하도록 하는 것 등이 가능하다.

여기에서, 도 8(후술하는 도 9에서도 동일)에서는, 각 변수에 [k]가 부여되며, 배열 변수로 되어 있다.  이 k는<181>

프레임수를 나타내는데, 명세서중에서는 그 설명을 생략한다.

다음에, 도 9는 도 1의 인코더(1)가 도 8에 나타낸 바와 같이 구성되는 경우의, 도 2의 복호부(21)의 구성예를<182>

나타내고 있다.  상술한 바와 같이, 도 2의 복호부(21)가 도 9에 나타낸 바와 같이 구성되는 경우에는 도 2의

복호부(23) 및 도 6의 복호부(54 및 56)도 도 9에 나타낸 것과 동일하게 구성된다.

도 8의 인코더(1)가 출력하는 부호화 데이터로서의 코드 데이터는 채널 디코더(91)에서 수신된다.  채널 디코더<183>

(91)는 코드 데이터로부터, L 코드, G 코드, I 코드, A 코드를 분리하고, 각각을 적응 코드 북 기억부(92), 게

인 복호기(93), 여기 코드 북 기억부(94), 필터 계수 복호기(95)에 공급한다.

적응 코드 북 기억부(92), 게인 복호기(93), 여기 코드 북 기억부(94), 연산기(96 내지 98)는 도 8의 적응 코드<184>

북 기억부(77), 게인 복호기(78), 여기 코드 북 기억부(79), 연산기(80 내지 82)와 각각 동일하게 구성되는 것

으로, 도 8에서 설명한 경우와 동일한 처리가 실행됨으로써, L 코드, G 코드 및 I 코드가 잔차 신호 e로 복호된

다.  이 잔차 신호 e는 음성 합성 필터(99)에 대하여, 입력 신호로서 부여됨과 아울러, 적응 코드 북 기억부

(92)에 공급된다.

필터 계수 복호기(95)는 도 8의 벡터 양자화부(73)가 기억하고 있는 것과 동일한 코드 북을 기억하고 있으며, A<185>

코드를, 선형 예측 계수 αP’로 복호하고, 음성 합성 필터(99)에 공급한다.

음성 합성 필터(99)는 도 8의 음성 합성 필터(74)와 동일하게 구성되어 있으며, 필터 계수 복호기(95)로부터의<186>

선형 예측 계수 αP’를 탭 계수로 함과 아울러, 연산기(98)로부터 공급되는 잔차 신호 e를 입력 신호로 하여,

식(12)을 연산하고, 이에 따라 도 8의 제곱오차 최소 판정부(76)에 있어서 제곱오차가 최소로 판정되었을 때의

합성음 신호를 생성한다.  이 합성음 신호는 부호화 데이터의 복호 결과(복호 데이터)로서 출력된다.

한편, 부가 정보 출력부(100)는 상술한 바와 같이, 부호화 데이터를, 복호 데이터로서의 합성음 신호로 복호하<187>

는 과정에서 얻어지는 정보를 취득하고, 그 정보 중의 일부 또는 전부를, 부가 정보로서 출력한다.

즉, 부가 정보 출력부(100)에는 채널 디코더(91)가 출력하는 L 코드, G 코드, I 코드 및 A 코드나, 게인 복호기<188>

(93)가 출력하는 게인 β 및 γ, 필터 계수 복호기(95)가 출력하는 선형 예측 계수 αP, 연산기(96)가 출력하는

연산 결과 1, 연산기(97)가 출력하는 연산 결과 γ, 연산기(98)가 출력하는 잔차 신호 e 등이 공급되게 되어 있
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으며, 부가 정보 출력부(100)는 이들 정보 중의 일부 또는 전부를, 부가 정보로서 출력한다.

다음에, 도 10은 도 1의 데이터 전송 시스템이 정지화의 화상 데이터를 JPEG 방식으로 부호화하여 전송하는 경<189>

우의, 도 1의 인코더(1)의 구성예를 나타내고 있다.  도 1의 인코더(1)가 도 10에 나타낸 바와 같이 구성되는

경우에는, 도 2의 부호화부(22) 및 도 6의 부호화부(52 및 55)도, 도 10에 나타낸 것과 같이 구성된다.

부호화 대상의 화상 데이터는 블록화 회로(111)에 입력되고, 블록화 회로(111)는 그곳에 입력되는 화상 데이터<190>

를 8×8 화소인 64 화소로 이루어진 블록으로 분할한다.  블록화 회로(111)에서 얻어지는 각 블록은 DCT 회로

(112)에 공급된다.  DCT 회로(112)는 블록화 회로(111)로부터의 블록에 대하여, DCT(이산 코사인 변환) 처리를

실시하고,  1개의  DC(Direct  Current)  성분과,  수평  방향  및  수직  방향에  대한  63개의  주파수  성분

(AC(Alternating Cerrent) 성분)의, 합계 64개의 DCT 계수로 변환한다.  각 블록마다의 64개의 DCT 계수는 DCT

회로(112)로부터 양자화 회로(113)에 공급된다.

양자화 회로(113)는 소정의 양자화 테이블에 따라서, DCT 회로(112)로부터의 DCT 계수를 양자화하고, 그 양자화<191>

결과(이하에서는 양자화 DCT 계수라 함)를, 양자화에 사용한 양자화 테이블과 함께, 엔트로피 부호화 회로(11

4)에 공급한다.

여기에서, 양자화 회로(113)에서 사용된 양자화 테이블에는, 일반적으로 인간의 시각 특성을 고려하여, 중요성<192>

이 높은 저주파수의 DCT 계수는 미세하게 양자화하고, 중요성이 낮은 고주파수의 DCT 계수는 성기게 양자화하는

양자화 단계이 설정되어 있으며, 이에 따라서 화상의 품질 열화를 억제하여, 효율이 좋은 압축이 행해지게 되어

있다.

또한, JPEG 부호화에 있어서, 어떠한 양자화 테이블을 사용하는가는, 예를 들면 사용자가 설정하는 압축율 등에<193>

의거하여 결정된다.

엔트로피 부호화 회로(114)는 양자화 회로(113)로부터의 양자화 DCT 계수에 대하여, 예를 들면 허프만 부호화<194>

등의 엔트로피 부호화 처리를 실시하여, 양자화 회로(113)로부터의 양자화 테이블을 부가하고, 그 결과 얻어지

는 부호화 데이터를 출력한다.

다음에, 도 11은 도 1의 인코더(1)가 도 10에 나타낸 바와 같이 구성되는 경우의, 도 2의 복호부(21)의 구성예<195>

를 나타내고 있다.  도 2의 복호부(21)가 도 11에 나타낸 바와 같이 구성되는 경우에는, 도 2의 복호부(23) 및

도 5의 복호부(54 및 56)도 도 11에 나타낸 것과 동일하게 구성된다.

부호화 데이터는 엔트로피 복호 회로(121)에 입력되며, 엔트로피 복호 회로(121)는 부호화 데이터를, 엔트로피<196>

부호화된 양자화 DCT 계수와, 양자화 테이블로 분리한다.  또한, 엔트로피 복호 회로(121)는 엔트로피 부호화된

양자화 DCT 계수를 엔트로피 복호하고, 그 결과 얻어지는 양자화 DCT 계수를, 양자화 테이블과 함께 역양자화

회로(122)에 공급한다.  역양자화 회로(122)는 엔트로피 복호 회로(121)로부터의 양자화 DCT 계수를, 마찬가지

로 엔트로피 복호 회로(121)로부터의 양자화 테이블에 따라서 역양자화하고, 그 결과 얻어지는 DCT 계수를, 역

DCT  회로(123)에  공급한다.   역DCT  회로(123)는  역양자화  회로(12)로부터의  DCT  계수에,  역DCT  처리를

실시하고, 그 결과 얻어지는 8×8 화소의 복호 블록을, 블록 분해 회로(124)에 공급한다.  블록 분해 회로(12

4)는 역DCT 회로(123)로부터의 복호 블록의 블록화를 풀어서, 복호 화상 데이터를 얻어서 출력한다.

한편, 부가 정보 출력부(125)는 상술한 바와 같이 부호화 데이터를, 복호 화상 데이터로 복호하는 과정에서 얻<197>

어지는 정보를 취득하며, 그 정보 중의 일부 또는 전부를, 부가 정보로서 출력한다.

즉 부가 정보 출력부(125)에는, 엔트로피 복호 회로(121)가 출력하는 양자화 테이블 및 양자화 DCT 계수나, 역<198>

양자화 회로(122)가 출력하는 DCT 계수 등이 공급되게 되어 있으며, 부가 정보 출력부(125)는 이들 정보 중의

일부 또는 전부를, 부가 정보로서 출력한다.

다음에, 도 12는 도 1의 데이터 전송 시스템이, 동화(動畵)의 화상 데이터를 MPEG2 방식으로 부호화하여 전송하<199>

는 경우의, 도 1의 인코더(1)의 구성예를 나타내고 있다.  도 1의 인코더(1)가 도 12에 나타낸 바와 같이 구성

되는 경우에는 도 2의 부호화부(22) 및 도 6의 부호화부(52 및 55)도 도 12에 나타낸 것과 동일하게 구성된다.

MPEG 부호화의 대상인 동화를 구성하는 프레임(또는 필드)는 순차로 움직임 검출 회로(131)와 연산기(132)에 공<200>

급된다.

움직임 검출 회로(131)는 그곳에 공급되는 프레임에 대하여, 매크로 블록 단위로, 움직임 벡터를 검출하고, 엔<201>

트로피 부호화 회로(136) 및 움직임 보상 회로(140)에 공급한다.
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연산기(132)는  그곳에  공급되는  화상이,  I(Intra)  픽쳐이라면,  그대로  블록화  회로(133)에  공급하고,<202>

P(Predictive)  또는 B(Bidrectionally  predictive)  픽쳐이라면, 움직임 보상 회로(140)로부터 공급되는 참조

화상과의 차분을 연산하여, 그 차분값을 블록화 회로(133)에 공급한다.

블록화 회로(133)는 연산기(132)의 출력을 8×8 화소인 화소 블록으로 블록화하고, DCT 회로(134)에 공급한다.<203>

DCT 회로(134)는 블록화 회로(133)로부터의 화소 블록을 DCT 처리하고, 그 결과 얻어지는 DCT 계수를, 양자화

회로(135)에 공급한다.  양자화 회로(135)는 DCT 회로(133)로부터의 블록 단위의 DCT 계수를 소정의 양자화 테

이블에 따라서 양자화하고, 그 결과 얻어지는 양자화 DCT 계수를, 사용한 양자화 테이블과 함께, 엔트로피 부호

화 회로(136)에 공급한다.  엔트로피 부호화 회로(136)는 양자화 회로(135)로부터의 양자화 DCT 계수를 엔트로

피 부호화하고, 움직임 검출 회로(131)로부터의 움직임 벡터나, 양자화 회로(135)로부터의 양자화 테이블, 그

밖의 필요한 정보(예를 들면 MPEG 스트림의 각 레이어의 헤더가 되는 정보 등)을 부가하여, 그 결과 얻어지는

부호화 데이터를 MPEG 부호화 결과로서 출력한다.

양자화 회로(135)가 출력하는 양자화 DCT 계수 중에서, I 픽쳐 및 P 픽쳐는 나중에 부호화되는 P 픽쳐나 B 픽쳐<204>

의 참조 화상으로 사용하는데 로컬 디코드할 필요가 있기 때문에, 엔트로피 부호화 회로(136) 외에, 역양자화

회로(137)에도 공급된다.  또한, 역양자화 회로(137)에는 양자화 회로(135)에서 사용된 양자화 테이블도 공급된

다.

역양자화 회로(137)는 양자화 회로(135)로부터의 양자화 DCT 계수를, 마찬가지로 양자화 회로(135)로부터의 양<205>

자화 테이블에 따라서 역양자화함으로써, DCT 계수로 하고, 역DCT 회로(138)에 공급한다.  역DCT 회로(138)는

역양자화 회로(137)로부터의 DCT 계수를 역DCT 처리하고, 연산기(139)로 출력한다.  연산기(139)에는 역DCT 회

로(138)의 출력 외에, 움직임 보상 회로(140)가 출력하는 참조 화상도 공급되게 되어 있으며, 연산기(139)는 역

DCT 회로(138)의 출력이, P 픽쳐의 것인 경우에는 그 출력과, 움직임 보상 회로(140)의 출력을 가산함으로써,

원래의 화상을 복호하고, 움직임 보상 회로(140)에 공급한다.  또한, 연산기(139)는 역DCT 회로(138)의 출력이

I 픽쳐의 것인 경우에는, 그 출력은 I 픽쳐의 복호 화상으로 되어 있으므로, 그대로 움직임 보상 회로(140)에

공급한다.

움직임 보상 회로(140)는 연산기(139)로부터 공급되는, 로컬 디코드된 화상에 대하여, 움직임 검출 회로(131)로<206>

부터의 움직임 벡터에 따른 움직임 보상을 실시하고, 그 움직임 보상후의 화상을, 참조 화상으로 하여, 연산기

(132 및 139)에 공급한다.

다음에, 도 13은 도 1의 인코더(1)가 도 12에 나타낸 바와 같이 구성되는 경우의, 도 2의 복호부(21)의 구성예<207>

를 나타내고 있다.  도 2의 복호부(21)가 도 13에 나타낸 바와 같이 구성되는 경우에는, 도 2의 복호부(23) 및

도 6의 복호부(54 및 56)도 도 13에 나타낸 것과 동일하게 구성된다.

부호화 데이터는 엔트로피 복호 회로(151)에 공급되며, 엔트로피 복호 회로(151)는 부호화 데이터를 엔트로피<208>

복호하고, 양자화 DCT 계수를 얻음과 아울러, 그 부호화 데이터에 포함되는 움직임 벡터, 양자화 테이블, 그 밖

의 필요한 정보를 분리한다.  그리고, 양자화 DCT 계수 및 양자화 테이블은 역양자화 회로(152)에 공급되며, 움

직임 벡터는 움직임 보상 회로(156)에 공급된다.

역양자화 회로(152)는 엔트로피 복호 회로(151)로부터의 양자화 DCT  계수를, 마찬가지로 엔트로피 복호 회로<209>

(11)로부터의 양자화 테이블에 따라서 역양자화함으로써, DCT 계수로 하고, 역DCT 회로(153)에 공급한다.  역

DCT  회로(153)는 역양자화 회로(152)로부터의 DCT 계수를 역DCT 처리하고, 연산기(154)로 출력한다.  연산기

(154)에는 역양자화 회로(153)의 출력 외에, 움직임 보상 회로(156)가 출력하는, 이미 복호된 I 픽쳐 또는 P 픽

쳐를, 엔트로피 복호 회로(151)로부터의 움직임 벡터에 따라서 움직임 보상한 것이 참조 화상으로서 공급되도록

되어 있으며, 연산기(154)는 역DCT 회로(153)의 출력이 P 또는 B 픽쳐의 것인 경우에는, 그 출력과, 움직임 보

상 회로(156)의 출력을 가산함으로써, 원래의 화상을 복호하고, 블록 분해 회로(155)에 공급한다.  또한, 연산

기(154)는 역DCT 회로(153)의 출력이 I 픽쳐의 것인 경우에는, 그 출력은 I 픽쳐의 복호 화상으로 되어 있으므

로, 그대로 블록 분해 회로(155)에 공급한다.

블록 분해 회로(155)는 연산기(154)로부터 화소 블록 단위로 공급되는 복호 화상의 블록화를 풀어서, 복호 화상<210>

데이터를 얻어 출력한다.

또한, 움직임 보상 회로(156)는 연산기(154)가 출력하는 복호 화상 중의 I 픽쳐와 P 픽쳐를 수신하고, 엔트로피<211>

복호 회로(151)로부터의 움직임 벡터에 따른 움직임 보상을 실시한다.  그리고, 움직임 보상 회로(156)는 그 움

직임 보상후의 화상을, 참조 화상으로서 연산기(154)에 공급한다.
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한편, 부가 정보 출력부(157)는 상술한 바와 같이, 부호화 데이터를, 복호 화상 데이터로 복호하는 과정에서 얻<212>

어지는 정보를 취득하고, 그 정보 중의 일부 또는 전부를, 부가 정보로서 출력한다.

즉, 부가 정보 출력부(157)에는, 엔트로피 복호 회로(151)가 출력하는 양자화 테이블, 양자화 DCT 계수, 및 움<213>

직임 벡터나, 역양자화 회로(122)가 출력하는 DCT 계수가 공급되도록 되어 있다.  또한, 부가 정보 출력부(15

7)에는, 엔트로피 복호 회로(151)가 부호화 데이터를 엔트로피 복호함으로써 얻어지는 MPEG 스트림의 각 레이어

에 배치된 정보(예를 들면 픽쳐 타입이나, 블록의 위치 정보, 프레임 DCT 모드/필드 DCT 모드 등)도 공급되도록

되어 있다.  부가 정보 출력부(157)는 이들 정보 중의 일부 또는 전부를, 부가 정보로서 출력한다.

다음에, 상술한 일련의 처리는 하드웨어에 의해 행할 수도 있으며, 소프트웨어에 의해 행할 수도 있다.  일련의<214>

처리를  소프트웨어에  의해  행할  경우에는,  그  소프트웨어를  구성하는  프로그램이,  범용  컴퓨터  등에

인스톨된다.

따라서, 도 14는 상술한 일련의 처리를 실행하는 프로그램이 인스톨되는 컴퓨터의 한 실시 형태의 구성예를 나<215>

타내고 있다.

프로그램은 컴퓨터에 내장되어 있는 기록 매체로서의 하드 디스크(205)나 ROM(203)에 미리 기록해 둘 수 있다.<216>

또는,  프로그램은  플로피  디스크,  CD-ROM(Compact  Disc  Read  Only  Memory),  MO(Magneto  optical)  디스크,<217>

DVD(Digital Versatile Disc), 자기 디스크, 반도체 메모리 등의 착탈가능(removable) 기록 매체(211)에, 일시

적 또는 영속적으로 저장(기록)해 둘 수 있다.  이와 같은 착탈가능 기록 매체(211)는 이른바 패키지 소프트웨

어로서 제공할 수 있다.

한편, 프로그램은 상술한 바와 같은 착탈가능 기록 매체(211)로부터 컴퓨터에 인스톨하는 외에, 다운 로드 사이<218>

트로부터,  디지털  위성  방송용의  인공  위성을  통하여,  컴퓨터에  무선으로  전송하거나,  LAN(Local  Area

Network), 인터넷과 같은 네트워크를 통하여, 컴퓨터에 유선으로 전송하고, 컴퓨터에서는, 그와 같이 하여 전송

되어 오는 프로그램을, 통신부(208)에서 수신하고, 내장한 하드 디스크(205)에 인스톨할 수 있다.

컴퓨터는 CPU(Central Processing Unit)(202)을 내장하고 있다.  CPU(202)에는 버스(201)를 통하여, 입출력 인<219>

터페이스(210)가 접속되어 있으며, CPU(202)는 입출력 인터페이스(210)를 통하여, 사용자에 의하여 키보드나 마

우스,  마이크  등으로  구성되는  입력부(207)가  조작됨으로써,  지령이  입력되면,  그에  따라서  ROM(Read  Only

Memory)(203)에 저장되어 있는 프로그램을 실행한다.  또는, CPU(202)는 하드 디스크(205)에 저장되어 있는 프

로그램,  위성  또는  네트워크로부터  전송되며,  통신부(208)에서  수신되어  하드  디스크(205)에  인스톨된

프로그램, 또는 드라이브(209)에 장착된 착탈가능 기록 매체(211)로부터 판독되어 하드 디스크(205)에 장착된

착탈가능  기록  매체(211)로부터  판독되어  하드  디스크(205)에  인스톨된  프로그램을,  RAM(Random  Access

Memory)(204)에 로드하여 실행한다.  이에 따라서, CPU(202)는 상술한 플로우차트에 따른 처리, 또는 상술한 블

록도의 구성에 의해 실행되는 처리를 실행한다.  그리고, CPU(202)는 그 처리 결과를, 필요에 따라서, 예를 들

면 입출력 인터페이스(210)를 통하여, LCD(Liquid Crystal Display)나 스피커 등으로 구성되는 출력부(206)로

부터 출력, 또는 통신부(208)로부터 송신, 그리고 하드 디스크(205)에 기록시킨다.

여기에서, 본 명세서에 있어서, 컴퓨터에 각종 처리를 실행시키기 위한 프로그램을 설명하는 처리 단계은 반드<220>

시 플로우차트로서 기재된 순서에 따라서 시계열적으로 처리할 필요는 없으며, 병렬적 또는 개별적으로 실행되

는 처리(예를 들면 병렬 처리 또는 오브젝트에 의한 처리)도 포함하는 것이다.

또한, 프로그램은 한 컴퓨터에 의해 처리되는 것이어도 되고, 복수의 컴퓨터에 의해 분산 처리되는 것이어도 된<221>

다.  또한, 프로그램은 원방의 컴퓨터에 전송되어 실행되는 것이어도 된다.

한편,  본  발명은 특정의 부호화/복호 방식에 한정되지 않고 적용가능하다.   즉,  본 실시 형태에서는,  CELP<222>

방식, JPEG 방식, MPEG2 방식에 관하여 설명하였으나, 본 발명은 그 밖에도 예를 들면 M-JPEG(Motion JPEG) 방

식이나, MPEG1, 4, MP3(MPEG-1 Audio Layer 3) 방식, ATRAC(Adaptive TRansform Acoustic Coding) 방식 등의

여러 가지 부호화/복호 방식에 적용가능하다.

또한, 본 실시 형태에서는, 부호화 데이터를, 그 부호화 방식에 대응한 복호 방식에 의해 복호하도록 하였으나,<223>

부호화 데이터의 복호는 클래스 분류 적응 처리에 의해 행하는 것이 가능하다.  클래스 분류 적응 처리에 의한

부호화 데이터의 복호는 부호화의 대상이 되는 데이터를 교사 데이터로 함과 아울러, 그 데이터를 부호화한 부

호화 데이터를 생도 데이터로 하여 학습을 행하여 얻어지는 탭 계수를 이용함으로써 실행하는 것이 가능하다.

또한, 본 실시 형태에서는, 탭 계수를 이용한 선형 1차 예측 연산에 의해, 고품질의 데이터의 예측값을 구하도<224>
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록 하였으나, 이 예측값은 그 밖에 2차 이상의 고차 예측 연산에 의해 구하는 것도 가능하다.

또한, 본 실시 형태에서는, 디코더(2)의 클래스 분류 적응 처리 회로(24)에 있어서, 품질을 향상시키기 위한 탭<225>

계수를, 미리 기억해 두도록 하였으나, 탭 계수는 부호화 데이터에 포함하여, 디코더(2)에 제공하도록 하는 것

이 가능하다.

또한, 본 실시 형태에서는, 예측 탭을, 제1 복호 데이터 및 제2 복호 데이터 외에, 제1 부가 정보 및 제2 부가<226>

정보로부터 생성하도록 하였으나, 예측 탭은 그 밖에 예를 들면 제1 복호 데이터 및 제2 복호 데이터으로부터만

생성하도록 하는 것이 가능하다.  클래스 탭에 관해서도 동일하다.

산업상 이용 가능성

본 발명의 제1 데이터 처리 장치 및 데이터 처리 방법, 그리고 프로그램 및 기록 매체에 따르면, 부호화 데이터<227>

가 복호되고, 그 결과 얻어지는 복호 데이터가 부호화되어, 재부호화 데이터가 출력된다.  그리고, 학습을 행함

으로써 구해진 탭 계수와의 소정의 예측 연산을 행하는 예측 탭이, 복호 데이터 및 재부호화 데이터로부터 얻어

지는 정보로부터 생성되며, 예측 탭과 탭 계수를 이용하여 소정의 예측 연산을 행함으로써, 학습에 있어서 교사

로서 이용된 교사 데이터에 대응하는 예측값이 구해진다.  따라서, 예를 들면 품질이 충분히 개선된 데이터를

얻는 것이 가능해진다.

본 발명의 제2 데이터 처리 장치 및 데이터 처리 방법, 그리고 프로그램 및 기록 매체에 따르면, 교사가 되는<228>

교사 데이터로부터, 그 교사 데이터를 부호화하여 복호한 복호 데이터, 및 그 복호 데이터를 부호화한 재부호화

데이터로부터 얻어지는 정보가, 생도가 되는 생도 데이터로서 생성된다.  그리고, 교사 데이터를 예측하는데 이

용하는 예측 탭이, 생도 데이터로부터 생성되며, 예측 탭과 탭 계수를 이용하여, 소정의 예측 연산을 행함으로

써 얻어지는 교사 데이터의 예측값의 예측 오차가 통계적으로 최소가 되도록 학습이 행해지고, 탭 계수가 구해

진다.  따라서, 그 탭 계수를 이용하여 예측 연산을 행함으로써, 예를 들면 품질이 충분히 개선된 데이터를 얻

는 것이 가능해진다.

본 발명의 제3 데이터 처리 장치 및 데이터 처리 방법, 그리고 프로그램 및 기록 매체에 따르면, 데이터를 부호<229>

화한 부호화 데이터가 복호되고, 그 결과 얻어지는 복호 데이터가 부호화되어, 재부호화 데이터가 출력된다.

그리고, 클래스 분류에 이용하는 클래스 탭이, 복호 데이터 및 재부호화 데이터로부터 얻어지는 정보로부터 생

성되며, 그 클래스 탭에 의거하여 클래스 분류가 실행된다.  따라서, 데이터의 적절한 클래스 구분이 가능하게

된다.

도면의 간단한 설명

도 1은 본 발명을 적용한 데이터 전송 시스템의 한 실시 형태의 구성예를 나타낸 도면이다.<56>

도 2는 디코더(2)의 구성예를 나타낸 블록도이다.<57>

도 3은 클래스 분류 적응 처리 회로(24)의 구성예를 나타낸 블록도이다,<58>

도 4A 내지 도 4D는 클래스 분류부(33 및 59)의 구성예를 나타낸 블록도이다.<59>

도 5는 디코더(2)의 처리를 설명하는 플로우차트이다.<60>

도 6은 본 발명을 적용한 학습 장치의 한 실시 형태의 구성예를 나타낸 블록도이다.<61>

도 7은 학습 장치의 처리를 설명하는 플로우차트이다.<62>

도 8은 인코더(1), 부호화부(22, 52 및 55)의 제1 구성예를 나타낸 블록도이다.<63>

도 9는 복호부(21, 23, 54 및 56)의 제1 구성예를 나타낸 블록도이다.<64>

도 10은 인코더(1), 부호화부(22, 52 및 55)의 제2 구성예를 나타낸 블록도이다.<65>

도 11은 복호부(21, 23, 54 및 56)의 제2 구성예를 나타낸 블록도이다.<66>

도 12는 인코더(1), 부호화부(22, 52 및 55)의 제3 구성예를 나타낸 블록도이다.<67>

도 13은 복호부(21, 23, 54 및 56)의 제3 구성예를 나타낸 블록도이다.<68>

도 14는 본 발명을 적용한 컴퓨터의 한 실시 형태의 구성예를 나타낸 블록도이다.<69>
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