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(57) ABSTRACT 

The invention concerns a network comprising an intercon 
necting network and several network nodes that are coupled 
to said interconnecting network and are designed to adapt 
their local communication time schedule to the communica 
tion time schedule of at least one other network mode, prior to 
being integrated as active network nodes. A network node to 
be integrated checks the activity of other network nodes and 
if no activity is identified, sends out positional messages for 
other network nodes, said message being fixed by predeter 
mination in its communication time schedule. If a network 
node cannot be integrated as a reference node, it can only be 
integrated as an active node if it adapts its local communica 
tion time schedule to that of the reference node after receiving 
positional messages and if a check as to whether its own 
communication time schedule agrees with the communica 
tion time schedules of at least some of the active network 
nodes proves positive. 

8 Claims, 4 Drawing Sheets 
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1. 

NETWORK COMPRISING AN 
INTERCONNECTING NETWORK AND 
SEVERAL NETWORKNODES THAT ARE 
COUPLED TO SAD INTERCONNECTING 

NETWORK 

This application is the national stage of PCT/EP03/03506 
filed on Apr. 4, 2003 and also claims Paris Convention priority 
of DE 102 16984.5 filed on Apr. 16, 2002. 

BACKGROUND OF THE INVENTION 

The invention concerns a network comprising an intercon 
necting network and several network nodes which are 
coupled to the interconnecting network and are each config 
ured, before being integrated as an active network node, for 
adaptation of their local communication time schedule to the 
communication time schedules of at least one other network 
node. 
A network of this type can be used in automotive vehicle 

technology and can be derived e.g. from the magazine "Ele 
ktronik'. No. 14, 1999, pages 36 through 43 (Dr. Stefan 
Polenda, Georg Kroiss: “TPP: “Drive by Wire” in greifbarer 
Nähe'), wherein the TTP protocol (TTP time-triggered 
protocol) is used. This protocol permits reliable data trans 
mission and can therefore also be used in networks for safety 
relevant devices (e.g. brakes). 

It is the underlying purpose of the invention to provide a 
network comprising an interconnecting network and several 
network nodes which are coupled to the interconnecting net 
work, which permits synchronization of the network nodes 
after starting the network. 

SUMMARY OF THE INVENTION 

The object is achieved with a network of the above-men 
tioned type comprising the following features: 

The network contains an interconnecting network and sev 
eral network nodes which are coupled to the interconnecting 
network and are each configured, before being integrated as 
an active network node, for adaptation of their local commu 
nication time schedule to the communication time schedules 
of at least one other network node, wherein a network node to 
be integrated checks the activity of other network nodes and, 
if no activity is determined, serves as a reference network 
node for fixed transmission of position messages for other 
network nodes, which are predetermined in its communica 
tion time schedule, and a network node is provided for inte 
gration as an active network node after receipt of position 
messages for adaptation of its local communication time 
schedule to that of the reference network node and in case of 
a positive examination result for agreement between its own 
communication time schedule and the communication time 
schedules of at least part of the active network nodes. 
The invention concerns a network which ensures error 

tolerant synchronization of the network nodes which are 
coupled via an interconnecting network after starting or load 
ing the network. The interconnecting network may comprise 
any network topology and may transmit messages from or to 
the network nodes with or without signal amplification. A 
distributed Synchronous data bus, a star coupler etc. can be 
used as network topology. 
A common communication time schedule must be estab 

lished in the network nodes of the network. In accordance 
with the invention, the network node which attempts to define 
the communication time schedule for all other network nodes 
changes dynamically during operation. A statically deter 
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2 
mined, particularly characterized network node which solely 
determines the global communication time schedule and 
thereby solely permits initial synchronization of the local 
communication time schedules is not used. 

The communication time schedule represents the time 
dependence of the data exchange which describes exactly 
when a certain network node transmits certain data to the 
other network nodes and to the interconnecting network. The 
time schedule is already determined before operation. The 
overall data exchange between the network nodes is inte 
grated into this time schedule. 

Synchronization is rendered possible using position mes 
sages which are transmitted by each network node at a certain 
point in time which is predetermined by its respective local 
communication time schedule. The network node which does 
not receive any position messages from other network nodes 
is the reference network node for network nodes to be inte 
grated or synchronized at a later time. The other network 
nodes then try to adjust their respective local communication 
time schedule to that of the reference network node. If a 
network node has received the position messages of the ref 
erence network node and if its local communication time 
schedule has been adjusted to that of the reference network 
node, an examination phase follows in accordance with the 
invention. In this examination phase, it is determined whether 
the previous adaptation is correct and integration as an active 
network node transmitting its own position messages is 
effected only after a positive result is obtained. 
The invention ensures that the network nodes establish a 

common communication plan. A statically determined, par 
ticularly characterized network node which is the sole node 
dictating the global communication time schedule and 
thereby permitting initial synchronization of the local com 
munication time schedules, is not used. The network node 
which tries to predetermine the communication time schedule 
for all network nodes, changes dynamically during operation. 

Synchronization of a communication time schedule of a 
network node with one individual network node with errone 
ous operation compared to the other active network nodes is 
thereby prevented. An integrating network node selects the 
first network node from which a message is received as the 
reference network node for determining the current position 
in the communication time schedule. Only after adaptation of 
its own communication time schedule, is the established indi 
vidual view compared with that of all other available network 
nodes. Only if it is possible to determine that the local com 
munication time schedule of the network node corresponds to 
the global communication time schedule, can it actively par 
ticipate in the communication and be transferred to normal 
synchronized operation. Since the first step merely requires 
evaluation of information of a network node, i.e. of the ref 
erence network node, and not all available nodes are used for 
initial synchronization of the local communication time 
schedule, the method operated in the network can be realized 
with little expense. Measures for error-tolerant evaluation are 
not yet required in this phase. The error tolerance for the 
overall method is ensured by the final examination phase. 
A network node examines whether its own communication 

time schedule agrees with the communication time schedules 
of at least part of the active network nodes and counts the 
agreements and deviations. It is only integrated as an active 
network node if the number of agreements is higher than the 
number of deviations, or if there is no deviation. Moreover, 
the network node examines whether its own communication 
time schedule coincides with the communication time sched 
ules of at least part of the active network nodes during a time 
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interval for which all position messages of the other network 
nodes which take partin the communication are transmitted at 
least once. 

If no activity is detected, a network node to be integrated 
examines whether a further network node is attempting to be 
integrated as a reference network node. A collision message 
can be used in this case. If at least two network nodes simul 
taneously try to initiate first communication, collision recog 
nition is not required, since the inventive network ensures 
that, after a resolution phase, only one network node remains 
as an active node on the network. Towards this end, a network 
node initially transmits its own position message, counts 
incoming position messages and is integrated as a reference 
network node only if the number of correctly received posi 
tion messages is larger than the number of incorrectly 
received position messages or if all position messages are 
correctly received. 
The invention also concerns a network node in a network 

comprising an interconnecting network and several further 
network nodes which are coupled to the interconnecting net 
work, and to a method for integration of a network node as an 
active network node in a network with an interconnecting 
network and several further network nodes which are coupled 
to the interconnecting network. 

Embodiments of the invention are explained in more detail 
below with reference to the drawing. 

BRIEF DESCRIPTION OF THE DRAWING 

FIG. 1 shows a network comprising several network nodes 
and an interconnecting network; 

FIG. 2 shows a first flow chart which can be applied in a 
network node, 

FIG.3 shows a first timing diagram to explain the inventive 
network; 

FIG. 4 shows a second timing diagram to explain the inven 
tive network; 

FIG. 5 shows a third timing diagram to explain the inven 
tive network; and 

FIG. 6 shows a second flow chart which can be applied in 
a network node. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

FIG. 1 shows one embodiment of the inventive network. 
This network contains e.g. four network nodes 1 through 4. 
which are each coupled to an interconnecting network 5. The 
interconnecting network 5 represents any network between 
the connected network nodes 1 through 4. The connected 
network nodes 1 through 4 exchange messages via this inter 
connecting network 5 Such that the message of a transmitting 
network node can be received by all connected network 
nodes. The interconnecting network 5 may have any network 
topology and transmit the message without signal amplifica 
tion (passively) or with signal amplification (actively). An 
interconnecting network in the form of an active star coupler 
is disclosed e.g. in EP 1 179921 A2. The message transmis 
sion may thereby be effected via different transmitting media 
(electrical wire, optical transmission or wireless transmission 
e.g. radio or infrared transmission). The interconnecting net 
work may comprise more than one communication channel, 
i.e. consist e.g. of a redundant interconnecting network with 
two or more communication channels. 

Each network node 1 through 4 comprises at least one 
communication interface (not shown) which ensures 
exchange of messages via the interconnecting network 5 and 
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4 
a control and processing unit (not shown) which configures 
and controls the communication interface. The control and 
processing unit determines when the associated network node 
may participate in the communication via the interconnecting 
network 5 (release) and which data is transmitted using the 
messages or how the received data contents (useful data) are 
to be processed. 

For many control and automation applications which 
exchange application data via Such an interconnecting net 
work 5, it must be ensured that this application data is avail 
able with fixed temporal definition for each network node (1 
through 4) or participant. Under these preconditions, appli 
cation data which is processed only in connection with its 
temporal occurrence or the order in which it must be pro 
cessed with other data, cause a specified system or application 
function. 
The requirement for predeterminable occurrence of mes 

sages in a network is met e.g. through the so-called “time 
controlled communication” or through a “time-controlled 
protocol. A time-controlled protocol is based on a commu 
nication time schedule, whose timing was already determined 
before operation. The overall data exchange between the net 
work nodes 1 through 4 is integrated in this time schedule. A 
time schedule for data exchange (communication time sched 
ule) is produced which describes exactly which network node 
will transmit certain data to the other network nodes (1 
through 4) and to the interconnecting network 5 and at which 
time. The communication time schedule may also contain a 
reserved section wherein the message sequence is determined 
dynamically during the running time. Such a section within 
the communication time schedule is, however, not relevant 
for further discussion and is treated merely as reserved region. 
To realize this communication time schedule, a strict pre 

dictability must also be possible for access to the communi 
cation medium (interconnecting network). The TDMA 
method (time division multiple access) is thereby often used. 
Conflict-free access to a common communication medium is 
regulated in that a network node receives the exclusive right 
of transmission only for a short section within a time interval, 
referred to as message slot or message time slot. For static 
allocation of the right of transmission, the overall interval, 
which is referred to as the communication cycle, comprises 
the message time slots for all network nodes and is repeated 
periodically. Communication protocols thereby also permita 
network node to be associated with several message time slots 
within one communication cycle. 

In a communication system (network) which is based on 
TDMA, each network node requires common time informa 
tion which is matched among all participants, and which can 
be distributed e.g. through a central network node (time 
server) to all other network nodes. A central network node is 
unsuitable for safety-relevant and error-tolerant systems (e.g. 
electronic braking system of a vehicle), since failure of this 
component stops the entire communication. Time-controlled 
protocols such as e.g. the TTP method (time-triggered proto 
col) define a local time for each individual network node 
which is synchronized with other system participants to pro 
vide global correspondence. Towards this end, a granularity 
or resolution which can be uniformly used within the system 
is fixed for the global time. It must be guaranteed that all 
network nodes, within the fixed resolution, have a uniform 
view of the global time. For synchronized normal operation, 
each network node has a measuring phase to determine devia 
tions between its local time and the local times of the other 
network nodes (which are stored in the respective network 
node). After receipt of a synchronization message, the respec 
tive corresponding time of receipt is compared with the 



US 7,586,933 B2 
5 

expected time derived from the local clock time. Through 
evaluation of all available deviations from the other network 
nodes represented by their synchronization messages, each 
network node can determine correction terms. The frequency 
of the clock cycle of the local clock can thereby be adjusted 
temporarily or permanently and displacement of the phase 
positions between the local communication time schedules of 
the respective network nodes are added up during the mea 
Suring phase and can be additionally balanced in a correction 
phase. The position of the measuring phase and of the cor 
rection phase, which may overlap, must be synchronized in 
all nodes. 
The processing of a communication time schedule of a 

network node is based on its local clock cycle. The length of 
a local communication cycle therefore depends on the local 
clock cycle. Global clock synchronization during synchro 
nized normal operation keeps the local communication cycles 
in global correspondence. 

In all communication systems (networks) whose media 
access method requires synchronization of the participating 
network nodes, Suitable methods must ensure that the net 
work nodes pass from the non-synchronized state into the 
synchronized State after activation. In the synchronized State, 
the communication time schedules locally administered in 
the network nodes coincide Such that each active network 
node can use its reserved message time slots and a message 
sent therefrom falls into the same message time slot reserved 
for this transmission for all other network nodes. 
A common communication time schedule must be estab 

lished in the network nodes 1 through 4 of the network. In 
accordance with the invention, that network node which tries 
to predetermine the communication time schedule for all 
other network nodes is determined dynamically during opera 
tion. 

The synchronization of all network nodes to a global com 
munication time schedule is shown using the flow chart of 
FIG 2. 

Before release by a superior control unit (not shown in 
detail), the control unit performs all required settings for 
participation in the communication on the network node. 
Each network node knows the global communication time 
schedule and its own message time slots to be used for mes 
sage transmission within this communication time schedule. 

If a network node was released by the superior control unit 
(circle 6 in FIG. 2), the network node must decide which 
function to assume in the network. There are two possibilities 
for transfer of a network node into synchronized normal 
operation. The network node either runs through a first path in 
the flow chart with blocks 8 through 10, wherein it synchro 
nizes its local communication time schedule with at least one 
of another network node which actively transmits position 
messages, or a second path with blocks 11 through 16, 
wherein it actively tries to start a communication. In the 
synchronized state of the network, all network nodes or only 
certain network nodes (defined subset of network nodes) 
transmit at least one position message per communication 
cycle. The position messages are a regular part of the global 
communication time schedule. 
The decision which path a network node chooses is made in 

a superior block 17 (shown in broken lines in FIG. 2). The 
phase represented by block 17 concerns network observation 
and the selection of the first or second path. After release by 
the Superior control unit, a network node does not immedi 
ately start transmission but waits for a predetermined obser 
Vation time interval to determine whether a message is 
received. This is symbolically shown in an inquiry block 18 
through the inquiry “passive?”. If there is no activity in the 
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6 
network, i.e. the network node has determined a rest phase, it 
checks whether it can get active itself which is represented in 
the inquiry block 19 through “active?”. If the answer to this 
question is yes, the network node moves into path 2 to block 
11. If no such observation time interval without any network 
activity was observed, the network node is returned to block 
18 by inquiry block 19. During error-free operation, the 
observation time interval must be selected sufficiently large 
Such that an unsynchronized network node recognizes 
another network node which generates transmitting activity 
in accordance with the communication time schedule, as an 
already active network node. 

Each activity in the network which is received by a network 
node causes renewed start of the observation time interval. 
Messages which cannot be used for integration of the network 
node, cause new start of the observation time interval just like 
disturbances which have overcome a possible disturbance 
filter in the receiving path of the network node. 

If a position message is received within this observation 
time interval, the network node goes to block 20 at the inquiry 
block 18. The receipt of a position message enables the net 
work node to adjust the phase position of its local communi 
cation time schedule to the global communication time 
schedule of the network node (reference network node) from 
which the position message has been transmitted. 
The global communication time schedule is defined in that 

all active network nodes place their messages in accordance 
with their local communication time schedule. If these net 
work nodes are all synchronized, a uniform, global commu 
nication time schedule can be observed in the network. 
A network node which has not yet processed a synchro 

nized communication time schedule and therefore does not 
actively participate in the transmission, can derive the phase 
position of the global communication time schedule through 
receipt of a position message from a reference network node. 
Since it only receives information about the phase position of 
the local communication time schedule of the selected refer 
ence network node, this is valid only when the local commu 
nication time schedule of the reference network node corre 
sponds to the global communication time schedule. 

It is initially assumed that this assumption (reference net 
work node predetermines the global communication time 
schedule) is valid and only in a later phase, however, still 
before entry into synchronized normal operation (before the 
network node may actively participate in the communica 
tion), this assumption is checked and the decision revised, if 
necessary. 
The associated transmitting network node is determined 

from the position message and stored as the reference net 
work node (indicated in block 20 through “BestRef). If only 
one position message for a network node in the communica 
tion time schedule is admissible, the determination of the 
reference network node can be omitted and the position infor 
mation, e.g. the number of the message time slot can be stored 
for unambiguous reference identification. This information is 
then synonymous with the knowledge about the associated 
transmitting network node and permits unambiguous identi 
fication of the position information from this network node 
for synchronization of the communication time schedules. 
The inquiry block 21 following block 20 is also part of 

block 17 as are blocks 18 through 20, and determines whether 
the selected reference network node may be used as reference 
for adaptation of the phase position of its own local commu 
nication time schedule to that of the reference network node 
(represented by “Ref?). This inquiry is successfully passed 
since there are no limitations with respect to the admissible 
reference network node for the first integration attempt (entry 
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into the first path). These limitations are generated only in 
case of unsuccessful integration, i.e. leaving of the first path 
and reentry into block 17, i.e. the associated reference net 
work node may not be directly used again for a further inte 
gration attempt. 

Entry into the first path permits the network node to deter 
mine the phase position of its own local communication time 
schedule (clarified in FIG. 3). The time dependences of two 
network nodes K1 and K2 and of the position messages (P3, 
P5) of network N1 are thereby shown. The network node K1 
is thereby selected as reference network node by the network 
node K2. Each communication cycle KS (illustrated in FIG.3 
using long vertical lines) comprises 5 message time slots NZ 
in accordance with the communication time schedule. The 
individual message time slots within a communication cycle 
are symbolized by shorter vertical lines. The position mes 
sage P3 of the network node K1 occupies the third message 
time slot. The active transmission of this position message P3 
is shown by a rectangle having Solid lines. The position mes 
sage P5 of the network node K2 occupies the fifth message 
time slot. Further network nodes which occupy the other 
message time slots in the communication time schedule are 
not shown for reasons of clarity. 

Information about transmission of the position message of 
the network node K1 in the third message time slot can be 
derived directly from the position message. The network node 
K2 can therefore determine the phase position of the commu 
nication time schedule of the network node K1 after receipt of 
the position message P3 and appropriately adjust the position 
of its own communication time schedule. This is shown in the 
flow chart by AnglPh” in block 8. If the length of the message 
time slots is fixed and if the current message time slot is 
known, the network node K2 can calculate the current posi 
tion within the communication cycle. The phase position of 
the communication time schedule is therefore known to the 
network node K2. This point in time is characterized in FIG. 
3 by the event E1. After receipt of the position message P3 and 
calculating a phase (see flow chart of FIG. 2, block 8), the 
network node K2 knows the current position within the com 
munication cycle. The network node K2 can then precisely 
adjust the phase position of its local communication time 
schedule. The square with broken lines in FIG. 3 symbolizes 
the position of the position message of the synchronized 
network node K2 after the phase AnglPh'. However, this 
message is not yet actively transmitted. The message P5 is 
therefore not yet visible on the network N1 at this time. 

After expiration of the current communication cycle, the 
network node K2 enters phase “Plau', which is represented in 
FIG. 2 by block 9. This phase verifies whether integration of 
the network node K2 into the network N1 was successful. The 
network node K2 can evaluate messages received after initial 
synchronization in the test phase "Plau’using its own com 
munication time schedule. On the basis of the incoming posi 
tion messages, the network node K2 checks whether its 
understanding about the current position of the transmitting 
network node in the communication cycle is correct. The test 
time interval PZ used in this connection, which utilizes a 
network node K2 to check its own view compared to that 
derived from the received position messages of the other 
network nodes, is predetermined. It comprises at least one 
communication cycle to include all network nodes in the test 
which are currently active. The test time interval is preferably 
synchronized with the communication cycle, i.e. it starts at 
the beginning of a communication cycle. All network nodes 
which are currently in the test phase of the first path, and also 
network nodes which are currently in the test phase of the 
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8 
second path (explained below) use the same information 
basis, i.e. the same set of network nodes, to make a decision. 

During the test time interval, each network node which 
communicates the phase position of its local communication 
time schedule through its position message is classified into a 
category. The local phase position of the communication time 
schedule in the transmitting network node either agrees with 
that of the integrating network node or not. In both cases, a 
respective corresponding counter is incremented for the 
agreements (Z over) and the deviations (Z less). At the 
beginning of the test time interval, these counters are initiated 
with 0 and evaluated at the end of the test time interval. Each 
network node is considered only once within the test time 
interval. 

After expiration of the test time interval PZ (block 9), block 
10 examines whether synchronization of the network node to 
be integrated was successful which is shown by "Sync’”. 
Different rules may be applied in this connection. 
A first rule may state that a network node is not synchro 

nized if, at the end of the test time interval, the count value 
Z less is larger than Zero. In this case, there is at least one 
active network node in the network whose local communica 
tion time schedule is not synchronized with that of the net 
work node to be examined (and therefore also not with the 
communication time schedule processed by the reference 
network node). If the count value Z less is Zero, the count 
value Z over must be one or more in order to pass the inquiry 
block 10, since otherwise the reference network node is no 
longer active, which is also an indication of error. If a network 
node is configured to transmit no position message in accor 
dance with the communication time schedule, Z over must 
be at least two, since such a network node cannot transfer a 
network node in the second path, which is trying on its own to 
start communication, into the synchronized normal opera 
tion. Since a network node in the second path recognizes only 
through position messages that a communication between at 
least two network nodes was established, a network node 
which transmits no position messages may be integrated 
merely into an existing communication between at least two 
network nodes which transmit position messages. 
A second rule may permit synchronization of a network 

node even if erroneous network nodes are present. Availabil 
ity of communication is then a criterion for optimization, 
wherein for passing the inquiry block 10, the count value 
Z less must not exceed a fixed value, the count value Z over 
must not fall below a fixed value or a plurality of agreements 
(Z overd-Z less) are required. The majority decision is 
advantageous since it permits an unambiguous statementirre 
spective of the number of active network nodes used to come 
to a decision. If the count values Z less or Z over are fixed, 
the relationship to the overall number of network nodes must 
be taken into consideration in the evaluation. Also in this case, 
Z over must beat least two for a network node which does not 
transmit its own position message in accordance with the 
communication time schedule. 

If the test phase “Plau” has been successfully terminated 
after application of one of the two above-mentioned rules in 
the inquiry block 10, the network node may pass into Syn 
chronized normal operation. In this manner, the network node 
also obtains the transmitting authorization inaccordance with 
the communication time schedule. 

FIG.3 shows the test phase PZ which is exactly the length 
of one communication cycle. Since in this phase merely the 
reference network node K1 can be evaluated by the network 
node K2, which has predetermined the phase position of the 
local communication time schedule in the network node K2 
(network node K1 is the reference network node for K2), the 
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test in this example is, of course. Successful (count value 
Z over-1). At the start of the following communication 
cycle, the network node K2 may actively participate in the 
communication (shown by circle 22 in FIG. 2), i.e. it is in 
synchronized normal operation. This is shown in FIG. 3 in 
that the position message P5 is actively transmitted by the 
network node K2 (square with fully drawn line) and therefore 
appears on the network N1. 

If a network node determines in the inquiry block 10 that 
the condition is not met, it returns to block 17 and 18. In this 
case, the network node must decide again via inquiry blocks 
18 and 19 whether it enters the first or second path. In contrast 
to the case, wherein the network node enters block 17 directly 
after release by the Superior control unit, integration, guided 
by a particular reference network node has failed already at 
least once. This information is evaluated in a decision for 
passive integration via the first path in the inquiry block 21. 
After receipt of a position message, the network node can 
leave the inquiry block 18 to proceed to block 20 within the 
block 17 since a position message permits synchronization of 
the local communication time schedule. Based on this posi 
tion message, the associated network node which has trans 
mitted this position message is determined in block 20 and 
stored as reference network node. Subsequent inquiry in the 
inquiry block 21 must ensure that a network node does not 
permanently and exclusively try to repeatedly synchronize its 
communication time schedule with the communication time 
schedule of the same reference network node. Lack of such a 
mechanism could produce one of the following undesirable 
situations: 
A malfunctioning network node whose position message 

permits entry of other network nodes into the first path, but 
whose communication time schedule is not synchronized 
with the global communication time schedule which other, 
already active network nodes follow, can prevent any integra 
tion of further network nodes. If this network node occupies 
the first message time slot of a communication cycle, all 
network nodes which leave the first path after unsuccessful 
examination via the inquiry block 10, directly select the same 
malfunctioning network node for the following integration 
attempt. This process would be repeated again and again 
without the measures of the Suggested mechanism, and pre 
vent integration of further network nodes for as long as the 
malfunctioning network node remains active. 
The inquiry block 21 must therefore ensure that, after at 

least one failed integration attempt, another active network 
node (not the network node which was previously used as 
reference network node for the failed integration attempt) has 
the chance to be selected as reference network node by a 
network node in block 17. At the same time, a momentary 
disturbance (e.g. a transmitting disturbance which prevents 
correct receipt of a position message) must not be allowed to 
cause a network node to leave the first path and permanently 
exclude the actual reference network node in further integra 
tion attempts. The network node could thereby not be trans 
ferred to the synchronized normal operation even if the 
excluded network node operates without error after the failed 
integration attempt. 

To avoid these problems, the following methods are e.g. 
used: 

In a first method, the network node which reenters from the 
first path into block 17 stores the previous reference network 
node used for entrance into the first path as Kref old. The 
network node Kref old is not accepted as reference network 
node for a fixed dwell time interval, i.e. if a corresponding 
position message is received by this network node, the net 
work node remains in block 17. If during this dwell time 
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interval, a position message is received from which a new 
reference network node Kref new can be determined in block 
20, wherein Kref new is not equal to Kref old, the network 
node may leave the inquiry block 21 in the direction of the 
first path (block 8). 
To avoid permanent exchange between two erroneous net 

work nodes, a fixed or arbitrary number of position messages 
which were received during the dwell time in block 17, can be 
omitted before the inquiry block18 is left again towards block 
20 and renewed entry into the first path is possible. After 
expiration of the dwell time interval without reentering the 
first path, the reference network node Kref old which was 
prohibited up to then, may be used again as a new reference 
network node for further entry into the first path under the 
precondition that a new position message is received by this 
reference network node Kref old and the corresponding net 
work node is determined in block 20 with 
Kref new=Kref old. The dwell time interval is restarted with 
each transfer between the inquiry block 10 and block 17. The 
duration of the dwell time interval should suitably be selected 
Such that an active network node can be selected as reference 
network node from the set of all network nodes. 

In a second method, a network node which reenters block 
17 from the first path, stores the previous reference network 
node used for entry into the first path as Kref old. The net 
work node Kref old is not accepted as reference network 
node for a fixed dwell time interval, i.e. if a corresponding 
position message is received by this network node, the net 
work node remains in block 17. During this dwell time inter 
val, the network node decides on the basis of a stored data 
base, which network node is used as reference network node 
for a further integration attempt. The inquiry block 21 is left 
towards the first path only if the reference network node 
Kref new determined in block 20 is stored in the database. 
This database and the associated order in which the network 
nodes are used as reference network nodes, can be statically 
configured or be dynamically generated during the phase in 
which a network node remains in the first path. The dynami 
cally generated data base must contain an entry for each 
position message, which was received while the network 
node was in blocks 8 and 9. 

This second method also permits that after expiration of the 
dwell time interval without renewed entry into the first path, 
the reference network node Kref old which was prohibited 
up to now may be used again as a new reference network node 
for further entry into the first path under the above-mentioned 
conditions. 
The database may also facilitate complicated algorithms 

which permit longer monitoring of the previous course for 
integration of a network node. All network nodes which have 
been used as reference network nodes for a failed integration 
attempt, may be blocked as reference network nodes until all 
network nodes which are stored in the database have been 
used once as reference network nodes. 

A further dwell time interval may be additionally defined 
which is started at the first failure of an integration attempt. 
After its expiration, all network nodes are used again as 
reference network nodes. All network nodes are thereby 
available as potential reference network nodes if integration 
was not possible by the method for selection of a reference 
network node on the basis of the described database. 

The following describes what happens if a network node 
has a positive answer to the inquiry in the inquiry block 19 and 
enters the second path. It then tries to actively establish com 
munication. In a first step, the possibility must be addressed 
that more than one network node enters the second path. 
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If the collision symbol KO is not transmitted, the situation 
shown in FIG. 4 may occur. The network node K2 enters the 
second path at event E2 and the network node K1 with a time 
delay at event E3 (two message time slots later). The events 
E2 and E3 are triggered after expiration of the inquiries in the 
inquiry blocks 18 and 19 in block 17. Both network nodes K1 
and K2 start their communication cycle locally and transmit 
their position messages in accordance with the communica 
tion time schedule. The network node K1 transmits the posi 
tion message P3 and the network node K2 simultaneously 
transmits the position message P5. Both messages collide on 
network N1 and can therefore not be correctly received by 
other network nodes. If the collision cannot be recognized by 
the transmitting network nodes K1 and K2, as is the case e.g. 
for optical transmitting media, both network nodes will con 
tinuously try to establish communication. Since the other 
network nodes cannot receive a correct position message, and 
at the same time, permanent network activity prevents entry 
of a further network node in the second path, communication 
between the network nodes of the network is permanently 
blocked. 

The second path therefore starts in the flow chart with the 
statement that a collision symbol KO is initially transmitted 
(block 11). The communication time schedule is subse 
quently periodically processed. The collision symbol KO is 
not an element of the communication time schedule. The 
collision symbol KO may have any characteristics but it may 
not be a valid position message. 
The effect of introduction of the collision symbol KO for 

Solving a situation with more than one network node in the 
second path is shown in FIG. 5. A unique time interval exists 
in the network between the collision symbol KO and the 
individual position message in accordance with the commu 
nication time schedule due to the fact that each network node 
transmits this collision symbol KO before processing its local 
communication time schedule. This means that the network 
nodes which enter the second path at the same time and 
transmit a collision symbol KO, will in any event issue their 
position message in the following respective communication 
cycle at different times. Collision of position messages of 
different network nodes is no longer possible. A network node 
can thereby receive a position message which is present in the 
communication time schedule before its own position mes 
sage and can be observed on the network. This network node 
subsequently leaves the second path and returns to block 17. 
Only the network node which was the first to transmit its 
position message remains in the second path. 

FIG. 5 shows that the network nodes K1 and K2 enter 
simultaneously into the second path after simultaneous expi 
ration of the observation time intervals in block 17 (events E4 
and E5). The network node K1 and also the network node K2 
transmit their respective collision symbol KO. Both network 
nodes Subsequently start processing their local communica 
tion time schedule. The collision symbol KO synchronises 
both network nodes within the second path. A time delay 
between two network nodes in the second path as shown in 
FIG.4, which would be possible in a system without collision 
symbol KO. can no longer occur. As soon as a network node 
enters the second path at an earlier time than another network 
node, it prevents entry of further network nodes into the 
second path through transmission of the collision symbol KO 
which causes a new start of the observation time interval for 
the remaining network nodes in block 17. 

In accordance with the communication time schedule, the 
network node K1 is the first to transmit its position message 
P3 (see FIG. 5). This is shown in the flow chart in block 12 by 
“SendPos’. The position message P5 of the network node K2 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

12 
occurs later in the communication time schedule. The net 
work node K2 no longer transmits its position message P5. 
since it receives the position message P3 from the network 
node K1 (event E6). The examination whether another net 
work node has already transmitted a position message is 
shown in the flow chart of FIG. 2 in block 13 through “Check 
Act”. If a network node (network node K2) has detected a 
position message, it leaves the second path and moves from 
block 13 to block 17 to start a new observation time interval. 
FIG. 5 moreover shows that the network node K2 enters the 
first path upon receipt of the Subsequent position message P3 
(event E7). The inquiry blocks 18 and 21 are thereby passed 
and the network node K2 selects the network node K1 as the 
reference network node. The available position information 
P3 permits appropriate adjustment of the phase position of the 
local communication time schedule of the network node K2. 
The network node K2 Subsequently passes the test phase 
“Plau” in block 9 which is successfully terminated since the 
reference network node K1 is used as single network node for 
examination and confirms the phase position of the local 
communication time schedule of the network node K2 
(K over=1, K. less=0). At the start of the next communica 
tion cycle, the network node K2 passes into synchronized 
normal operation (event E8). 

In the phase in block 14, a network node transmits its 
position message (block 12, phase “SendPos') in accordance 
with the communication time schedule. During the remaining 
time, i.e. when the network node is not actively transmitting, 
it checks whether receipt of transmitting activity from another 
network node is possible (block 13, phase “Check Act') on 
the connecting network. The network node remains in the 
block 14 phase for a fixed number of communication cycles. 
The phases “SendPos” and “Check Act” are thereby not suc 
cessive in time, but are performed in accordance with the 
communication time schedule. 

Various rules can also be defined to influence the decision 
during the test “Check Act” in block 13, as to whether a 
reception event occurred, which causes transfer to block 17. 

For a network which does not react to malfunctioning 
network nodes or disturbed messages or tolerates the occur 
rence of errors, the following rule may be defined: 

Each correct position message is evaluated as a received 
event in block 13 and causes a network node to Subsequently 
return to block 17, thereby ensuring that only one network 
node remains in the second path. 

For a network which tolerates malfunctioning network 
nodes or disturbed messages, i.e. must react to their behavior 
in a predetermined manner, the following rule may be 
defined: 

Each correct position message, and also a collision symbol 
or a disturbed message (which can be detected e.g. by a 
detected error in a code safety method, such as e.g. a CRC test 
sum) is evaluated as a received event in block 13. This rule 
may be extended such that the reception of a certain partial 
feature of a message or even any type of network activity 
which overcomes a possibly existing disturbance filter in the 
receiving path, is evaluated as a received event in block 13. 
The less specific the definition of a received event for a 
network, the more sensitive is the reaction of a network node 
in the second path to disturbances or to malfunctioning net 
work nodes. The network node in the second path then returns 
to the initial phase in block 17 and observes the further com 
munication proceedings, i.e. restarts its observation time 
interval. 
The predetermined number of communication cycles, dur 

ing which a network node remains in block 14, depends on the 
duration of the phases of the blocks 8 and 9. It must be 
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prevented that a network node in the first path successfully 
passes the inquiry block 10, whereas the reference network 
node returns to block 17 through a slight disturbance in the 
phase in block 14. A condition for dimensioning of the time 
intervals in block 14 and in blocks 8 and 9 relative to each 
other is therefore: 
The network node in the second path must no longer be in 

block 14 but must already be in block 15 when a network node 
in the first path processes its test time interval, at the end of 
which synchronized normal operation may be entered via 
inquiry block 10. 

For the flow chart shown in FIG. 2, a communication cycle 
is Sufficient for processing in block 14, if processing in block 
8 is terminated within the communication cycle in which the 
position message for reference determination was received 
and the test time interval (block 9) starts with the next com 
munication cycle. Within this one communication cycle in 
block 14, the parallel entry of more than one network node 
into the second path is also addressed. If the duration of the 
phase of block 8 is longer, the length of the phase in block 14 
is also adjusted (prolonged) for the network. It is important 
that a network node in the second path remains in the block 14 
phase for as long as possible to be able to react to all possible 
errors (block 13). 

If the network node in the second path has remained in 
block 14 for the predetermined number of communication 
cycles, and was not reset through passage to block 17, it 
passes on to block 15. While the network node is in the block 
15 phase, it continues to transmit its position message in 
accordance with the communication time schedule. The net 
work node additionally verifies in block 15 (“Verif), whether 
its communication with at least one further network node has 
been Successfully established. A network node may assess 
position messages on the basis of its own communication 
time schedule just like in block 9. Incoming position mes 
sages can be examined as to whether the position information 
which contains a statement about the current position of the 
transmitting network node within the communication cycle, 
corresponds to the local understanding. A verification time 
interval is defined which the network node utilizes in the 
second path in block 15 for verification of its own view with 
respect to the view of the other network nodes as derived from 
the received position messages. It comprises at least one 
communication cycle so that all network nodes can be 
included in the test. The verification time interval is prefer 
ably synchronized with the communication cycle, i.e. it starts 
at the beginning of the communication cycle. In contrast to 
the test phase in block 9, the verification time interval is 
cyclically repeated for as long as no position message has 
been received in the verification time interval (test phase in 
block 15). This situation happens e.g. when a network node 
obtains release by the superior control unit at an earlier time 
than the other network nodes of the network. This network 
node then passes through blocks 17, 11 and 14 and enters 
block 15 before any other network node can react to the 
specification of the communication time schedule, i.e. can be 
synchronized thereto. A network node can remain in block 15 
for a longer time and wait to be selected as reference network 
node by one or more network nodes, be transferred to Syn 
chronized normal operation via the first path and actively 
transmit a position message, which the network node in block 
15 can receive. If a verification time interval is terminated 
without receiving a position message, a new verification time 
interval is started in block 15 and no evaluation and inquiry is 
carried out in the following inquiry block 16. 

During the verification time interval, each network node 
which communicates the phase position of its local commu 
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nication time schedule through its position message, is clas 
sified into a category. The local phase position of the com 
munication time schedule in the transmitting network node 
either coincides with that of the predetermining network node 
in the second path, or they do not coincide. In both cases, a 
respectively corresponding counter for the coincidences 
(Z over) and deviations (Z less) is incremented and evalu 
ated at the end of the verification time interval. Each network 
node is considered only once within the verification time 
interval. The inquiry block 16 is successfully passed only 
when the majority of the active network nodes process their 
local communication time schedules Synchronously to each 
other, i.e. Z. Over is larger than Z less. 
The network node located in block 15 is called the speci 

fication network node. At block 15, this specification network 
node must consider that it also actively transmits position 
messages. For this reason, it must consider itself as a synchro 
nized network node in making a decision in the inquiry block 
16. This may be effected through previous initialization of the 
counter Z over with a count value of one or through adjust 
ment of the inquiry in the inquiry block 16. The transition into 
synchronized normal operation takes place when Z over is 
larger or equal to Z less. Due to the fact that the specification 
network node also counts itself during verification of syn 
chronized communication, a critical situation involving only 
two further network nodes, one of which operates errone 
ously, can be prevented. If the specification network node is 
not counted, the specification network node would return to 
block 17 in case of one correctly functioning network node 
and a second malfunctioning network node. As long as the 
remaining two network nodes transmit their position mes 
sages while the phase positions of the communication time 
schedule do not coincide, no further network node may be 
synchronized since this constellation always causes failure in 
block 9 and 10 of the first path. 

Since the specification network node actively transmits its 
position message in the second path, it can assume that net 
work nodes in the first path have used it as the reference 
network node and use this information for the test in block 9. 
If no errors occur, only position messages are received during 
the verification time interval which confirm the reference 
network node in the second path. 

If a network node can Successfully pass the inquiry “Syn 
cNK'?” in inquiry block 16, it enters into synchronized normal 
operation. If a network node has received at least one position 
message during a verification time interval and the decision in 
the inquiry block 16 is therefore due, it must return to block 17 
if it is rejected. If the count value Z over is initiated with the 
value one at the start of the verification time interval, the 
network node in the inquiry block 16 is rejected if the count 
value Z less is larger or equal to the count value Z over. 

In a highly disturbed environment (e.g. irradiation onto the 
network) a network node might not be able to leave block 17. 
since neither correct position messages are received nor does 
the observation time interval elapse to signal Suspense of 
activity in the network for a fixed duration. If a network 
should also be synchronized in this case, a reset level must be 
defined for the network nodes which permits a network node 
to enter into the second path despite Such a situation. Towards 
this end, a time window counter is started upon entry into 
block 17, which is not restarted when the network node 
receives network activity. This time window is larger than the 
regular observation time interval. If this time window elapses, 
a network node moves to the second path to block 11 and tries 
to establish communication. If a network node leaves block 
17 before expiration of this time window, the time window 
counter is stopped. If the network node fails in the first or 
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second path, the time window counter can either be reset or 
continue from the stored state before entry into the first or 
second path. Selection of one of these alternatives produces 
different strategies for the reset level which substantially 
differ with respect to the time at which a network node enters 
the second path in consequence of the expired time window. 
A network node which has a disturbed receiving circuit 

(not shown) can still transmit messages but not receive them. 
Such a network node will enter the second path since, within 
the observation time interval in block 17, no network activity 
can be observed (even if other network nodes are e.g. in 
synchronized normal operation). It will always remain in 
block 15 since the inquiry block 16 will not permit passage of 
the network node into synchronized normal operation. The 
network node still permanently transmits its position message 
and disturbs the possibly parallel running communication of 
other network nodes. A further reset level may be defined as 
a remedy, which provides, after expiration of a fixed time 
during which the network node cannot be synchronized via 
the second path, that a network node loses authorization for 
entry into the second path. A counter may be defined which 
counts the number of communication cycles during which the 
network node was in the second path. When the counter 
reaches a fixed limit value, the network node can no longer 
pass the inquiry block 19 in the direction of block 11. Only 
passive integration via the first path is still possible for this 
network node. This state can be eliminated only by the supe 
rior control unit. 
An additional rule for the inquiry block 19 may be defined 

which specifies that a network node may enter the second path 
only when the Superior control unit provides special release. 
In this case, active trial of a network node to establish com 
munication is not possible until explicitly allowed by the 
Superior control unit. In this phase, the network node can be 
integrated into running communication via the first path. The 
Superior control unit in a network node thereby controls in 
which role, i.e. via which path, the network node enters the 
communication. 

If a network node is not given transmission right by the 
superior control unit in the network node, the network node 
cannot enter the second path but may be synchronized with a 
predetermined communication time schedule via the first 
path. Withholding of the transmission right may be advanta 
geous e.g. if, for diagnosis, only communication shall be 
monitored without active participation. For transfer into Syn 
chronized normal operation, wherein the network node is still 
passive, the same rules are valid for the inquiry block10 as for 
the network nodes which do not transmit their own position 
message. 
The synchronization of the phase positions of the local 

communication time schedules within the network nodes is 
the required precondition for performance of the media 
access method in normal operation and thereby the determin 
istic data exchange using the interconnecting network. More 
over, further parameters may be locally administered in a 
network node which must be globally matched. One example 
is a counter for the communication cycles which is locally 
administered in the respective network nodes. If its current 
count value is transmitted with a message, the count value 
may be used by the receiver to validate the co-transmitted data 
by comparing the transferred count value with the local count 
value. Moreover, the measuring phase of the global clock 
synchronization can e.g. be synchronized throughout the net 
work using the local count value of a cycle counter in the 
respective network node. 

Such a cycle counter may also be used to fill the data fields 
within a message with different contents independence on the 
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current cycle count value. The receiver can evaluate this deci 
sion on the basis of its own cycle counter which is synchro 
nized with that of the transmitter, without having to transfer 
information about the content. For Such parameters as the 
above-described cycle counter, the same method may be used 
as described for synchronization of the phase positions of the 
communication time schedules. A network node can thereby 
distribute its parameter set in the second path (e.g. the count 
value of the cycle counter) to all network nodes which use 
same for initiating their local parameter sets (e.g. cycle 
counter). The examination mechanisms are analogously 
used. The above described position message may also contain 
further parameters and the counters for agreement (Z over) 
are incremented in the block 9 and block 15 phases only if all 
parameters to be synchronized agree. In case of one or more 
deviations within the parameter set, the corresponding 
counter (Z less) is incremented. 

In networks with which each network node is provided 
with its own cycle source, different cycle frequencies could 
occur in practice, even if all cycle sources operate at the same 
nominal frequency. In dependence on the cycle source used, 
initial tolerances of the actual frequency and further fre 
quency changes, e.g. through ageing, cannot be prevented. 
During normal synchronized operation, the above-described 
global clock synchronization ensures that the temporal posi 
tion and length of the communication time schedules of all 
network nodes coincide within the resolution or accuracy 
which is specific for the network. A network node can per 
form synchronization through adjustment of the phase of its 
communication time schedule only when the frequency dif 
ferences or inaccuracies of the local cycle Sources are Small. 
It must be ensured that the communication time schedules are 
not shifted relative to each other between the phases of blocks 
8 and 9 or 14 and 15. The measures for synchronization 
during running operation must then be started only upon entry 
into synchronized, normal operation. 

For networks having cycle sources with large tolerances 
(used e.g. for reasons of cost) or wherein, due to the long 
service live, high deviations from the nominal frequency must 
be expected, the above-mentioned assumption cannot be 
guaranteed. In this case, the communication time schedules 
would be shifted between the phases of blocks 8 and 9 or 14 
and 15, which prevents synchronization. 
To solve this problem, the flow chart shown in FIG. 2 in 

accordance with the invention is supplemented by further 
blocks to obtain the extended flow chart shown in FIG. 6. The 
first path is supplemented by a block 23 between inquiry 
block 21 and block 8 and by an inquiry block 24 between 
blocks 8 and 9. 

Block 23 performs adjustment of the local clock cycle of 
the integrating network node to the reference network node. A 
measuring phase is thereby started in the network node upon 
first occurrence of the position message of the reference net 
work node and is stopped by the second occurrence of the 
position message of the reference network node. The duration 
of the communication cycle of the reference network node for 
the network node in the first path is thereby known. The local 
clock cycle of the network node and the corresponding dura 
tion of its local communication cycle is Subsequently 
adjusted to the clock cycle of the reference network node. 
This phase is shown in block 23 by AnglCl’. The network 
node Subsequently operates with the adjusted clock cycle 
(e.g. in the phase “AnglPh'). 

After adjustment of the local clock cycle, the phase posi 
tion of the local communication time schedule is adjusted to 
the phase position of the communication time schedule of the 
reference network node using only the second position mes 
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sage of the reference network node (in block 8). If the second 
position message has not occurred after expiration of a dwell 
time interval, the network node returns to the initial phase, i.e. 
to block 17. This inquiry is carried out in the inquiry block 24 
and is designated with "SynAn?”. The duration of this dwell 
time interval must be at least equal to the duration of a com 
munication cycle and the maximum possible offset between 
the phase positions of the local communication cycles of two 
non-synchronized network nodes. When the network node 
returns to the initial phase, the local clock cycle of the net 
work node is reset to the nominal setting. This means that the 
correction for adjustment of the clock cycle to the reference 
network node is reversed. 
The above-described measures can be extended such that a 

network node already carries out the above-described mea 
sures for error-tolerant global clock synchronization in the 
first path of the flow chart during the test phase in block 9. A 
network node thereby evaluates the synchronization informa 
tion of all received position messages, i.e. it determines the 
deviation in the phase position between the local communi 
cation time schedules of the transmitting network nodes and 
of its own communication time schedule during the test phase 
in block 9. A network node in the first path can be transferred 
into synchronized normal operation only if the method for 
global error-tolerant clock synchronization which is based on 
the position messages received during the test phase in block 
9 signals that synchronization was obtained within the limits 
of possible accuracy. If correction terms were determined 
which show that the network node is beyond the admissible 
time deviation, the network node must be rejected at inquiry 
block 10. 

The global clock synchronization is based on a pattern 
which consists of the measuring phase for correction term 
determination and the correction phase for adjusting the local 
phase position of the communication time schedule and pos 
sibly for adjustment of the local clock cycle. If e.g. two 
successive communication cycles are required for the mea 
suring phase to be able to determine a correction term for the 
local clock cycle and if the correction phase for adjustment of 
the phase position of the communication time schedule must 
not disturb the measuring phase, all network nodes of a net 
work must uniformly follow the same synchronized flow 
scheme which consists of measuring and correction phase. 
This period which consists e.g. of two communication cycles, 
must be synchronized to a pattern in all network nodes which 
can then be supported by the cycle counter. This pattern may 
e.g. always start with a communication cycle with even count 
value. A network node located in block 17 may then enter into 
the first path only if it receives a position message with a count 
value which ensures synchronization with the pattern. Rejec 
tion can be ensured by the inquiry block 21. Before entry into 
the test phase in block 8, a network node sets its local cycle 
counter to that value which it can derive from the received 
position message of the reference network node. By means of 
the cycle counter, the network node is synchronized to a 
pattern which must be uniformly processed in the overall 
network. For this reason, the value of the cycle counter must 
be compared with those of the other active network nodes 
within the test phase in block 9. Agreement is a requirement 
for transfer into synchronized normal operation as must be 
additionally ensured through inquiry block 10. 
A network node in the second path can also carry out the 

measures for error-tolerant global clock synchronization dur 
ing the test phase in block 15. A network node in the second 
path can pass into synchronized normal operation only if the 
methods for clock synchronization, based on the position 
messages received during the test phase in block9, signal that 
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synchronization was obtained within the limits of possible 
accuracy. Otherwise, the network node is rejected in inquiry 
block 16. 

In the above-described method, the position message also 
combines the features of a synchronization message per se. 
This means that the exact temporal occurrence of this Syn 
chronization message is measured by receiving network 
nodes and compared with the expected receiving time, to 
determine the deviation between the position of the local 
communication time schedules of the receiving network node 
and of the reference network node and thereby between the 
local clocks. A comparison, i.e. formation of the difference 
between two successive deviation terms, determined from the 
synchronization message of the same network node permits 
determination of a correction term for the local clock cycle. 
For synchronization message it is also true that a receiving 
network node must be able to associate the synchronization 
message uniquely with the corresponding reference network 
node. To determine the correction terms from all measured 
deviations, it must be ensured that several synchronization 
messages of a network node do not produce an imbalance of 
the average value formation. If only one synchronization 
message per network node is permissible in the communica 
tion time schedule, determination of the associated reference 
network node from the synchronization message can be omit 
ted. 
The method can also be realized if the features of the 

position messages and the synchronization messages are not 
combined in one message but if these messages are entered 
separately in the communication time schedule. Both mes 
sages of one network node in the second path must always be 
transmitted within a communication cycle and the network 
nodes in the first path or in the second path must always take 
into consideration both messages and their information con 
tent in the block 9 and 15 phases. A position message within 
a time interval of the block 9 or 15 phases, without the asso 
ciated synchronization message, (and vice versa) can there 
fore not be used for evaluation. 

We claim: 
1. A network system, the system comprising: 
an interconnecting network, 
a reference network node communicating with said inter 

connecting network, said reference node having a refer 
ence node communication time schedule; and 

a plurality of network nodes coupled to said interconnect 
ing network, said network nodes each being adapted to 
detect, before integration as an active network node. 
whether or not there is any activity of other network 
nodes and, if no activity is detected, to assign itself as 
said reference network node and to transmit position 
messages predetermined in a communication schedule 
to other network nodes, and each network node is 
adapted to select, if activity is detected, a network node 
from which a position message is received as said refer 
ence network node and to adjust its local communication 
time schedule to said reference node communication 
time schedule, wherein each network node is adapted to 
integrate as an active network node in case of a positive 
result of an agreement check between said local com 
munication time schedule and communication time 
schedules of at least a part of active network nodes. 

2. The network system of claim 1, wherein each network 
node is adapted for examination of whether its local commu 
nication time schedule coincides with communication time 
schedules of at least part of said active network nodes and for 
counting agreements and deviations, wherein each network 
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node is adapted for integration as an active network node only 
when a number of agreements is larger than a number of 
deviations. 

3. The network system of claim 2, wherein each network 
node, for examination as to whether its said local communi 
cation time schedule coincides with the communication time 
schedules of at least part of said active network nodes, is 
provided with a time interval, in which all position messages 
of said active network nodes can be transmitted at least once. 

4. The network system of claim 1, wherein, after detection 
of no activity, a network node to be integrated is adapted to 
examine whether a further network node attempts to integrate 
itself as said reference network node. 

5. The network system of claim 4, wherein, after detection 
of no activity, a network node to be integrated is adapted to 
transmit a collision message. 

6. The network system of claim 4, wherein during exami 
nation for integration as a reference network node, each net 
work node is adapted to initially transmit its own position 
message, to count incoming position messages, and to be 
integrated as said reference network node only if a number of 
correctly received position messages is larger than a number 
of the incorrectly received position messages. 

7. A network node in a network system, the system com 
prising: 

an interconnecting network; 
a reference network node communicating with said inter 

connecting network, said reference node having a refer 
ence node communication time schedule; and 

a plurality of network nodes coupled to said interconnect 
ing network, said network nodes each being adapted to 
detect, before integration as an active network node, 
whether or not there is any activity of other network 
nodes and, if no activity is detected, to assign itself as 
said reference network node and to transmit position 
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messages predetermined in a communication schedule 
to other network nodes, and, if activity is detected, to 
Select a network node from which a position message is 
received as said reference network node and to adjust its 
local communication time schedule to said reference 
node communication time schedule, wherein each net 
work node is adapted to integrate as an active network 
node in case of a positive result of an agreement check 
between said local communication time schedule and 
communication time schedules of at least part of active 
network nodes. 

8. A method for integrating a network node as an active 
network node in a network system, the network system hav 
ing a reference network node and an interconnecting network 
for connecting together a plurality of network nodes and the 
reference network node, the method comprising the steps of 

a) detecting, before integrating as an active network node, 
whether or not there is any activity of other network 
nodes; 

b) if no activity is detected in step a), transmitting position 
messages predetermined in a communication time 
schedule to other network nodes; 

c) if activity is detected in step a), selecting a network node 
from which a position message is received as said refer 
ence network node and adjusting a local communication 
time schedule to said reference network node based on 
receipt of position messages from said reference net 
work node; 

d) testing for agreement between the local communication 
time schedule and communication time schedules of at 
least part of active network nodes; and 

e) integrating into the network system as an active network 
node if step d) yields a positive result. 


