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(210) of the particular super block, wherein shifting to the second block (216) occurs entirely during the writing to the first block
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Specification

ORGANIZATION OF BLOCKS WITHIN A NONVOLATILE MEMORY UNIT TO
EFFECTIVELY DECREASE SECTOR WRITE OPERATION TIME

BACKGROUND OF THE INVENTION

Cross Reference To Related Applications

This application is a continuation-in-part of a previously-filed U.S. patent application,
entitled “SPACE MANAGEMENT FOR MANAGING HIGH CAPACITY NONVOLATILE
MEMORY?”, Application No. 09/283,728, filed on April 1, 1999, the inventors of which are
Petro Estakhri, Berhanu Iman and Min Guo and another previously-filed U.S. patent application,
entitled “MOVING SECTORS WITHIN A BLOCK OF INFORMATION IN A FLASH
MEMORY MASS STORAGE ARCHITECTURE”, Application No. 09/264,340, filed on March
8, 1999, the inventors of which are Petro Estakhri, Berhanu Iman and Ali Ganjuei, which is
continuation of U.S. Patent 5,907,856, issued on May 25, 1999 and entitled “MOVING
SECTORS WITHIN A BLOCK OF INFORMATION IN A FLASH MEMORY MASS
STORAGE ARCHITECTURE” and another previously-filed U.S. patent application, entitled
“INCREASING MEMORY PERFORMANCE IN FLASH MEMORY DEVICES BY
PERFORMING SIMULTANEOUS WRITE OPERATION TO MULTIPLE DEVICES”,
Application No. 09/030,697, filed on February 25, 1998, the inventors of which are Petro
Estakhri and Berhanu Iman. The disclosure of all of these patent documents is incorporated by

reference herein as though set forth in full.

Field of the Invention

This invention relates generally to the field of digital storage systems employing non-
volatile memory devices such as flash memory and particularly to decreasing the time associated
with writing information to the nonvolatile memory devices thereby increasing overall system

performance.
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Description of the Prior Art

Recently, solid state memory has gained popularity for use in replacing mass storage
units in various technology areas such as computers, digital cameras, modems and the like. For
example, in digital cameras, the use of solid state memory, such as flash memory, replaces
conventional films.

Flash memory is generally provided in the form of semiconductor devices (or chips) with
each device made of a large number of transistor memory cells and each cell being individually
programmable. The programming (or writing) and erasing of such a memory cell is limited to a
finite number of erase-write cycles, which basically determines the lifetime of the device.
Furthermore, an inherent characteristic of flash memory cells is that they must be erased and
verified for successful erase prior to being programmed.

Accordingly, use of flash memory entails erasing the area of memory that once contained
information every time prior to re-programming the same area. In a flash memory device, write
and erase cycles are generally time-consuming thereby significantly reducing the performance of
a system utilizing flash memory as its mass storage.

In applications employing flash memory devices, such as personal computers and digital
cameras, a host writes and reads information to the flash memory devices through a controller
device, which is commonly in the form of a semiconductor device. Such information is
organized in sectors with each sector including user data information and overhead information,
collectively referred to as sector information. The user data portion of a sector is typically 512
bytes in length although other size sectors may be similarly employed. The controller, upon
receiving sector information from the host, during a host-commanded write operation, writes
sector information to the flash memory devices in accordance with a predetermined sector
organization. While the host may be accessing multiple sectors, each sector is written to the
flash devices one at a time.

In storing and/or retrieving a data file (data files may be any computer files including
commercial software, user program, word processor software document, spread sheet file and the

like), a computer (or host) system provides what is referred to as the logical block address
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indicating the location of where the host believes the data file to exist within the mass storage.
The host-provided address may be in the form of cylinder. head and sector (CHS), which is
converted to a logical block address format upon receipt by the controller. The same applies to
digital camera applications. The controller then translates the logical block address (LBA) into a
virtual logical block address (VLBA) and uses the latter to look-up a virtual physical block
address (VPBA) within a space manager look-up-table (LUT). Upon retrieving the VPBA, the
controller uses the same to access the data file within flash memory. The data file is stored in
blocks within the nonvolatile memory with each block having a predetermined number of
sectors. For example, a block comprises 16 sectors and each sector includes 512 bytes of user
data information and various bytes of extension or overhead information, such as flags, ECC and
the like. The VPBA is translated into a PBA for locating a particular block within the
nonvolatile memory.

Each time a data file is changed, the latest version of the file is stored in an available (or
‘unused”) location within the flash memory that is identified by a new physical location (or new
PBA). Upon using much of the free (or available) locations within the flash memory for updated
files, an erase operation may be needed to make available ‘old” locations for storage of
additional information. Since erase operations are time-consuming (as are write operations),
there is a trade-off as to the frequency of performing erase operations to the time expended for
searching for free locations within the flash memory as more and more locations are used prior
to the next erase operation. Efforts are continuously made to try and find ways of improving
system performance by reducing the number of erase operations or reducing the search time
associated with locating blocks of information within the nonvolatile memory.

Information in the nonvolatile memory or flash memory is stored under the direction of
the controller and it is done so in the form of sectors and a number of sectors define a block. A
block may include 16, 32 or other number of sectors. But once blocks are determined to include
a predetermined number of sectors, this determined size defines each block. Thus, information
that is stored in nonvolatile memory is organized in blocks and each block is uniquely
addressable by the controller. Each block is further comprised of multiple sectors with each

sector being defined by 512 bytes plus additional storage space for storing non-data information,
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such as flags, address and error correction code (ECC) information. Although a sector may have
data storage spaces other than 512 bytes. In some prior art systems, during an erase operation, an
entire block is erased whereas in other prior art systems, the sector may be erased. Each sector
within a block is uniquely addressable for reading and writing information from and to the
nonvolatile memory. A unique value is maintained within each block that contains sector
information as a Virtual Logical Block Address (VLBA) for use in reconstructing the addressing
or mapping information associated with the nonvolatile memory during power-up. As is well
known by those skilled in the art, when power is lost, information méintained in volatile
memory, such as Random Access Memory (RAM) is lost. The mapping information regarding
the block information stored within the nonvolatile memory is generally maintained in a look-
up-table (LUT) within volatile memory, as will now be further described.

Currently, in computers wherein large files such as commercial software and user
programs are stored within flash memory and in digital cameras wherein large picture files are
stored within flash devices, the files are written one sector at a time within flash. Due to the
latency associated with each write operation, the performance of these systems when storing
large quantities of information is limited. Some of the steps associated with a write operation
performed on a particular sector is to shift a write command into the flash (memory) device
being written, shift sector information into the flash device being written and then start to write
(or program) the write command followed by the sector information into the block within which
the sector information is to be stored. Generally, for a 512-byte sector, 30 psec. is needed to
shift sector information into the flash device. 200 usec. is needed to actually write the sector
information into the flash device. One of the limitations of prior art systems is that one sector is
written at-a-time, thus, more than 230 usec. are needed to write each sector. Where each block
contains 16 sectors that must be written thereto, more than 16 x 230 usec. is necessary to write
all of the sectors, which considerably slows system performance when writing many sectors.

One way prior art systems have attempted to overcome this problem is by addressing two
sectors at-a-time to allow for writing of two sectors at-a-time. While these prior art techniques

decrease the actual sector information write time by a factor of two, there is still twice as much
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time needed to shift two sectors worth of sector information. In the example provided
hereinabove, 200 psec. (as opposed to 400 upsec.) is required to perform the actual writing of
1024 bytes of sector information. however, 2 x 30 psec. or 60 psec. is required to shift 1024
bytes of sector information. Thus, to write two sectors having 512 bytes of user data, a total of
approximately 260 psec is required. To help in understanding such prior art systems, an
example is provided by reference to Figs. 1 and 1a.

In Fig. 1, a prior art digital storage system 600 is shown to include a flash device 602 and
a flash device 604. Each flash device is organized into blocks of information starting from
Block 0 and continuing in sequential order to Block N (N being an integer number). Two blocks
in like locations within the flash devices are used to write 32 sectors of information as each
block of a flash device, in this example, includes 16 sectors. The sectors are numbered with
even sectors being stored in flash device 602 and odd sectors being stored in flash device 604
although this is an arbitrary design choice and the opposite may be done. The sectors are
numbered so as include 32 sectors within a two-block location distributed over two flash
devices. Moreover, the numbering of the sectors causes switching between the flash devices in
that, for example, the first sector, SO, appears in the first sector storage location of the first block,
Block 0, of the flash device 602, the second sector, S1, appear‘s in the first sector storage location
of the first block, Block 0, of the flash device 604, the third sector, S2, appears in the second
storage location of the first block, Block 0, of the flash device 602, the fourth sector, S3, appears
in the second storage location of the first block, Block 0, of the flash device 604.

The reason for the even and odd numbering of the sectors between the two blocks of each
of the flash devices is to enable loading of sector information in-parallel using a data bus,
DB7:0 616, for coupling sector information to and from the flash deice 602 and another data bus,
DB15:7 624 for coupling sector information to and from the flash device 604. A FCEQ* signal
620 enables or selects the flash devices for shifting command/address and sector data and
overhead information therein when active. The signal 620, in this example, is an active low

signal.
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Fig. la is a timing diagram of the signals depicted in the prior art Fig. 1 for use in
explaining the operation of the latter. In Fig. la, the data bus DBI5:0 is effectively a
combination of the busses 616 and 624 and the WE* signal is one of the signals included in the
control signals 622. When low. the WE* signal causes shifting of information into the flash
devices. Initially, command and address information for sectors SO and S1 is shifted into the
flash devices. Next, sector user data and ECC information is shifted into the flash devices.
Flash device 602 receives 512 bytes of data through the 616 bus and flash device 604 recevies
512 bytes of data through the 624 bus. Upon completion of shifting of all of the sector
information, the controller starts the write operation, which causes the Frdy/Bsy* signal 618 to
be activated (goes from a high state to a low state). Serial shifting of the command/address
information and shifting of the sector information and the start of the write command consume
approximately 30 psec. in the case where each sector includes 512 bytes of user data. When the
Frdy/Bsy* signal 618 goes low, approximately 200 psec. thereafter, the writing (or
programming) of sector information (user data and ECC) is completed for a sector having 512
bytes. Actually, in this case, in 200 psec., 512 words (each word being two bytes) 1S
programmed because the two busses 616 and 624 couple information to the flash devices 602
and 604, respectively and in-parallel. Thus, the entire write operation takes approximately 230
psec. to complete. Upon completion of writing to sectors SO and S1, the same process takes
place for programming sectors S2 and S3 followed by programming of S4 and S5.

Some of the limitations with the prior art technique that was just discussed and described
in Figs. 1 and la are that there are more physical input/output pins required on the controller
device. Specifically, due to having two data busses, 616 and 624, there are twice as many data
bus lines necessary. In fact, if this prior art technique was to be used for programming more
sectors in parallel and thus having additional flash devices configured in-parallel, the
requirement for added data busses would increase and ultimately the number of controller pins
would be impractical. Just as an example, to have four flash devices in-parallel where four
sectors may be programmed in parallel, there would be an additional 16-number of pins needed

on the controller device (for 16 additional data bus signals totaling 32 signals). This clearly
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increases manufacturing costs related to the controller device and may lead to a larger device that
additionally drives costs higher.

Another drawback related the prior art system of Figs. 1 and la is that prior to the
beginning of the shifting of the first sector information, the host need load the buffer with the
number of sectors that are to be programmed otherwise, the time to program the sectors
increases substantially. This affectively leads to a bigger buffer size, which increases
manufacturing costs.

Thus, while such prior art techniques cut the time required for performing sector write
operations by processing two sectors at-a-time, additional time, i.e. double the time for shifting
sector information, is nevertheless necessary to complete the write operation.

Therefore, the need arises for a method and apparatus to decrease the amount of time
associated with a controller device’s writing of sector information to nonvolatile memory by
performing some of the tasks associated with writing to one sector in-parallel with writing to
another sector thereby increasing overall system performance while maintaining the pin-count of
the controller device the same and avoiding additional costs in connection with manufacturing of

the system.

SUMMARY OF THE INVENTION

Briefly, an embodiment of the present invention includes a nonvolatile memory system
for storing sector information in storage locations within nonvolatile memory organized into
blocks, a plurality of blocks defining a super block and each block having a predetermined
plurality of sectors. The nonvolatile memory system includes a controller for shifting sector
information to a first and a second block of a particular super block and writing sector
information to a first block of the particular super block, wherein shifting to the second block
occurs entirely during the writing to the first block thereby decreasing the time required to
perform write operations to blocks and increasing overall system performance.

The foregoing and other objects, features and advantages of the invention will be
apparent from the following detailed description of the preferred embodiments which made

reference to the several figures of the drawing.
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IN THE DRAWING

Fig. 1 shows a prior art digital storage system employing a 16-bit data bus, DB7:0 and
DB15:8 for programming two flash devices in-parallel.

Fig. la shows a timing diagram of relevant signals used to program the flash devices of
Fig. 1.

Fig. 2 shows a digital storage system 10 including a memory unit 16 in accordance with
an embodiment of the present invention.

Fig. 3 shows an example of the organization of blocks within the memory unit 16 of the
digital system of Fig. 2.

Fig. 4 depicts a timing diagram for the programming of sector information for the
example of Fig. 2.

Fig. 5 illustrates a timing diagram of an alternative embodiment of the present

invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

Referring now to Fig. 2, a digital storage system 10, which may be a part of a computer
(personal computer (PC)), digital camera and the like is shown in accordance with an
embodiment of the present invention coupled to a host 12. The digital system 10 includes a
controller device 14 and a nonvolatile memory unit 16. The host 12 is coupled to read
information from and write information to the memory unit 16 under the direction of the
controller device 14. The memory unit 16 is comprised of one or more nonvolatile memory
devices (in Fig. 2, two of the memory devices 34 and 36 are shown included in the memory unit
16 although other number of memory devices may be employed) in accordance with the present
invention. Each of the nonvolatile memory devices is an integrated circuit (or semiconductor
device, as commonly referred to by the industry). The nonvolatile memory devices may be flash,
EEPROM (Electronically Erasable Programmable Read Only Memory) or other type of solid

state memory.
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The host 12 is shown to communicate with the controller 14 through host bus 18 and the
controller device 14 is shown coupled to the memory unit 16 through memory signals 20.

The controller device 14 is generally an integrated circuit (or semiconductor) shown to
include a host interface circuit 22, a microprocessor circuit 24, a volatile storage unit 26 and a
space manager/flash interface circuit 28. In alternative embodiments, the controller device 14
may not necessarily be a semiconductor device and can be formed from digital logic coupled
onto a printed circuit board or the like. The host interface circuit 22 is for coupling the host 12
through host bus 18, which includes an address bus, a bi-directional data bus and control signals
(not shown separately). Depending on the architecture of the host being employed, the host
address and data busses may be comprised of a single bus carrying both address and data
information by multiplexing address and data signals onto the same bus. It should be noted that
the term bus as used herein includes multiple electrical conductors or signal lines. The host bus
18 may be a PCMCIA interface, an ATA interface or other kinds of interfaces employed by the
industry.

The host interface circuit 22 is shown coupled to the host bus 18 and is further shown to
be coupled through a microprocessor bus 30 to the microprocessor circuit 24. The
microprocessor circuit 24 is further coupled to the space manager/flash interface circuit 28
through the microprocessor bus 30, which facilitates communication of address and data
information and control signals therebetween. The microprocessor circuit 24 is coupled to read
and write information to the volatile storage unit 26 through a volatile storage bus 32. The host
interface circuit 22 is further shown coupled to a buffer unit 50 through the microprocessor bus
30. As will be more apparent shortly, information is communicated between the host 12 and the
controller device 14 through the host interface circuit. Sector information, provided by the host
12 for storage within the memory unit 16 or to be transferred to the host 12 from the controller
device 14, is stored in the buffer unit 50. The buffer unit 50 is generally formed of one or more
random-access-memory (RAM) devices or other similar memory devices. In one embodiment of
the present invention, the size of the buffer device 50 is such that it can store four sector-size
worth of information with each sector being 512 bytes (of user data). In other embodiments of

the present invention, other sizes of the buffer device 50 may be employed without departing
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from the scope and spirit of the present invention. It should however be noted that the size of the
buffer is, in part. a function of the number of flash devices that are being employed. That is, in
the example provided hereinbelow with reference to certain figures, two flash devices are
employed with a “super’ block including two blocks and with sectors of each flash device being
addressed in a ping-pong fashion between the two flash devices. In such a configuration, the
size of the buffer 50 need at least include storage space for two sectors (in the case where each
sector is 512 bytes, the buffer size need at least be 1024 bytes). In the case where there are, for
example, four flash devices being employed (not shown in the following figures), since four
sectors in like-locations within a super block are addressed in a ping-pong fashion, the buffer
size need at least include storage space for four sectors.

In one embodiment of the present invention, the microprocessor circuit 24 is an Intel
8051 processor, alternatively, the microprocessor unit 24 may be any general-purpose processor
unit. The volatile storage unit 26 is generally a read-access memory (RAM) for storing firmware
code that is executed by the microprocessor circuit 24. Information between the host 12 and the
controller 14 is transferred through the host bus 18 and information between the controller 14
and the memory unit 16 is coupled through the memory signals 20. The memory unit 16 is
comprised of two or more nonvolatile memory devices, such as 34 and 36. The size of each of
the nonvolatile memory devices 34 and 36 may vary depending on the application of the digital
system 10. Nonetheless, this size is generally referred to by bytes where each byte is 8 bits. For
example, in one application. the size of the nonvolatile memory unit 16 is 160MB (mega bytes)
together with each flash or nonvolatile memory device being 32MB. In another application, the
size of the nonvolatile memory unit 16 is 80MB with each flash memory device being 16MB.
The nonvolatile memory devices 34 and 36 are of the memory type that preserve their contents
even during a power-down. Typical examples of nonvolatile memory devices are flash or
EEPROM devices comprised of floating gate cells and manufactured by companies such as
Toshiba, Hitachi and the like.

While not shown in Fig. 2, the space manager/flash interface circuit 28 includes a space
manager control unit 38, a flash interface circuit 40 and a space manager storage unit 42. The

space manager unit 38, in one embodiment of the present invention, is comprised of a state
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machine for controlling the information that is stored in a look-up-table (LUT) maintained
within the space manager storage unit 42. Alternatively, the functions of the space manager
control unit 38 may be performed by other types of hardware and/or software as understood by
those of ordinary skill in the art. The space manager storage unit 42 is of a volatile type of
memory, such as RAM, for storing block addressing and status information within the LUT.

Still not shown in Fig. 2, the memory signals 20 include a flash address bus, a bi-
directional flash data bus and flash control signals. Some of these signals will be further
described with respect to other figures included herein.

In operation, the host 12 accesses the memory unit 16 from time to time and during
performance of various operations such as reading and writing to the memory unit 16. In doing
50, the host 12 provides an address identifying a location for reading or writing of data. The
host-provided address is coupled onto the host bus 18 for use by the controller 14 in accessing or
reading information to and from the memory unit 16. In one embodiment, the host-provided
address is in the form of CHS (cylinder, head and sector). This type of addressing is adopted
from systems using hard disks where such an addressing scheme was used to identify a particular
location on the disk. With the advent of nonvolatile memory for storage of information
however, the CHS address format need be converted to a value for identifying a location within
the nonvolatile memory unit. Thus, when a CHS address is coupled onto the host bus 18, the
controller 14 converts the same to a logical block address (LBA). The LBA is then coupled
through the microprocessor bus 30 for use by the space manager/flash interface unit 28.
Alternatively, the host 12 provides an LBA type of address to the controller 14, in which case,
while conversion is still performed, it is not a CHS to LBA conversion. The latter conversion
merely displaces the LBA, as is also performed when the former conversion, i.e. CHS to LBA,is
used. The reader will note that as previously discussed herein, a block is defined to include a
predetermined number of sectors, such as 16, 32 or other number of sectors. In yet another
embodiment, the host 12 performs conversion of the CHS address to an LBA address, displaces
the same and provides the resulting displaced address to the controller 14.

The LBA calculation may be performed by hardware or firmware. In the case where

firmware is used to calculate the LBA, the microprocessor 24 performs such function by
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execution of the firmware code stored in the volatile storage unit 26. In the case where hardware
is used to calculate the LBA, a state machine block (not shown in Fig. 2) performs such a
calculation.

After calculation of the LBA according to the equation hereinabove, the LBA is
translated to a VLBA (Virtual Logical Block Address) value by masking certain least significant
bits of the LBA. For example, in the case where 16 sectors per block is employed, the VLBA is
calculated from the LBA by a logical ‘AND’ of the LBA with the hexadecimal value Ox3FFFFO.
This essentially results in the LBA being preserved except for the 4 least significant bits thereof.
In the case where 32 sectors per block are employed, the VLBA is calculated by a logic ‘AND’
of the LBA value with the hexadecimal value of Ox3FFFEOQ, which is effectively masking the 5
least significant bits of the LBA and preserving the remaining bits, and so on. In the case where
the concept of ‘super block’ is employed as will be discussed hereinabelow in detail, the number
of masked bits is a function of the size of the ‘super block’. That is, as each super block has a
number of blocks with each block being defined by a number of sectors, the total number of
sectors of the super block dictates the number of bits to be masked to form the VLBA value.
The translation of the LBA to VLBA is performed by the space manager/flash interface 28. This
translation may be performed by either hardware or software.

In Fig. 2, the VLBA is then coupled onto the microprocessor bus 30 from the
microprocessor 24 to the space manager control unit 38 of the space manager/flash interface
circuit 28 where it is used to address the LUT (Look-Up-Table) of the space manager storage
unit 42. In fact, the VLBA is used to address a particular location of the LUT wherefrom a
VPBA (virtual physical block address) is retrieved. It should be noted that a particular LBA
value may be used to point to various PBA values. For example, if the host wishes to write to a
location that is identified by a particular LBA value, the particular LBA value is then used to
look up a VPBA value in the LUT. This VPBA value may be, for example, ‘20’ but the next
time the host wishes to write to the same LBA-identified location, the VPBA value retrieved
from the LUT may be ‘200’ rather than ‘20°. The way in which this is done is with the use of
certain flag information that is also maintained within the LUT. Briefly, the first time after an

erase operation that a particular LBA location is being addressed by the host for writing thereto,
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the information is written and a flag field within the LUT corresponding the particular LBA is
marked as ‘used’ so that the next time the host wishes to write to that same location prior to an
erase operation, a different location within the memory unit 16 is identified by a different PBA
for such writing. Accordingly, there is no one-to-one relationship between the LBA and the
PBA. For further explanation of flag fields and the LBA and PBA LUT addressing, the reader is
directed to a U.S. Patent No. 5,907,856 issued on May 25, 1999, entitled “Moving Sectors
Within a Block of Information in a Flash Memory Mass Storage Architecture”, the inventors of
which are Petro Estakhri, Berhanu Iman and Ali R. Ganjuei and the disclosure of which is herein
incorporated by reference as though set forth in full.

In PC applications, a block of information is typically a sector as employed in
conventional hard disk drives, with each sector typically including space for 512 bytes of data
and additional space for overhead information, although other-sized sectors may be similarly
employed.

Microprocessor 24 executes instructions in the form of program code from the volatile
memory unit 26 (such as ROM (read-only memory) or RAM (read-and-write memory)) located
either within or outside of the microprocessor 24. The microprocessor 24 further instructs the
space manager control unit 38 to use the LBA, originated by a CHS value provided by the host,
to find the next unused (or free) addressable storage block location available within the memory
unit 16. During a host write operation, this unused block location is stored in the LUT and
during a host read operation, this block location is read from the LUT. The address value
identifying a location within the memory unit 16, as stored within the LUT, is referred to as a
Virtual Physical Block Address (VPBA). The space manager control unit 38 may employ any
one of a variety of algorithms to find the next available (or free) block located within the flash
memory devices. An example of a space manager is disclosed in an earlier-issued patent, U.S.
Pat. No. 5,924,113, entitled “Direct Logical Block Addressing Flash Memory Mass Storage
Architecture”, issued on January 13, 1999 with the inventors being Mahmud Assar and Petro
Estakhri, the disclosure of which is herein incorporated by reference as though set forth in full.

The reader is particularly directed to Figs. 11-13 and discussions regarding the same. In
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alternative embodiments, however, other space management methods and apparatus may
likewise be employed by the present invention.

The VLBA value is ultimately used to look up a VPBA value from the LUT. The LUT is
comprised of rows and columns with each row being addressed by a VLBA value. During a read
operation, the VLBA value is used to address a particular row of the LUT for retrieving
therefrom, the VPBA. During a write operation, the VLBA is used to address a particular row of
the LUT for storing a VPBA value including certain flag information. The VPBA is ultimately
translated to a Physical Block Address (PBA) for identifying a particular sector location within
the memory unit 16.

The LBA value is coupled onto the microprocessor bus 30 by the microprocessor 24 for
use by the space manager/flash interface 28 where it is translated to a VLBA address. Four bits
of sector indicates the use of 16 sectors per block since 2 to the power of 4 equals 16. The
VLBA is derived by masking the sector bits (the masked sector bits will be referred to as sector
offset value), which in this example include 4 bits. The block and chip select information
remain the same. The chip select bits are used to select a particular one of the plurality of
nonvolatile memory devices included within the memory unit 16, such as one of the devices 34
or 36. The block information identifies a particular block within the selected nonvolatile
memory device. The VLBA is also written to the nonvolatile memory as the block is stored,
written or moved in the nonvolatile memory. That is, the VLBA is written in the last row of the
block. Alternatively, the VLBA may be written to any of the other rows of the block. This will
be further explained with respect to the following figures.

Referring now to Fig. 3, the memory unit 16 is shown to include a flash device 200 and a
flash device 202, each of which is a semiconductor device. As earlier noted, the memory unit 16
may include more or less flash memory devices. It should be understood that in Fig. 3, each
flash device 200 and 202 is shown to include information that is organized in blocks, starting
from Block 0 to Block N with each set of blocks, Blocks 0-N, being included within one flash
device.

In Fig. 3, the flash device 200 is shown to include N blocks (N being an integer number),
specifically Block 0 210, Block 1 212 to Block N 214. Similarly, the flash device 202 is shown
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to include N blocks, specifically, Block 0 216. Block 1 218 to Block N 220. The flash devices
200 and 202 communicate to the controller device 14 (shown in Fig. 2) through the memory
signals 20. The memory signals 20 are shown to include a data bus, DB 7:0 242, control signals
240, which include signals for reading, writing and erasing, a flash ready /busy (Frdybsy*) bus
222, a flash chip enable 0 (FCEO*) signal 224 and a flash chip enable 1 (FCE1*) signal 226.
The Frdybsy Bus 222 includes a flash ready/busy 0 (Frdy/bsy0*) signal 228 for indicating when
the flash device 200 is ready to be programmed or alternatively busy and a flash ready/busy 1
(Frdy/bsy1*) signal 230 for indicating when the flash device 202 may be programmed and when
it is busy and thus cannot be programmed. The FCEO* signal 224 is used to enable the flash
device 200 prior to a write, read or erase operation. Similarly, the FCE1* signal 226 is used for
enabling the flash device 202 prior to a write, read or erase operation. The signals included
within the memory signals 20 are developed by the controller device 14. In one embodiment of
the present invention, the FCEO* and FCE1* signals are active low, that is, they are active when

bl

their state is a low voltage or approximately ‘0’ volts. When at the latter state, these signals
cause the corresponding flash device to be activated or ready to be written thereto. Similarly,
when the Frdy/bsy0* and Frdy/bsy1* signals are low, this indicates that their corresponding flash
device is busy (or being programmed, read or erased) whereas if these signals are ‘high’ (a
voltage level that is at a substantially higher potential than a ‘low’ voitage level), their
corresponding flash device is ready for programming. This is an arbitrary design choice in that
these signals may be configured to be active high or of opposite polarity than that which is
indicated in the example of Figs. 3 and 4.

The bus DB 7:0 242 is used to couple data to be programmed into or read from the flash
devices. The 242 bus is an eight-bit bus in one embodiment of the present invention and may be
other number of bits alternatively. The 242 bus is connected to both of the flash devices 200 and
202. The states of the FCEO* and FCE1* signals along with states of other control signals
indicate which flash device data is being read from or written thereto. For example, if the
FCEO* is ‘low’ and the WE* signal (a signal not shown in Fig. 3 but included in the control

signals 240 as will be shown in Fig. 4) is low, the flash device 200 will be programmed with the

information that is coupled onto the bus 242 and even though the bus 242 is connected to the
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flash device 202, the latter will not be programmed because its flash enable, or the FCE1* 226 is
*high’ and not active.

Each of the blocks of the flash device 200, Block 0-N, 210-214, and each of the blocks of
the flash device 202, Blocks 0-N, 216-220, are shown to include 16 sector storage locations 232
for storing sector information including user data and ECC information (and alternatively other
types of overhead information). It should be noted that in alternative embodiments, each of the
blocks (210-214 and 216-220) may include other than 16 sectors. For example, in a system
having memory unit of capacity 128 Mbits, there may be 32 sectors used per block whereas
using a capacity of 64 Mbit requires 16-sector blocks.

Two blocks in like locations within the flash devices 200 and 202 form a ‘super block’.
For example, as shown in Fig. 3, a super block 0 204 includes Block 0 210 of flash device 200
and Block 0 216 of flash device 202. A super block 1 206 is shown to include the Block 1 212
of flash device 200 and the Block 1 218 of flash device 202 and a super block N 208 is shown to
include the Block N 214 of flash device 200 and the Block N 220 of flash device 202. While a
super block is shown to include two blocks, one from each flash device, alternatively, a super
block may include more than two blocks and if so, a super block will include blocks situated in
like locations within each of the flash devices. Alternatively, Blocks 0-N of the flash device 200
and Blocks 0-N of the flash device 202 may be included in the same semiconductor device.

In operation, upon command from the host 12 (shown in Fig. 2), sector information is
written by programming the first sector storage location 232 (S0) of the Block 0 210 of the flash
device 200. However, being that typically, more than one sector of information is stored within
the memory unit 16, the next sector information is then stored in the first sector storage location
232 (S1) of the Block 0 216 of the flash device 202. The next sector information is stored in the
second sector storage location (S2) of the Block 0 of the flash device 200 and the following
sector information is stored in the second sector storage location (S3) of the Block 0 216 of the
flash device 202 and so on. Accordingly, 32 sectors of information may be stored within a super
block. This effectively increases the programmability size of a block relative to prior art in that
in the prior art, a block of each flash device is programmed followed by another block and so on.

The configuration of the present invention allows for overlapping of tasks associated with
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effectuating a write operation to a super block, as will be apparent shortly. in a manner so as to
decrease the amount of time associated with writing sector information and thus increasing
overall system performance.

When a particular sector storage location or block is being programmed (or written
thereto), the FCE signal corresponding to the flash device in which the particular sector storage
location resides is enabled and the Frdybsy is programmed to indicate that the flash device is
busy so as to avoid any further operations on the flash device until the write operation is
completed. To write to a particular sector storage location, a particular flash device is selected
(or enabled by activating its corresponding FCE signal), a write command is shifted into a shift
register (not shown) within the particular flash device in which the particular sector storage
location is located. Next, the sector information that is to be stored is shifted into the flash
device and thereafter the write command is started and the sector information is programmed
into the particular flash device. During the latter task, i.e. when sector information is actually
being written into the flash device, the Frdybsy signal corresponding to the particular flash
device is programmed by the controller to indicate that the particular flash device is busy and
this process typically takes 200 psec. to complete for a sector size of 512 bytes. The shifting of
sector information into the flash device for a sector size of 512 typically consumes 30 psec.

Referring now to Fig. 4, a timing diagram reflecting the sequence of events for
programming (or writing to) the flash devices 200 and 202 is shown. Specifically, programming
of six sectors, SO and S1, S2. S3, S4 and S5 is shown with reference to the states of the
Frdy/bsy0* 228 signal, the Frdy/bsyl* 230 signal, the FCEO* signal 224, the FCE1* 226 signal
and the WE* signal, the latter being included in the control signals 240 (shown in Fig. 3). As
will be apparent shortly, programming of one of the flash devices is performed concurrently with
shifting of the sector information into the other flash device so as to make the shifting operation
transparent-in-time relative to the performance of the write operation thereby increasing the
speed of the write operation for two sectors-at-a-time while employing one data bus. This
effectively introduces a pipelining of tasks associated with programming two sectors and thus

decreases sector information write operation time.
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The bus 242 is coupled with different information at various times and such information
is shown, in relevant part, at the top of Fig. 4. Starting from the left side of Fig. 4, the bus 242
carries command and address information for sector SO and this information is shifted into the
flash device 200, as shown at 300. Command in this case is a write command, generally
initiated by the host and the address information is the address of the particular sector in which
the sector information is to be programmed (the address of the sector S0). During shifting of the
command/address information, each bit thereof is shifted serially into the flash device 200. With
each occurrence of the WE* signal going to a ‘low’ state, a bit of information is shifted.
Meanwhile the FCEQ* signal 224 is held low to select the flash device 200 for shifting. At 302,
the sector information, specifically, the user data. which is typically 512 bytes, error correction
code (ECC) information and potentially other sector overhead information. is shifted into the
flash device 200 for SO, 8 bits at-a-time. Again, a series of WE* low-going pulses effectuate
shifting of the sector information into the flash device 200 and the FCEO* signal 224 remains
‘low’ to enable the flash device 200.

At 304, the write command is started and with the occurrence of the WE* signal going
from a low state to a high state, the FCEQ* signal 224 goes to a high state and the Frdy/bsy0*
228 signal goes to a low state thus beginning actual programming (or writing) of sector
information into the flash device 200. This programming is of SO sector information, which in
Fig. 3 would be the first sector of Block 0 of the flash device 200. It is the inventor’s experience
that the length of time to program 512 bytes of sector user data and 12 bytes of ECC information
is approximately 200 psec. and the shifting and start write command operations consume
approximately 30 psec. At the time sector information is shifted into a flash device, it is yet not
programmed, rather, the information is placed into a temporary holding register awaiting
programming thereof, whereas, when information is written to a flash device, the cells of the
latter are actually being programmed. Moreover, programming of a flash device takes place
when its corresponding Frdy/bsy* signal is at a ‘low’ state.

At the end of the start write operation, at 304, the FCEO* signal 224 is taken to a ‘high’
state by the controller device 14 so as to prevent shifting of any new sector information prior to

the current sector information being written to the flash device. While the flash device 200 is
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being written thereto, the FCE1* signal 226 is taken to a low state at 306 and through the
generation of a series of WE* pulses, command and address information is shifted serially for
sector S1 into the flash device 202. Next. at 308, the sector information, i.e. 512 bytes of user
data and 12 bytes of ECC, is shifted into the flash device 202 through the generation of a series
of WE* pulses. The FCE1* signal 226 remains low for this shifting process. The shifting and
start write command operation (310) for S1 also consumes approximately 30 psec. It is
important to note that the shifting of S1 sector information takes place during the time that sector
information is being programmed into sector SO of the flash device 200. Essentially, this renders
the 30 usec. of shift time transparent as it is being done in parallel or concurrently with the
writing of sector information into another flash device. Thus, writing to a super block having 32
sectors, in the present invention, consumes 30 + 30 + 200 or 260 psec. for programming of the
first two sectors and thereafter only 230 psec since shifting time of one of the sectors is always
transparent after the first shift. As is understood by those skilled in the art, the write operation
time is decreased by the present invention without having to double the data bus and thus add
pin-count to the controller device. That is, in the present invention, a data bus of eight bits is
employed, whereas, the best scenario that prior art offered relative to write operation time
needed sixteen bits of data bus. Moreover, in the present invention, a super block may include
more than two blocks or 32 sectors and in this case, again, the number of requisite pins relative
to the data bus remains the same while the write operation time improvement remains the same.
That is, in the prior art, a data bus of 32 bits is required to achieve a write operation time of 230
usec. for two sectors, whereas, the same write operation time is achieved with the present
invention without the need to increase the data bus pin-count to more than 8 bits. Indeed, as the
number of blocks per super blocks increase and more flash devices are programmed in-parallel,
the more advantage offered by the present invention. If enough flash devices are placed in-
parallel, there will not be enough space for the number of extra data bus pins required such that
the method and technique of prior art systems using additional data bus lines becomes

impractical.

19



WO 01/18640 PCT/US00/23551

In some prior art techniques, a write time of 30 + 30 + 200 + 200 or 460 psec. is required
and in certain other prior art techniques, such as discussed, at length, hereinabove, where 230
psec. can be achieved, there is a latency delay that far exceeds that of the present invention
thereby resulting in a decreased write performance by the former. To reiterate. the latter prior art
techniques require that the sectors of the block be stored in the buffer prior to each block write
operation. In the case where a block is 32 sectors and assuming programming of four sectors, all
four sectors need be stored in the buffer, which requires the buffer size to be larger than that
which is required by the present invention thereby increasing manufacturing costs of prior art
systems. Otherwise, if only two sectors of information are stored in the buffer, there is a
substantial latency associated with having to wait for the host to provide and the controller to
store the next two sectors in the buffer before programming of the latter can begin. This
effectively lengthens the time associated with a two-sector write operation to over 230 usec.
This is, in part, due to the prior art methods and apparatus failure to hide the sector (command,
address, data and ECC) shift time.

Referring still to Fig. 4, at 310, the write command for S1 is started causing the WE*
signal to go low. When the WE* signal goes high again, the Frdy/bsy1* 230 is caused to go low
thereby starting programming of sector information into the sector S1 of the flash device 202.
Again, the latter process consumes 200 psec. for a 512 Byte-sector. The Frdy/bsyl* stays low
for approximately 200 psec. The total programming time for writing to sectors SO and S1 is then
230 usec. There is an additional 30 psec. associated with shifting of the first sector information
such that shifting and programming of the first two sectors (in this example, sectors SO and S1)
requires 260 psec. Thereafter, shifting and programming of two sectors requires only 230 psec.
because as will be shortly apparent, the shifting of one of the sectors is buried within the write
time of the other sector. While at first impression, write operation time for the first two sectors,
i.e. 260 psec. appears to be more than the write operation time associated with some of the prior
art systems discussed hereinabove, there is actually an overall decrease in programming using
the present invention. This is due to the requirement for prior art systems to have the host send

the sectors that are to be programmed in-parallel to the controller for storage into the buffer prior
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to the beginning of the shift and write time. Thus, the write process is placed on hold while the
host completes the above and generally, host write operations are known to be slow therefore
increasing the time associated with the overall programming of sectors. In the present invention
however, there is no need to wait for the host to provide a pre-requisite number of sectors before
the beginning of writing of any two sectors except for the first time two sectors are being written.
That is, initially, the host need provide two sectors of information to the controller for storage
into the buffer. Thereafter, the host may provide sector information as other sectors are being
programmed. It should be noted that in systems employing fast hosts, this difference between
the present invention and the prior art may not have an exaggerated effect. However, in systems
where a slower host in employed, which is generally the case partly due to cost constraints, this
difference is well-noted.

In Fig. 4, at 312, 314 and 316, command and address information is shifted into the flash
device 200 serially, sector information is shifted into the flash device 200 and the write
command is started much in the same way as that described hereinabove except it is done this
time for sector S2. In Fig. 3, S2 is shown to be the second sector in Block 0 of the flash device
200. The shifting of sector information at 314 takes place during writing of sector information
into the sector S1 of flash device 202. Again, this hides the time associated with shifting of
sector information and thus reduces this sector’s write time by approximately 30 psec. For
larger sized sectors (larger than 512 bytes), there is additional saving of time.

With the completion of the start write command at 316 and the WE* signal going from
low to high, the programming of sector information into the S2 sector is started as the
Frdy/bsy0* signal 228 is caused to go to a low state and the sector information is programmed
into the flash device 200 during approximately the next 200 psec. Next, command and address
information for the sector S3 is shifted serially into the flash device 202 at 318. At 320, sector
information is shifted into the flash device 202. As noted earlier, these shifting operations occur
in conjunction with the writing of sector information into the S2 sector causing the time
associated with the shifting of sector information, command and address to be hidden or

transparent to the overall write operation. Accordingly, the process continues until all of the
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sectors that have been designated by the host to be programmed are so programmed. The
process continues in the same manner for sectors S4 and SS5.

It is understood that in the present invention, as soon as the host has provided sector
information for one sector and the same is stored in the buffer, the controller 14 begins the sector
write operation. Accordingly, there is no need to wait for two or more sectors of information
from the host prior to the beginning of the write operation, as required by prior art systems.
Thus, latency caused by waiting for the host to provide two or more sector information prior to
writing is reduced by the present invention.

Fig. 5 shows a timing diagram of an alternative embodiment of the present invention
wherein one Frdy/bsy* signal is used for all flash devices. Additionally, in another aspect of the
present invention. an interrupt signal is used to announce the occurrence of one or more errors
when programming sectors. In the latter case, it should be understood that due to the sensitivity
associated with programming of flash cells, typically a read-verify operation is performed every
a sector is programmed to confirm successful programming thereof. In prior art systems, as no
interrupt signal is employed, after the completion of a sector write operation, the flash device
that included the sector being programmed must be polled to determine whether or not an error
occurred in programming the flash device. This is an added step to the overall write operation
that is essentially eliminated by the use of an interrupt signal.

In Fig. 5, the timing of an Frdy/Bsy0* signal 227 is shown. This signal replaces the use
of multiple Frdy/Bsy signals (one for each flash device) and is shared by all flash devices.
Accordingly, the signal 227 goes low after the stare write command 504 for the first sector, SO,
and remains low the entire time during which the flash devices are programmed. As in earlier
embodiments, the shifting of sector information for one of the sectors being programmed takes
place during programming of the other sector. However, because other Frdy/bsy* signals are not
being employed, the signal 227 remains low during programming of all sectors, which takes the
same amount of time as that discussed relative to Fig. 4, i.e. 230 psec. for programming of two
sectors and 260 psec. for programming of the first two sectors.

An INTQ* signal 229 is developed by the flash devices. The signal 229 is an open-

collector signal that is connected to all of the flash devices of the memory unit 16 (shown in Fig.
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2). When an error is detected by any of the flash memory devices, i.e. there is a mismatch
between the sector information that was programmed and that which was intended to be
programmed. the signal 229 is driven to active state (in this example, the active state is a logic
‘low’) and serves as an input to the controller device 14 for notifying the latter of any errors that
may have arisen during programming of a flash device. In prior art systems, as noted earlier,
each time after a sector has been programmed, the flash device containing the programmed
sector is checked for accuracy. This is done by checking the state of a predetermined status
register.

In practice, the flash device performs a read-verify operation wherein the information that
was programmed in the sector is read back and thereafter, a read-status command is executed by
the controller. If this read information does not match that which was programmed, an error is
detected. In prior art systems, the status of the write operation is polled by checking a status
register, during the read-status operation, to determine whether or not there was a problem in
programming the sector after each sector write operation (these times are noted in Fig. 5).
However, in accordance with an embodiment of the present invention, the INTQ* signal 229
eliminates the need to poll status information because if the read-verify operation reports an
mismatch between the read sector and that which was intended to be programmed, the signal 229
is activated to notify the controller of the error. In this respect, one embodiment of the present
invention reduces the tasks performed by the microprocessor 24 (shown in Fig. 2) since in prior
art systems, it is the microprocessor that checks the status register for programming errors. The
present invention, thus, effectively increases the overall performance of the system by allowing
the microprocessor to tend to other functions.

Although the present invention has been described in terms of specific embodiments it is
anticipated that alterations and modifications thereof will no doubt become apparent to those
skilled in the art. It is therefore intended that the following claims be interpreted as covering all

such alterations and modification as fall within the true spirit and scope of the invention.

What is claimed is:
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CLAIMS
1. A nonvolatile memory system for storing sector information in storage locations within
nonvolatile memory organized into blocks, a plurality of blocks defining a super block and each

block having a predetermined plurality of sectors comprising:

controller for shifting sector information for a first sector of a first
block of a particular super block, said controller further for shifting sector information
for a first sector of a second block fo the particular super block and for writing sector

information to the first sector of the first block of the particular super block,

wherein shifting for the first sector of the second block occurs entirely during the writing
to the first sector of the first block thereby decreasing the time required to perform write

operations to blocks and increasing overall system performance.

2. A nonvolatile memory system as recited in claim 1 wherein said controller for receiving an
Frdy/bsy* signal from the nonvolatile memory for causing writing of sector information to said

second block of the particular super block to take place when said Frdy/bsy* is active.

3. A nonvolatile memory system as recited in claim 1 wherein said controller being coupled to
a first flash device and a second flash device, said first and second flash device being included withn

the nonvolatile memory unit.

4. A nonvolatile memory system as recited in claim 3 wherein said first flash device includes
the first block of the particular super block and said second flash device includes the second block

of the particular super block.
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5. A nonvolatile memory system as recited in claim 4 wherein said first and second blocks of

the particular super block are in like-locations the first and second flash devices.

6. A method for writing sector information to nonvolatile memory organized in blocks, a
plurality of blocks defining a super block and each block having a predetermined plurality of sectors
comprising:

shifting sector information for a first sector of a first block of a particular super block;

shifting sector information for a first sector of a second block of the particular super block; and

writing sector information to the first sector of the first block of the particular super block
while performing said shifting step for the second block thereby decreasing the time required to

perform write operations to blocks and increasing overall system performance.

7. A nonvolatile memory system for storing sector information in storage locations within
nonvolatile memory organized into blocks, a plurality of blocks defining a super block and each
block having a predetermined plurality of sectors comprising:
a controller for writing sector information to a particular super block and responsive to
an interrupt signal from the nonvolatile memory indicative of whether or not the writing
of sector information is successful,
wherein said interrupt signal avoids polling for status information thereby decreasing the

time associated with performing writing sector information.

8. A nonvolatile memory system as recited in claim 7 wherein said controller further for
shifting sector information for a first sector of a first block of a particular super block, said
controller further for shifting sector information for a first sector of a second block of the particular
super block and for writing sector information to the first sector of the first block of the particular

super block, wherein shifting for the first sector of the second block occurs entirely during the
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6  writing to the first sector of the first block thereby decreasing the time required to perform write

7 operations to blocks and increasing overall system performance.



PCT/US00/23551

WO 01/18640

1/8

G1aa
pubis [041u0)

« 304

(1y Joiid)

POl

- 8

W9~ 0|
079~
| Y |
Pl9—~ N 0T
(1£5) 61 39vd 1019
809~} go00w
(¢S) 1 J9vd 019
(Is) p Fovd 019
(
$09

819~
919~
Y
N X018 =219
019 ~r (0£S) 61 39vd
L o |
08~ (¢S) | 39vd
018~ (gS) ¢ 39vd

09

009



PCT/US00/23551

WO 01/18640

Y

0957 (¢

S

s ¢

A S

\\\ L,

1S'0S

PPY/pw)
11y
[oL3s

[
>

sl ¢

| 403

819

*\Amm\\:uc

0¢9

729

0-Gl 40

(
1294919



PCT/US00/23551

WO 01/18640

901A3(] YsD|4

0c

—————————— ey

321A3(] Yso|4

8
/
oy 127
Jinaa) W
300}19) U mmSBm
yso
8C  qup joiu0)

Fe—————————————— e

}INJIY) 89DJa)u|

ysoj{ Jobouoyy 9apdg

A0 150l
3l i
1 08
920/J3}u|
150K Bying
0¢
[
e 9
}inaJiy yup abouoyg

108$320.d0o10Ip

¢

9|1D[0A

B g |

0l



PCT/US00/23551

WO 01/18640

4/8

N 19018

7l Sjoubis |
lonyuoy 0494 0°/ 80
S ksffpr g g7z~ ] 0o~ b7~ 8%:::-%.m .....
\\ ~ /
/0T ksq/kps
— 05¢ 0 Asq/fps 4 ) /NNN
A .
707 Nopoig 4 8¢ 0oe 807
rie” !
[ Gl (
iz~ ; N we — ak.
. . A 907
| ¥o0ig < L
= 4 w7/
__ (S -
/ . 0S 0 L 0S 0
\L 1S N [ 0¢s \ GO
917 . 01z~ . oz
: : . 57
: 0 %0lg < .
— =
NG IS ghl L S/ i/



PCT/US00/23551

WO 01/18640

5/8

| aus -

15+05 wosbosd o] 301985 1514 YIS O]

o887 (¢ 9987 (¢

| |
_ |
29811 (7 | 28811 ()¢ m
- _ 0571 |
- e | |
| i m | |
T | “
! m = _Aw ! — » Uhsg/hp1y ~—0FC
| \ t m
| "
| - \\ 9957 002 - = —+ 00s8/Ap1s ~ 8z
| _ _ |
| R = 40304~ ¥
| |
| \ 1 LI \ Hl I
| ,
| 208 o0r | 0w
| / [ e
| oot o\ /- 8 i \\
_ f PPY/PUN_ 5 gg
| s 81 Wiy
| jouss s/ \louss
|
|
|
|
|

Dy Old

v Old

SN

SIANIE

SANIE




PCT/US00/23551

WO 01/18640

!
4 | _
14 B cS+7S wosboud o] D __
| st (07 | |
| B |
! _m 99811 (g __
| | |
! m |
N . i | - !
0987 007 \ 2981 (07 "
= | - / I N |
\ 2987 (07 !
_
_ | L |
/ / _
| _
\ 1 [ULJ LIV 1 [ULJLIUUUL \ 1 ST
9(¢ 1268% 0¢¢ 8l¢
/ { /
S S [0l S
pPY/p) 120 33\ fopy/pu)
HIys 8¢i§ s
DLI3S IS IDLI3S




PCT/US00/23551

WO 01/18640

7/8

|
. .
| DG IId
|
! -l
“ 0987 (¢ \_
| |
" m + DINI~— 622
. |
| = < 0sg/Ap1y — 177
|
L | 7 (1304 ~ 920
E— \ L0104 ~ ¥72
|
: [ U TLIUL Il I
|
w 05 805 905 p
| / / e
|
1S
0}og 933
ppY/pu) .
S1LIM mmz ﬁ%ﬁ AYLIM 0-£ 80
OIS/ s oS
|
| s11 0¢ s11 ¢

| auop woiboid
| usym 83s 0)
|00 samaQ ysol
Jo SMDIS Jiod

§ 4

0] Aoy

96 914

oG 94




PCT/US00/23551

WO 01/18640

G IId

[}
-
i

0087 ()07

(S 0S 816 918 4 (1S

auop woiboid auop woubo.d _ auop woiboid
Uaym 23S 0) usym 23s 0) Uaym 33s 0)
C0C 393 ysD[4 00¢ @9m3( ysoy4 Q¢ 39Q ysoyy

JO SNIDIS |i1od JO SMOIS [10d JO SMOIS |jod

_
.
.
.
|
_
.
|
_
_



INTERNATIONAL SEARCH REPORT

Intemnational application No.
PCT/US00/23551

A. CLASSIFICATION OF SUBJECT MATTER
IPC(7) :GO6F 9/00, 12/06; G11C 7/00, 11/34
US CL :711/5;365/185.11, 185.03, 185.12, 185.33, 182.04; 712/37

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

us. :

Minimum documentation searched (classification system followed by classification symbols)

711/5; 365/185.11, 185.03, 185.12, 185.33, 182.04; 712/37

Documentation searched other than minimum documentation to the

extent that such documents are included in the fields searched

Electronic data base consulted during the international search (na

me of data base and, where practicable, search terms used)

document

WEST

IEEE

EAST
C. DOCUMENTS CONSIDERED TO BE RELEVANT
Category® Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
A US 6,047,352 A [LAKHANI et al.] 04 April 2000, col. 17-19 1-8
A US 6,091,666 A [ARASE et al.] 18 July 2000, col 17-19 1-8
A US 6,032,248 A [CURRY et al.] 29 February 2000, see full| 1-8

document

A US 5,943,260 A [HIRAKAWA] 24 August 1999, col. 5-8 1-8
A US 5,822,245 A [GUPTA et al.] 13 October 1998, see full| 1-8

D Further documents are listed in the continuation of Box C.

D See patent family annex.

. Special categories of cited documents:

A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier document published on or after the international filing date

*L" document which may throw doubts on priority claim(s) or which is
cited to blish the publication date of her citation or other
special reason (as specified)

ol document referring to an oral disclosure, use, exhibition or other
meens

P document published prior to the international filing date but later than

the priority date claimed

later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

.4 document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive step
when the document is taken alone

document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such d ts, such binati
being obvious to a person skilled in the art

& document member of the same patent family

Date of the actual completion of the international search

20 NOVEMBER 2000

Date of mailing of the intemational search report

2.8 DEC 2000

Name and mailing address of the ISA/US
Commissioner of Patents and Trademarks
Box PCT
Washington, D.C. 20231

Facsimile No.  (703) 305-3230

1
Authorized officer V
S o) Ji‘x(ov\/\-e)@\

KIMBERLY MCLEAN

Telephone No. (703) 308-4908

Form PCT/ISA/210 (second sheet) (July 1998)*




	Abstract
	Bibliographic
	Description
	Claims
	Drawings
	Search_Report

