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Background

This invention relates to methods and apparatus for control of devices using physiologically-generated electrical impulses, and more particularly to such methods and apparatuses in which neuron electrical activity is sensed by electrodes implanted in or on an animal or a human subject and is translated into control signals adapted by computer program algorithm to control a prosthesis, a computer display, another device or a disabled limb.

Severely physically disabled individuals have, in the past, been afforded the opportunity to communicate or control devices using such physical abilities as they possessed. For example, individuals incapable of speaking, but capable of the use of a keyboard, have been afforded the opportunity to communicate by computer, computer keyboard and monitor. Those who have lost the use of their legs have been able to use hand control for either manually driven or motor operated wheelchairs. Tetraplegic individuals have been afforded the opportunity to control, for example, a wheelchair using mouth tubes into which they could blow. Such techniques are limited in their ability to afford the severely disabled the range of communications and activities of which such individuals are capable mentally. Moreover, certain mentally sound, but profoundly physically disabled individuals are what has been termed "locked in," i.e. totally without ability to communicate or act.

It will be appreciated that it would be of immense value for the most severely physically disabled individuals to have methods and apparatus serving as an interface or
transducer converting that individual's physiologically-generated electrical impulses to useable control signals. These then could be used for the control of e.g., a communication device, a prosthesis, a wheelchair, a computer program cursor or a video game portrayed on a computer monitor, or the muscles of a paralyzed limb.

Cortical neurons are known to modulate their activity prior to a subject's movement. Researchers have anticipated using these signals to control various devices directly [1, 2]. One of the difficulties with this approach is that many neurons can be needed to predict intended movement direction accurately enough to make this prediction practical. Estimates range from 40 to 600 cells or more [4, 7]. Prior studies made their estimates based on open-loop experiments by recreating arm trajectories from cortical data off-line. This prior work does not examine a closed-loop situation in which the subjects have visual feedback of the brain-controlled movement, allowing them to make on-line corrections by modifying their recorded activity.

As signal processing technology improved, many groups tested the feasibility of decoding the cortical signals in real time. Chapin, Moxon, Markowitz and Nicolelis (1999) [3] used both principle component analysis and recurrent artificial neural networks to decode in real time one-dimensional cortical signals during lever-push movements in a rat.

Wessberg, Stambaugh, Kralik, Beck, Laubach, Chapin, Kim, Biggs, Srinivasan, and Nicolelis (2000) [4] also used artificial neural networks as well as linear models to interpret motor, pre-motor and posterior parietal cortex activity in real time. They did 'real time' trajectory creation offline using data from multiple days to simulate large recorded populations of cells. Their extrapolations from different cortical areas suggest between 376 and 1,195 cells would be needed to predict movements accurately (~600 cells when taken from multiple areas together). They also used these real-time signals to control a robot.

However, these experiments were open-loop with the animal receiving no feedback from the robot.

Close-loop real-time brain-control of movements in monkeys has been done by two research groups other than the inventors. Meeker et al. (2001) [25] controlled one-dimensional cursor movements using parietal cortex activity. Serruya, Hatsopoulos, Paninski, Fellows and Donoghue (2002) [30] used linear filters to produce two-dimensional brain-controlled cursor movements in one monkey. Their monkey was able to successfully get a brain-controlled cursor to random targets at a speed close to that achieved with the cursor under hand-control. A high cursor gain allowed the brain-controlled cursor to move fast. However, there was little precision or endpoint control in the movements. Their best
published trajectories overshot and oscillated around the targets before finally hitting them. Holding the cursor stationary in the target was not a requirement of the task.

Both the Meeker et al., and Serruya et al., along with our work, illustrate the value of visual feedback in neuroprosthetic control. Schmidt, Bak, McIntosh, and Thomas (1977) [32] used operant conditioning to train monkeys to control the firing rates of individual motor cortex cells. Fetz and Finocchio (1975) [12] demonstrated that, with operant conditioning, motor cortex cells can be trained to alter their firing correlations to muscle activity. These closed-loop animal studies suggest a high level of trainability in cortical cells. This plasticity makes cortical cells very desirable as control signals.

Kennedy, Bakay, Moore, Adams, and Goldwaithe (2000) [20] have developed a neurotrophic electrode that triggers neurons to grow into an implanted glass cone electrode. This technique has enabled them to record from the same cells for an extended period of time. However, the number of recorded cells is low - about one or two per implant. Even with this small number of signals, this type of implant has allowed locked-in patients to communicate using the firing rates of these cells to scroll through and select letters from a list. This limited use of electrodes in the first human patients has shown that motor cortex cells can be trained to produce useful modulation patterns, even after long periods of inactivity.

**Summary**

In accordance with this invention, methods and apparatus are provided that can convert a subject's physiological electrical activity to movement of a real or virtual object in a manner discernible to the subject.

In a preferred embodiment, test subjects' cerebral cortex in the motor and pre-motor area were the locations from which electrical impulses were derived for development of electrical control signals applied to control devices. More broadly however, the techniques and apparatus of the invention should enable the development of electrical control signals based upon electrical impulses that are available from other regions of the brain, from other regions of the nervous system and from locations where electrical impulses are detected in association with actual or attempted muscle contraction and relaxation.

Advances in chronic recording electrodes and signal processing technology [3, 4] are used in accordance with the specific exemplary embodiment set out in detail below to employ cortical signals efficiently and in real time. The methods and apparatus of this invention provide electrical control signals to enable the use of cortical signals to, inter alia, move a
computer cursor, steer a wheelchair, control a prosthetic limb or activate muscles in a paralyzed limb. This can provide new levels of mobility and productivity for the severely disabled.

In a specific preferred embodiment, the calculation of amount of the movement is a function of a firing rate of one or more neurons in a region of the brain of the subject. Although the inventors used a moving average of the firing rates of the cells, this invention could be used with other characteristics of the subject physiologically-generated electrical signals such as the amplitude of the local field potentials, the power in the different frequencies of the local field potentials, or the amplitude or frequency content of the muscle-associated electrical activity. In accordance with an algorithm used in the specific exemplary embodiment of the Detailed Description, to calculate the distance to move an object, a normalized firing rate in a time window is calculated. A digital processing device such as a computer or computerized controller applies the firing rate information to determine movement using the programmed algorithm. For at least a portion of the firing rates detected, a firing rate-related value is weighted by a "positive weighting factor" if the measured rate is greater than a mean firing rate and is weighted by a negative factor if the rate is less the mean firing rate. The movable object then is moved a distance depending on at least a portion of the weighted firing rate-related value.

"Positive and negative weighting factors" as used herein mean weighting factors that are applied to weight of a particular unit's electrical input to the algorithm. That sums those individual inputs to either enhance or diminish the contribution by the particular unit in the calculation of the object's movement. The "positive" weighting factor is a weighting factor, either positive or negative in value, that is used when the normalized value electrical signal-derived value of an algorithm input for a particular unit is above zero, hence "positive." The normalized value is the measured value minus a mean value of the algorithm input. The "negative" weighting factor is a weighting factor, either positive or negative in value, that is used when the normalized value of the electrical signal-derived value of the algorithm input for a particular unit is below zero, hence "negative." Specific examples are given in connection with the exemplary embodiment of the Detailed Description where the electrical signal-derived value is the unit's firing rate.

In the exemplary embodiment of the following Detailed Description, an array of electrodes is implanted in a subject's cerebral cortex in the motor and pre-motor areas of the brain. Neuron-generated electrical signals are transmitted to the computerized processing device. That device, may be a computer, a computerized prosthetic device or an especially
adapted interface capable of digital processing. It may be used to activate nerves that contact
the muscles of a disabled limb. Typically, in accordance with the preferred embodiment, the
object to be controlled by the subject is moved in the visual field of the subject. For example,
where the object is a movable computer display object such as a cursor, this "virtual" object is
portrayed in a computer display environment in the visual field of the subject. In the case of
an animal subject, such as the monkeys used in the tests described below, those subjects are
allowed to move the cursor first by hand, using a motion detector attached to the monkey's
arm. This familiarizes the subject with the task at hand. Then the subject's arms are
restrained. In each case, for the purpose of reinforcement, the subject may be afforded a
reward upon achievement of a predetermined, desired movement of the object.

For use in detecting both the described and other physiological electrical impulses in
other embodiments of this invention using other regions of the brain or body, the firing of the
neurons may be detected either from the same electrode arrays, electrodes placed on the
surface of the cortex on the surface of the scalp, or imbedded into the skull, or electrodes in
the vicinity of peripheral nerves and/or muscles. Electrical characteristics other than firing
rate that can prove useful in this context are: a) normalized local field potential voltages; b)
normalized power in the various frequency bands of the local field potentials; and c)
normalized muscle electrical activity (rectified and/or smoothed voltage amplitude or power
in different frequency bands) in all cases. Local field potentials are slower fluctuations in
voltage due to the changes in ion concentrations related to post synaptic potentials in the
dendrites of many neurons as opposed to the firing rate which is a count of the action
potentials in one or a few recorded cells in a given time window. This invention's algorithm
could also be used with the recorded electrical activity of various muscles. Some muscles
show electrical activity with attempted contraction even if it's not enough to produce physical
movement. Any or all of these types of signals can be used in combination. Researchers
have shown that local field potentials and muscle activity can be willfully controlled. Here
the invention provides a markedly improved way of translating these signals into multi-
dimensional movements. The type of signals to go into the coadaptive algorithm can be quite
broad, although firing rates are used as the electrical characteristic of the sensed electrical
impulses in the exemplary embodiment of the Detailed Description.

In the use of any of the selected characteristics of the detected electrical impulses, a
similar normalization is employed. That is, subtracting the means (calculated either as a
stationary value from previously recorded data or taken over a large moving window) and
dividing by some value which will standardize the range of values (e.g. by one or two
standard deviations, again that can be calculated either as a stationary value from previously recorded data or taken over a large moving window).

From detected electrical impulses, inputs to a computational processor are developed. By "computational processor" is meant, without limitation, a PC, a general purpose computer, a digital controller with digital computational capability, a micro-processor controlled "smart" device or another digital or analog electrical unit capable of running programmed algorithms like those described here. The processor applies the characteristics of the detected electrical impulses to develop a signal with representations of distance and direction. In the visual field of the subject, the object moves a distance and in a direction represented by the calculated signal. From the firing rates or other variable characteristics of the electrical impulses from the neurons or neuron groups, the algorithm provided in the programming of the computational processor develops the signals used to control the "object." "Object, as used herein, means a real or virtual thing or image, a device or mechanism without limitation.

In the coadaptive technique, subjects train and learn to move the object while the algorithm is adapted to improve the subject's results. Weighting factors are employed to emphasize movement of the object in a "correct" direction. Each electrical signal (e.g. firing rate, local field potential voltage or frequency power, etc.) is assigned a set of positive and negative weights which are used when the signal is above or below its mean respectively. (Either of these weights may be positive or negative values.) The magnitude of these weights are adjusted to allow cells which are producing more useful movement information to contribute more to the movement. Having different positive and negative weights also allows for cells to contribute differently in different parts of their firing range. In the specific preferred embodiment described below, weights are iteratively adjusted in a way that minimizes the error between the actual movement produced and the movement needed to make the desired movement. The coadaptive technique has been employed to develop control signals that worked well for a particular subject.

In tests of the invention, rhesus macaques learned to control a cursor in a virtual reality display as the programmed algorithm adapted itself to better use the animal's cortical cell firings. In the coadaptive procedure, the firing rates of the macaques' neurons in the cortex in pre-motor and motor regions of the brain known to affect arm movement were employed. Moving averages of the firing rates of cells, continually being updated, were used as inputs to a coadaptive algorithm that converted the detected firing rates to instructions (or control signals) that moved a cursor in a virtual reality display. Targets were presented to the animals who successfully learned to move the cursor to the presented targets consistently.
The coadaptive algorithm was continually revised to better achieve "goal" movement, i.e. the desired movement of cursor to target.

In a noncoadaptive procedure, the algorithm refined by the coadaptive technique is employed to enable the subject to control the object. In one example, the subject, again, a rhesus macaque, was able to move a cursor to targets for which he had not trained during the coadaptive procedures. In another application of the invention, a macaque successfully controlled a robot arm during both the coadaptive algorithm refinement and subsequently based on the refined algorithm. The macaque modified its approach to take into account the robot arm's differences in response (as compared to a cursor). The subject was able as well to effectively make long sequences for brain-controlled robot movements to random target position in 3D space.

The coadaptive algorithm worked well in determining an effective brain-control decoding scheme. However, it can be made more effective by incorporating correlation normalization terms. Also, adding an additional scaling function that more strongly emphasized units with similar positive and negative weight values will reduce the magnitude of the drift terms and result in more stability at rest.

The coadaptive algorithm can also be expanded into any number of dimensions. Additional dimensions can be added for graded control of hand grasp, or for independent control of all joints in a robotic or paralyzed limb. The coadaptive process can be expanded even further to directly control the stimulation levels in the various paralyzed muscles or the power to various motors of a robotic limb. By adapting stimulation parameters based on the resulting limb movement, the brain may be able to learn the complex nonlinear control functions needed to produce the desired movements.

The above and further objects and advantages of the invention will be better understood from the following detailed description of at least one preferred embodiment of the invention, taken in consideration with the accompanying drawings.

**Brief Description of the Drawings**

Fig. 1 is a diagrammatic illustration of a test subject in place before a virtual reality display operated in accordance with the present invention;

Fig. 1a is a diagrammatic illustration like that of Fig. 1 wherein the test subject has both arms restrained;
Fig. 2 is a diagrammatic representation of the elements of a virtual reality display portrayed to the test subject of Fig. 1;

Fig. 3 is a perspective view of an electrode array like those implanted in the cerebral cortex of the subject of Fig. 1;

Fig. 4a and 4b are diagrams indicating the location of electrode arrays in the brains of two test subjects in the preliminary background experiments;

Fig. 5 is an illustration of trajectories of subjects' cursor movement towards target presented in a virtual reality display like that illustrated in Fig. 1;

Fig. 6 is a graphical presentation of improvement in a pair of subjects' closed-loop minus open-loop target hit rate as a function of days of practice;

Fig. 7 is a diagram like those of Figs. 4a and 4b indicating the location of electrode arrays in the brain of another subject used in tests of the present invention;

Fig. 8 is an illustration of cursor trajectories before and after coadaptation of the present invention;

Fig. 9 is a graphical representation of one subject's performance using the coadaptive method and apparatus of the invention;

Fig. 10 is a graphical representation of percentage of targets that would have been hit had the target size been larger in certain tests of the present invention;

Fig. 11 is a graphical illustration of a subject's performance after a 1-1/2 month hiatus;

Fig. 12 is a diagrammatic representation like that of Fig. 2 showing six additional virtual reality untrained target elements;

Fig. 13 is a series of representations of trajectories of cursor movement by subjects in a virtual reality setting like that of Fig. 5 using a noncoadaptive algorithm in a constant parameter prediction algorithm task;

Fig. 14 is a graphical illustration of two histograms (before and after regular practice) showing a number of cursor movements involved in successful sequences of movements;

Fig. 15 is a diagrammatic illustration like that of Fig. 1 and shows a test subject whose cortical neuron firing rate is used control a robot arm;

Fig. 16 is a pair of illustrations of trajectories of the robot arm of Fig. 18 under control of a subject's cortical neuron activity and shows trajectories from the coadaptive mode;

Fig. 17 is an illustration of trajectories of a subject's cursor movements to and from targets directly controlled by the subject's neuron firing and where a robot arm is used in a system like that of Fig. 18 on the left, and without a robot (direct cortical cursor control) on the right; and
Fig. 18 presents two graphical illustrations of success in a subject's hitting targets at a particular position and returning to the central start position of the cursor, as well as hitting just the target and also missing entirely.

**Detailed Description**

As illustrated generally in Fig. 1 and described in greater detail below, an animal subject 10, specifically a rhesus macaque, had implanted in an area of its brain known to control arm movement, four arrays of 16 closely spaced electrodes each. Such an array is depicted in Fig. 3. It includes an insulating support block 12, the thin conductive microwire electrodes 16 of three to four millimeters in length, and output connectors 18 electrically connected to the electrodes 16.

As illustrated in Fig. 1, conductors, shown as a ribbon 22 carried electrical impulses to a computer 26 via such interface circuitry 28 as was useful for presenting the impulses as useable to the computer inputs. In a virtual reality system, generally designated 29, the computer output 30 was used to drive computer monitor 32, which, after passage through a polarizing shutter screen was reflected as a three-dimensional display on a mirror 34. The subject 10 viewed the polarized mirror images through polarized left and right lenses to view a 3D image. A cursor 40 was projected onto the mirror 34. Its movement was under control of the computer 26.

As shown in Fig. 2, one of eight targets 41 - 48 was displayed for the subject to move the cursor 40 to under cortical control. Successful movement of the cursor 40 to whichever target was presented resulted in the subject animal 10 receiving a drink, as a reward, via a tube 50.

**Background Experiments: Open versus Closed-Loop Control**

Until recently, most cortical control research consisted of recording neural activity during repeated trials of well-trained movements in behaving animals, then trying to reconstruct those movements from the cortical data afterwards. This technique is useful for comparing different decoding methods on the same data set. It is also necessary for testing decoding methods on larger numbers of units than were recorded simultaneously.

The earliest studies used acute movable electrodes to record one unit at a time. Georgopoulos et al. (1988) [5] showed that 3D arm trajectories could be recreated fairly accurately with a population vector using about 200 units. Salinas et al. (1994) [6] showed that an optimal linear estimation method could reduce the number of units needed to achieve
the same accuracy. However, they never recreated full 3D trajectories using the optimal linear estimation method. Therefore, it’s unclear just how much this method would reduce the number of units needed.

Lee et al. (1998) [7] recorded from seven movable electrodes simultaneously in primate motor cortex during a two dimensional center-out task. They then combined units from different recordings and predicted movement direction using the population vector and the optimal linear estimation methods. Their results suggest that only about 30 units were needed to accurately predict movement direction based on firing rates averaged over the whole movement. They also suggested that only about 40 units were needed to predict movement vectors throughout a trajectory using smoothed firing rates at about 50 msec intervals. Their work, however, does not appear to take into consideration accumulation of errors over the length of the predicted movement.

Although these studies imply that it may be possible to accurately predict movement trajectories using 40 to 200 units, these results cannot be applied to chronic human implants. The units used in these studies do not accurately represent the quality of the units likely to be recorded from fixed multichannel electrode arrays in humans. These acute recordings used moveable electrodes which allowed the researcher to pick out well-isolated, well-tuned units. With fixed electrodes, the tuning quality, waveform amplitude, and the isolatability of the units are generally less favorable.

Wessberg et al. (2000) [4] did a more realistic extrapolation study using fixed multichannel electrodes in the motor, pre-motor and posterior parietal corticies of behaving monkeys. By combining data recorded from multiple days, they estimated the number of units needed to accurately predict 3D trajectories to range from 376 to 1,195, depending on the cortical area. They also estimated about 600 would be needed if all three areas were used.

This number of units exceeds the recording capacity of today’s electrode technology (currently up to about 100 units), and would suggest that cortical control of neuroprosthetic devices is a technology for the distant future. However, these offline studies do not take into consideration that patients will usually have visual feedback of their brain-controlled movements. This visual feedback will allow the patient to correct errors in their trajectories as they happen. It also opens up the possibility that the patients will learn to modulate their cortical signals more effectively with practice. This could potentially lower the number of units needed for practical control of a prosthetic device, and make this technology a viable option with today’s recording capabilities.

The effect of visual feedback on movements derived from cortical signals was
examined by comparing ‘closed-loop’ trajectories, where the subjects had visual feedback of their brain-controlled trajectories, with ‘open-loop’ trajectories created offline from cortical activity recorded during normal center-out arm movements. This allowed comparison of the accuracy of 3D trajectories made from cortical signals with and without the benefit of visual feedback. The specific trajectories compared were decoded with the same movement prediction algorithm applied to the same recorded units from the same monkeys on the same day.

By repeating this experiment over many days, the inventors determined that visual feedback allowed the subjects to make long-term improvements in their brain-controlled movement skills with regular practice.

Methods

The virtual reality system of Fig. 1 was used to give each rhesus macaque the experience of making brain-controlled and non-brain-controlled three-dimensional movements in the same environment. The animals made real and virtual arm movements in a computer-generated, 3D virtual environment by moving the cursor from a central-start position to one of eight targets located radially at the corners of an imaginary cube. The monkeys could not see their actual arm movements, but rather saw two spheres - one of the stationary ‘target’ (blue) sphere 41 - 48 and the mobile ‘cursor’ (yellow) sphere 40 with motion controlled either by the subject's hand position (“hand-control”) or by their real-time neural activity (“brain-control”).

The mirror 34 in front of the monkey’s face reflected a 3D stereo image of the cursor and target projected from a computer monitor 32 above. On the other side of the mirror, the monkey moved one arm 52 with a position sensor 54 taped to the wrist. The 3D position of the cursor was determined by either the position sensor 54 (“hand-control”) or by the movement predicted by the subject’s cortical activity (“brain-control”).

The movement task was a 3D center-out task. The cursor was held at the central position until a target appeared at one of the eight radial locations shown in Fig. 2 which formed the corners of an imaginary cube. The center of the cube was located distal to the monkey’s right shoulder.

The image was controlled by an SGI Octane® workstation (available from Silicon Graphics, Inc., Mountain View, CA, US) acting as the computer 26 in the image diagrammatic illustration of Fig. 1. The workstation is a UNIX workstation particularly suited to graphical representations. The subject 10 viewed the image through polarized lenses and a 96 Hz light-polarizing shutter screen which created a stereo view. 3D wrist
position was sent to the workstation at 100 Hz from an Optotrak® 3020 motion tracking system 56. (Available from Northern Digital, Inc. Waterloo, Ontario, CAN) This system measures 3D motion and position by tracking markers (infrared light-emitting diodes) attached to a subject. Cortical activity was collected via a Plexon® Data Acquisition system, serving as the interface 28 of Fig. 1. (Available from Plexon, Inc., Dallas, TX, US.) Spike times were transferred to the workstation 26, and a new brain-controlled cursor position was calculated every ~30 msec.

Hand and brain-controlled movements were performed in alternating blocks of movements to all eight targets. The left arm was restrained while the right arm was free to move during both hand- and brain-controlled movement blocks. The cursor radius was 1 cm. Target and center radii were 1.2 cm. The liquid reward was given at the tube 50 when the cursor boundary crossed the target boundary for ~300 ms or more. Radial distance (center start position to center of target) was 4.33 cm under brain-control. Since hand-controlled movements were quick, radial distance was increased to 8.66 cm during the hand-controlled movement blocks to increase the duration of cortical data collection. For a fair comparison, offline predicted trajectory (open-loop) hit rates were calculated with targets at the online brain-controlled distance of 4.33 cm. Each day’s open-loop trajectories calculated offline were scaled, so the median radial endpoint distance was also 4.33 cm.

The subjects had 10 to 15 seconds to hit the targets. Therefore, on-line brain-controlled velocities were scaled down to ensure only reasonably direct trajectories could get to the target with in the 10-15 sec time limit.

Hand and brain-controlled movements were performed in alternating blocks of movements to all eight targets. However, under brain-control, missed targets were repeated up to five times per block for practice. Performance statistics were compiled by first averaging statistics from repeated targets together in each block to ensure statistics represented all targets equally, even if the number of movement samples differed between targets.

Monkeys ‘L’ and ‘M’ were chronically implanted in the motor and pre-motor areas of the left hemisphere with arrays 16 consisting of fixed stainless steel and/or tungsten microwires insulated with Teflon/polyimide. Figs. 4a and 4b show estimated locations of the electrodes. The circles 60 - 63 and 64 represent craniotomies. Black straight lines 65 - 68 in subject ‘M,’ Fig. 4a, and 69 - 71 in subject ‘L,’ Fig. 4b, indicate approximate placement of arrays. Monitoring cortical activity during passive and active arm movements showed both animals had electrodes at units related to proximal and distal arm areas. Monkey ‘M’ also
had some electrodes of arrays 71 - 74, at units related to upper back/neck activity (not relevant here). Many electrodes detected waveforms from multiple cells, some of which could not be individually isolated. The terms ‘cell’ or ‘unit,’ as used here, then, refer to both individually-isolated cells and inseparable multi-cell groups.

Often channels suspected of having very low amplitude cell activity (within the noise floor) were included in each day’s experiment. Each unit’s vectors were scaled based on tuning quality, so these noisy units usually had weights too small to significantly affect the population vector.

At the beginning of each day’s experiments, 8-10 minutes of center-out arm movements and cortical data were collected to measure the baseline movement-related behavior of the recorded cells. This was then used to calculate the preferred directions and $R^2$ values used in the modified population vector.

Since new preferred directions and scaling factors were calculated each day, differing estimation errors (as well as any actual changes in the tuning properties) slightly changed the form of the population vector from day to day. Most of both animals’ units had fairly stable waveforms and tuning properties between days. Larger variations between days in the modified population vector coefficients sometimes happened due to intermittent hardware problems making some recorded channels noisy or unusable.

Results and Discussion

Fig. 5 shows examples of trajectories from this experiment. The top two figures show examples of actual hand trajectories to the eight targets. The eight thick straight lines 81 - 88 connect the cube center to the center of the eight targets 41 - 48 (generally indicated in Fig. 5 without being to scale). Thin lines 90 show the individual trajectories and are color coded by their intended target’s line color discernable as varying shades of gray in Fig. 5’s black and white reproduction. Black dots 92 indicate when the target was actually hit. The color coded figure more dramatically illustrates the results discussed here. A copy is being submitted for filing in the application file and is available on line at the website of Science magazine. The color scheme in each left hand plot is the same, the direct lines 81 and thin lines 90 directed toward the targets 41, 42, 43 and 44 are red, dark blue, green and light blue, respectively.

The right hand plots are consistent with lines towards targets 45, 46, 47 and 48, light blue, green, dark blue and red, respectively.

The middle two plots of Fig. 5 show open-loop trajectories created offline from the cortical data recorded during the normal hand-controlled movements. There is some organization to these open-loop trajectories. Some target’s trajectories are clustered together
(e.g. red group dominating the area marked A in both plots and the green group dominating the area B in the right plot) while other groups show little organization, and covered little distance. This suggests the population vector did not accurately model the movement encoding of the cortical signals. On the day shown, only 22 units were recorded and only 17 were used after scaling down poorly-tuned units. With these results, it’s not surprising that previous offline research suggested a few hundred units would be needed to accurately recreate arm trajectories.

The bottom row shows the closed-loop trajectories. Although they are not nearly as smooth as the normal hand trajectories, they did hit the targets more often than the open-loop trajectories. The subjects made use of visual feedback to redirect errant trajectories back toward the targets. In the closed-loop case, there were also more uniform movement amplitudes toward each of the targets. Although only small movements were made to the two dark blue targets 42, 47 in the open-loop case, the subject managed to make sufficiently-long trajectories in that direction to get to the targets under closed-loop brain-control. The trajectories, which extended beyond the targets in the open-loop case (e.g. left red, 41, and right green, 46, trajectories) were halted and redirected back to the targets in the closed-loop case.

This experiment was conducted with monkeys ‘L’ and ‘M’ for 32 and 40 days respectively. In both subjects, about 18 cells were used to create open- and closed-loop trajectories. As expected with so few cells, the open-loop trajectories were never very accurate. Although these trajectories went toward the correct targets more often than chance, they usually had at least one of the orthogonal X, Y or Z components pointing in the wrong direction.

Closed-loop trajectories often started out in the wrong direction, but were then redirected back to the correct octant. The closed loop trajectories hit the targets significantly more often than the open-loop trajectories in both animals.

Both animals significantly improved their closed-loop target hit-rate over the course of the experiment. This might occur by chance if the number and/or quality of recorded cells improved during this time. If this were the case, one would also expect improvement in the off-line, open-loop success rate. Instead, the off-line hit-rate declined, suggesting that the subjects learned to modulate their brain signals more effectively with visual feedback in the closed-loop condition. Fig. 6 shows each animal’s difference in target hit rate (closed-loop minus open-loop) as a function of the number of days of practice. The thin lines are the linear fits of the data. Subject ‘M’ showed an increase in closed-loop target hit rate of about
1% per day (P < 0.0001) over the open-loop hit rate. Subject 'L' showed slightly less improvement - about 0.8% per day (P < 0.003).

Most of the cortical units recorded were stable from day to day. Some were stable for more than two years (Williams, Rennaker, & Kipke, 1999). [40] Other units showed changes in their waveforms and in calculated tuning direction and quality between days (due to intermittent equipment noise, estimation error, and actual tuning changes). Preferred directions and $R^2$ scaling values were recalculated daily to make use of the current properties of the recorded units. Therefore subjects had to learn a slightly different brain-to-cursor-movement relationship each day. Paired t tests were done between subsequent blocks of brain-controlled movements to look for trends within days that would indicate learning of each new relationship. Results showed subjects initially improved their target hit rate by about 7% from the first to the third block of eight closed-loop movements each day (P < 0.002), but improvement leveled off after that.

**Coadaptive Algorithm**

In the open-versus closed-loop, the subjects demonstrated an ability to take on new, more useful cortical modulation patterns within the first several minutes of practice (i.e. significant improvement from the first to the third block of brain-controlled movements within days). Improvement within each day leveled off after about the third block suggesting that there was a limit to the range of possible modulation patterns the animals could make. The subjects could not fully generate the modulation patterns required by the 'fixed' decoding algorithm to make the movements with 100% accuracy.

A more appropriate solution is use of an adaptive decoding algorithm which adjusts to the modulation patterns that the subjects can make. By using an algorithm which tracks changes in the subjects' modulation patterns, the subjects are able to explore new modulation options and discover what patterns they can produce to maximize the amount of useful directional information in their cortical signals.

This 'coadaptive' process has other potential benefits as well. In healthy animal studies, the subjects can be trained to make an initial set of arm movements. The cortical activity recorded during those baseline movements is then analyzed and used to define the cortical decoding algorithm. In practice, immobile human patients can't make these initial movements. They can think about or visualize movement, but Lacourse et al. (1999) [22] has shown the EEG patterns produced in spinal cord injury (SCI) patients while visualizing movements are less distinct than those of healthy subjects during normal arm movements.
Basing a fixed cortical decoding scheme on these sub-par signals would not take advantage of the brain’s full encoding potential.

It is likely that post-SCI cortex can regain a high level of conscious modulation control once the cortex is put back to functional use. Kennedy et al. (2000) have shown immobile human patients can relearn to modulate individual motor cortex cells - even after long periods of disuse. Wu and Kaas (1999) [41] have shown that unused areas of the motor cortex receive invasive remapping from the neighboring functional body parts after an injury. However, functional magnetic resonance imagining (fMRI) studies show that the underlying motor maps are still maintained after SCI, and activity in these areas can still be evoked voluntarily (Shoham et al., 2001) [35].

Having volitional activity in the cortex is critical for neuroprosthetic control. Invasive ‘over-mapping’ from neighboring cortical areas and the lack of kinesthetic feedback may make the initial prosthetic control patterns more abnormal and volatile - at least in the early stages of retraining the cortex. Using a coadaptive algorithm to track changing cortical encoding patterns can enable the patient to work with his current modulation capabilities, allowing him to explore new and better ways of modulating his signals to produce the desired movements. Although the final result may not resemble the original pre-injury signals, the acquired modulation patterns might be better suited for the specific neuroprosthetic control task.

In this coadaptive experiment, the inventors restrained both arms of the monkeys to model the immobile patient. Although the animals were perfectly healthy and did not have cortical changes due to remapping or long-term disuse, the normal activity patterns should have been somewhat altered by the change in kinesthetic feedback. This animal model allowed testing a coadaptive method of evolving a movement decoding algorithm using immobile subjects with altered cortical modulation patterns.

In the open- versus closed-loop experiments, the modified population vector used to translate cortical signals into 3D movements was clearly not optimal. The consistent errors seen in both open- and closed-loop trajectories suggest that more accurate control could be achieved with an improved decoding algorithm which corrected these errors.

The form of a good real-time cortical decoding algorithm needs to be simple and efficient enough for real-time calculation while still deciphering a majority of the information contained within the signals. While it is clear that complex details of the cortical signal can convey additional information about the intended movements of healthy behaving animals (e.g. correlations between units, non-linearities in the tuning functions, etc.), it may not be
cost effective to incorporate every possible aspect of the cortical firing patterns into a
movement prediction algorithm - especially in the early volatile stages of relearning to use
the motor cortex. In this scenario, retraining the cortex to convey information in the most
straightforward, easily-decodable form would be ideal. Additional layers of complexity
could be added on later once the patient’s control skills become more finely tuned.

The most basic and very convenient view of directional coding in the motor cortex is
that the units are cosine tuned. Schwartz et al. (1988) [31] showed that this is a fairly good
assumption with many cortical units. This assumption makes the math involved with
translating cortical activity into a movement trajectory extremely simple and fast. However,
most units have slightly narrower tuning functions than a true cosine tuning function.

The open- versus closed-loop experiments, described in the previous chapter, used a
population vector which assumed that the neurons were cosine tuned. This over
simplification resulted in problems with uneven movement magnitudes and quality
throughout the work space (i.e. units could make larger contributions to the movement vector
with movements in their preferred directions than 180° away from their preferred direction).
By weighting units based on their quality of tuning, the inventors assumed the units provided
equal quality of movement information both in and 180° away from their preferred direction.
This, however, was usually not the case and may have contributed to the prediction errors
seen in the open- versus closed-loop experiments.

This coadaptive experiment, the inventors used a cortical decoding algorithm similar
to the population vector except that each unit’s contribution to the vector sum was weighted
differently with normalized rates above versus below zero. This should allow units to
contribute more in directions where they provide more useful information. This still assumes
the units encode directional information with a broadly-tuned rate code, and this is a fairly
general assumption that seems reasonable to impose on most motor and pre-motor cortex
cells.

Equation set 3.1 shows movement calculation using a traditional population vector.
PDXi, PDyi, and PDzi represent the X, Y, and Z components of a unit vector in cell i’s
preferred direction. NRI(t) represents the normalized rate of cell i over time bin t.

\[
\begin{align*}
    Mx(t) &= \Sigma_i PDxi \cdot NRI(t) \\
    My(t) &= \Sigma_i PDyi \cdot NRI(t) \\
    Mz(t) &= \Sigma_i PDzi \cdot NRI(t)
\end{align*}
\] (3.1)
Equation sets 3.2 and 3.3 show the first step of movement calculation in the coadaptive method. Note the form of Equations 3.1 and 3.2 are similar, but, in Equation 3.2, each unit's weights (Wxi, Wyi, and Wzi) can take on one of two values as specified in Equation set 3.3.

\[
X(t) = \Sigma_i Wxi * NRi(t) \\
Y(t) = \Sigma_i Wyi * NRi(t) \\
Z(t) = \Sigma_i Wzi * NRi(t)
\]  
(3.2)

\[
Wxi = Wxpi \quad \text{if} \quad NRi(t) > 0 \\
= Wxni \quad \text{if} \quad NRi(t) < 0
\]

\[
Wy = Wypi \quad \text{if} \quad NRi(t) > 0 \\
= Wyni \quad \text{if} \quad NRi(t) < 0
\]  
(3.3)

\[
Wzi = Wzpi \quad \text{if} \quad NRi(t) > 0 \\
= Wznii \quad \text{if} \quad NRi(t) < 0
\]

In this experiment, these positive and negative weights were updated after each complete block of brain-controlled movements to the eight targets. This allowed the weights to follow any changes the animals made in their movement encoding schemes during the day's experiment.

With different positive and negative weights, the expected value of the predicted movement direction would no longer be zero when averaged over movement to all eight targets. For example, if a unit's positive X weight was one and its negative X weight was zero, it would only produce movements in the positive X direction. Therefore, constant X, Y, and Z 'Expected_Drift' terms were subtracted out to ensure uniform movements could be made in both positive and negative X, Y, and Z directions. Equation set 3.4 shows this next step in the movement calculation, and details on how the expected drift terms were calculated are presented later on in the text.

\[
m(t) = Xi(t) - \text{Expected_DriftX}(t) \\
m(t) = Yi(t) - \text{Expected_DriftY}(t) \\
m(t) = Zi(t) - \text{Expected_DriftZ}(t)
\]  
(3.4)

The average magnitudes of the X, Y, and Z components of the cursor movement were also normalized across components to ensure a uniform scale of movements in all three components. These normalization terms were only adjusted after each complete block of movements to allow for different mean speeds within the block.
The process of adjusting the positive and negative weights was designed to identify an effective combination of weights that would enable the subject to make 3D brain-controlled movements using whatever tuning direction and quality the animal’s units’ took on. Therefore, the weights did not have to match the unit’s actual preferred directions. The different components of each unit’s positive and negative weights were individually adjusted to redistribute the control as needed throughout the workspace, and to emphasis units when they fired in a range which provided the most useful contributions to the predicted movement.

The weights were adjusted after each block of movements to all eight targets. The positive and negative X, Y, and Z components were independently adjusted for each unit to minimize the prediction error produced by that particular weight and unit during the most recently completed block of movements. Equation sets 3.5 and 3.6 show the changes to each unit’s weights needed to reduce the error seen in the previous movement block. This step in the adjustment process evaluates each unit individually as if it were solely responsible for creating the cursor movement.

\[
\begin{align*}
\Delta W_{xpi} &= E_k[W_{xpi}(k)^*NRi(k) - (Tx(k) - Cx(k))] \\
\Delta W_{ypi} &= E_k[W_{ypi}(k)^*NRi(k) - (Ty(k) - Cy(k))] \text{ for all } NRi(k)>0 \\
\Delta W_{zpi} &= E_k[W_{zpi}(k)^*NRi(k) - (Tz(k) - Cz(k))] \\
\Delta W_{xni} &= E_k[W_{xni}(k)^*NRi(k) - (Tx(k) - Cx(k))] \\
\Delta W_{yni} &= E_k[W_{yni}(k)^*NRi(k) - (Ty(k) - Cy(k))] \text{ for all } NRi(k)<0 \\
\Delta W_{zni} &= E_k[W_{zni}(k)^*NRi(k) - (Tz(k) - Cz(k))]
\end{align*}
\]

Equation sets 3.5 and 3.6 show that the movement vector produced by unit i was compared with the movement vector needed at each time step k (movement vector needed = [Tx(k) - Cx(k), Ty(k) - Cy(k), Tx(k) - Cz(k)] were T is the target position and C is the cursor position at time step k). The change needed in the positive weight vector, [\Delta W_{xpi}, \Delta W_{ypi}, \Delta W_{zpi}], was calculated as the average difference between the movement vector produced and the movement vector needed for all time steps in the previous block where the normalized rate went above zero (shown by the expectation operator, E_k) if NRi(k)>0). The change needed in the negative weight vector was similarly calculated using all time step where the normalized rate went below zero (i.e. NRi(k)<0).

After each block of movements, weights were not simply adjusted by the full \Delta W_i values described by Equations 3.5 and 3.6. However, the adjustments were proportional to
the calculated ΔWi values. Each weight was changed more if its current value produced relatively large but consistent errors, and less if it caused small and inconsistent errors (like one would expect if it was adjusted just right).

If a current weight component produced relatively large and inconsistent errors, the weight component itself would be scaled down relative to the other unit’s weights. If the errors were small but consistent, its relative magnitude would be scaled up.

Additional update rules enabled the coadaptive algorithm to search the possible weight space and hold on more strongly to groups of weights which produced the most successful movements. Movement success was defined first by the number of targets hit, and next by how quickly the targets were reached. Because the average movement magnitude at each time bin was held constant, selecting groups of weights based on the shortest movement time was equivalent to selecting weights which produced the straightest, most direct paths to the targets.

Methods

The virtual reality setup used in this experiment was the same as described in the open versus closed-loop experiment. Two healthy macaques were used – monkey ‘M’, whose implants were shown in Fig. 4a (both hemispheres now implanted), and a new monkey, ‘O’. Monkey ‘O’ initially had four 16-microwire arrays 191 - 194 (Fig. 7) implanted in the left motor and pre-motor areas. Arrays were 2x8 platinum iridium microwires with a Teflon/polyimide coating. That implant’s recordings were not very consistent from day to day and disappeared completely after only 20 days of recording. A similar implant 196 - 199 was done on its right hemisphere, but, again the units were not very stable and only lasted through 12 recording sessions. Passive and active arm manipulation showed subject ‘O’’s units were related to both proximal and distal arm movements in both implants. Fig. 7 shows the estimated array locations in subject ‘O’. With this monkey, one large (1.8 cm) craniotomy was made in each hemisphere at 201, 202, and this may have contributed to the difference in recording stability between animals.

In Fig. 7, the electrode placement is in subject ‘O’. The gray areas indicate the craniotomies. The black straight lines show the approximate electrode placements.

At the beginning of each day’s experiment, eight to ten minutes of normal center-out hand-controlled right arm movements where collected along with the corresponding neural activity. This data set was used to characterize the cells’ baseline tuning behavior under hand-control. Following the free arm movements, both arms were restrained to model the
immobile patients. The monkeys then performed the coadaptive brain control task for another 25 to 70 minutes. Either random numbers or the cells’ actual preferred directions (determined from that day’s hand-controlled movements) were used as initial starting values for both the above- and below-zero sets of X, Y, & Z coefficients (each set first normalized to a unit vector). Because initial performance was so poor in either case, the task started each day with large, easy-to-hit targets (4 cm radius). As coadaptation progressed, the target size was decreased or increased by 1mm after each complete block of eight targets depending on if the average target hit rate over the last three blocks was above or below 70% respectively. This was done to encourage the development of more directional accuracy as the movement prediction algorithm improved. The target was not allowed to get smaller than 1.2 cm in radius to ensure it would not be obscured by a 1.0 cm radius cursor.

At the end of each day’s experiment, tuning function statistics were calculated from cortical data collected during the brain-controlled movements and compared with values obtained from that day’s baseline hand-controlled movements. Monkey ‘M’ did these hand and brain-controlled experiments for 39 days of regular practice, and then an additional 11 days of intermittent practice spread over a three month period. After a one and a half month break, regular practice was then resumed. Subject ‘M’’s cells remained relatively stable throughout this time. Therefore, the animal’s performance statistics were compared across days to look for indications of learning and retention of skills with varying degrees practice.

Monkey ‘O’, however, was newly implanted at the start of these experiments. The units recorded on both left and right hemisphere implants changed considerably from day to day before they disappeared all together. This instability made it difficult to track or train individual cells over time, and, therefore, analysis of day-to-day learning was not done.

The brain-controlled movement task was a ‘fast-slow’ task during subject ‘O’’s first implant and during subject ‘M’’s 39 days of regular practice and 11 days of intermittent practice. In this version of the experiment, the first 10 to 15 minutes of brain-controlled movements were done with a fast cursor speed and a short movement time (speed ≈100 mm/sec; time allowed = one sec). Then the cursor gain was slowed to one third the speed and the movement time was tripled (speed ≈33 mm/sec; time allowed = three sec). This sequence allowed for rapid initial changes in the weights followed by fine tuning of the weights for better directional control.

After subject ‘O’’s second implant, and after subject ‘M’’s one and a half month break, the task was change to just a ‘fast’ task (speed ≈100 mm/sec; time allowed = one sec). The
goal this time was to develop more speed control (i.e. normal velocity profiles and good control over stopping at the desired target).

Once the animals were proficient in the coadaptive task, each days' experiments were ended with a nonadaptive movement task (a Constant Parameter Prediction Algorithm or CPPA task). In this case the weights were held constant and no longer adapted. The subjects were required to use the nonchanging cortical decoding algorithm to make movements from the center-out to the targets and back to the center. Six additional targets were added to the original eight target positions.

Results and Discussion

On all days, the initial quality of the brain-controlled movements started out poor. The top two squares in Fig. 8 show an example of center-out trajectories before the algorithm weights changed much from the original preferred direction values used (first two movement blocks, day 39). At this initial stage, there was little organization or separation between trajectories to the different targets. The bottom two squares show examples of trajectories from the same day after about 15 minutes of coadaptation or 36 to 53 updates of the algorithm weights. By that time, the trajectories were well directed and there were clear separations between the groups of trajectories to each of the eight targets.

In Fig. 8, are the trajectories before and after coadaptation for subject ‘M’ on day 39. Movements to the eight 3D targets are split into two plots of four targets for easier two dimensional viewing. Empty circles show the planar projection of the potential target hit area (radius equals the target radius plus cursor radius). Small black filled dots show when the target was actually hit. Trajectories were plotted in the same shade of gray as their corresponding target hit area circles. The upper two squares show the center-out trajectories from the first two blocks of movements before the weights changed much from their initial values. Weights used were either the preferred directions calculated from hand-controlled movements, or one adjustment away of these values. The bottom two squares show center-out trajectories after 15 minutes of coadaptation (after 36 to 53 adjustments of the weights).

The quality of movements also improved across days as the monkey became more experienced with the coadaptive task. Since the target radius was adjusted to try to maintain a constant target hit rate of 70%, the minimum and mean target radii become measures of how accurate the subjects’ movements were. Fig. 9A shows subject ‘M’ s minimum (thick black line) and mean (thick gray line) target radii for each day of the fast-slow coadaptive task. On each day, the initial target radius was 4.0 cm and the radius was never reduced below 1.2 cm (black dotted line) - even if the hit rate went above 70%. The actual percent of
the targets hit at target radius 1.2 cm is shown in Fig. 9B. This shows that some days’
performance improved beyond the 70% hit rate at 1.2 cm target radius. The number of
blocks or parameter updates before the target reached 1.2 cm is shown in Fig. 9C.

The break in the ‘Day’ axes indicates when regular coadaptive training was stopped in
order to spend time analyzing the data from the first 39 days (left of break). The data to the
right of the break is from the eleven days of coadaptive training which were spread over a
three-month period after the break. In spite of the intermittent practice during this time,
subject ‘M’ was consistently able to get the target radius down to the minimum size (highest
performance accuracy level) allowed. The reduction in mean target size appeared to taper off
during the last half of the days. However, on days 25-50, additional tasks were performed
after the coadaptive task. Therefore, the coadaptive task was stopped within about 15
minutes or less after the target radius reached its 1.2 cm radius limit. This effectively
weakened some of the performance measures on those days, because the ‘mean-target-radius’
and ‘% - targets-hit’ included fewer good trials after the algorithm converged than it had on
earlier days. On days with asterisks, random numbers were used for initial values instead of
preferred directions.

Fig. 9 shows performance of subject ‘M’ during regular practice and intermittent
practice in the fast-slow coadaptive task. The break between days 39 and 40 marks the end of
regular training and the start of intermittent practice. Asterisks indicate days when random
numbers instead of preferred directions were used as initial parameter values. A) Minimum
(black) and mean (gray) target radii as a function of the number of days of practice. Solid
straight gray line is the linear fit of the mean radius for days 1-39, dotted straight gray line is
the linear fit of the mean radius to all days. Both slopes are significant at \( P < 10^{-15} \). B)
Percentage of targets hit during blocks when the target radius was at the lower limit of 1.2
cm. C) Number of blocks of movements or times the weights were updated before the target
reached the 1.2 cm lower limit. The one random day within the initial training period and the
three random days at the end of the intermittent practice section had similar performance
measures to their neighboring days. This suggests that a priori knowledge of the units’
tuning functions is not necessary or even beneficial for this algorithm to work.

Towards the end of the intermittent training period, subject ‘M’ took a long time to get
the target radius to 1.2 cm (as he did on several occasions during regular training too). Even
though the subject could still get the target radius down to 1.2 cm with only intermittent
practice, it took longer and longer to do so once regular practice had stopped.
The percentages of targets that would have been hit at larger radii were also calculated from all blocks once the target reached the 1.2 cm lower limit. Fig. 10 shows the daily values (gray) and mean values across days (black) of this calculation. Part A includes only the last 13 days of the regular practice section. Part B also includes the intermittent practice days. Table 1 shows the mean and standard deviation across days of the calculated percent of targets that would have been hit at different radii. The mean percentage of targets hit never reached 100% - even when the target radius was assumed to be 5.0 cm. This is most likely due to the monkey’s attention span, and not a problem with its skill level. Large errors in cursor movement often followed loud noises, especially voices, in the neighboring rooms.

Also, large errors occurred when the monkeys wiggled in the restraining chair. This often happened after the subjects had been sitting for a long time and had already received a large amount of water. Data contamination from inattentive trials is particularly difficult to avoid in this type of animal experiment because it’s impossible to guarantee that the subject is actually trying to hit the target each time.

Fig. 10 shows the percentage of targets that would have been hit had the target been larger. Calculations are for subject ‘M’ and are only from all blocks after the target reach the 1.2 cm size limit. Gray lines show percentage calculations from each day. Black lines are the mean values across days. Calculations were based on A) the final 13 days of the regular training period, and B) all of the final days where the target consistently reached the 1.2 cm lower limit.

When the next sequence of experiments started after a month and a half break, monkey ‘M’s performance was initially very poor (Fig. 11). The first two days were conducted using the old fast-slow sequence before moving on to the fast-only task on day three. Although monkey ‘M’ was proficient in the fast-slow task months earlier, the subject was now reluctant to do the task and spent much of the time squirming in the chair. On day three, the fast task was started, and by day four, the subject was capable of doing this task at the smallest target size (highest precession level) allowed.
Table 1

Percentage of targets that would have been hit had the targets been larger than they actually were.

<table>
<thead>
<tr>
<th>Target radius</th>
<th>Regular training only</th>
<th>Regular training plus intermittent training</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2 cm</td>
<td>76 ± 12</td>
<td>78 ± 12</td>
</tr>
<tr>
<td>1.5 cm</td>
<td>81 ± 10</td>
<td>82 ± 11</td>
</tr>
<tr>
<td>2.0 cm</td>
<td>86 ± 8</td>
<td>86 ± 10</td>
</tr>
<tr>
<td>2.5 cm</td>
<td>90 ± 7</td>
<td>89 ± 9</td>
</tr>
<tr>
<td>3.0 cm</td>
<td>94 ± 4</td>
<td>92 ± 8</td>
</tr>
<tr>
<td>3.5 cm</td>
<td>97 ± 4</td>
<td>95 ± 6</td>
</tr>
<tr>
<td>4.0 cm</td>
<td>98 ± 3</td>
<td>96 ± 6</td>
</tr>
<tr>
<td>4.5 cm</td>
<td>98 ± 3</td>
<td>97 ± 4</td>
</tr>
<tr>
<td>5.0 cm</td>
<td>98 ± 3</td>
<td>98 ± 4</td>
</tr>
</tbody>
</table>

# Days in calculations 13 25
# Units recorded 64 ± 2 64 ± 1
# Units used 39 ± 2 38 ± 2

*Note. All values were calculated from movements that occurred once the target reached 1.2 cm each day, and were from days 26 or later. ‘# units recorded’ includes hash or noisy units whose weights were reduced in the coadaptation process and, therefore, didn’t contribute significantly to the cursor movement. ‘# units used’ is the number whose vector sum of their averaged positive and negative weight magnitudes (normalized as they were in the algorithm) equals 95% of the vector sum of the all averaged positive and negative weight magnitudes.*

On day six, the required target hold time was doubled to further increase the speed control requirements (from 100 msec to 200 msec). The subject still got the target down to the smallest size allowed on that day, but was unable to consistently repeat this on subsequent days. This may be due to several factors: 1) the task was more difficult, 2) faulty headstages adversely affected the quality of the neural recordings - particularly on days seven, ten and eleven, and 3) during this time, the animal was given extra fruit at the end of each day’s experiment. The animals were getting, at most, an extra 50 cc of liquid from the fruit, but their response to the sweet fruit was very intense and aggressive - even after they’d had plenty of water. The anticipation of getting treats after the experiment may have affected
their concentration. The fruit was stopped on day nine and any anticipation should have subsided after several days.

Fig. 11 shows the performance of subject ‘M’ upon resuming regular practice after a month and a half break. The black solid line shows the daily minimum target size achieved. The gray line shows the daily mean target size achieved. Asterisks indicate days which started with random numbers for initial weight values. Non-asterisk days started with already-adapted weight from earlier days when the performance was good (each unit’s weights normalized to unit vectors). The fast-slow coadaptive task was done on days one and two, and the fast-only task was done on the rest of the days. Longer target hold requirements were started on day seven.

Random numbers were used for the initial weights in the coadaptive algorithm on the first seven days after the break. On subsequent days, the initial weights used were the final adapted weights from a recent day were the performance was good. To ensure all units had an equal chance to contribute to the movement initially, each unit’s positive and negative weights were first scaled to unit vectors in both the random and pre-adapted cases. Since some of the best and worst days started with random initial weight value, any benefit of using pre-adapted weights is unclear from this study. However, with motivated human patients and noise-free equipment, starting each new training session using the final adapted weights from the previous session still may help speed up the training process.

Testing of Practical Applications

Following the coadaptive algorithm refinement described above, testing of the animals’ ability to use the newly evolved directional encoding schemes in more practical applications ensued. The cortical decoding algorithms produced by the coadaptive process were held constant and no longer allowed to adapt. The subjects were then required to make more practical sequences of movements like one would use in everyday life.

The coadaptive process described above was also used to evolve a decoding scheme for the control of a robotic arm. Once an appropriate cortical decoding algorithm was determined, the subject was required to make sequences of robotic arm movements to random positions in space without further adaptation of the algorithm.

Constant Parameter Prediction Algorithm Task

In the coadaptive task, the subjects learned to make fairly accurate center-out movements to eight corners of the workspace. However, for this algorithm to be practical in the real world, patients will want to make more practical brain-controlled movements than just the center-out movements to eight corner targets. They also will need to be able to take
the weights evolved during the coadaptive process, and use them in a non-adaptive constant state. The constant parameter prediction algorithm (CPPA) task was designed to test the animal’s ability to use the evolved decoding algorithm in a non-adaptive state, and to use it to make a more useful variety of movements. The resulting brain-controlled movements were also more stringently evaluated for ways to improve the quality of movement control in future experiments.

On the last twelve days of subject ‘M’s regular practice period, and the on five of the days of the subject ‘O’s training with the first implant, the subjects performed the constant parameter prediction algorithm or CPPA task. They started the task after completing about 20 minutes to one half hour of the coadaptive task. The weights were held constant during this task and were determined by taking the average of the weights from the coadaptive movement blocks where the performance was good. In this task, as shown in Fig. 18, six ‘novel’ target positions 121 - 126 were included (straight up 121, down 122, left 123, right 124, proximal 125, and distal 126) in addition to the same eight ‘trained’ targets 41 - 48 used during the coadaptive task. Instead of just center-out movements, the subjects now had to go from the center to the target and back to the center. This meant the subjects now had to make 180° changes in movement direction—something they had never been required to do before during co-adaptation.

Fig. 13 plots examples of brain-controlled center-to-target-to-center trajectories from this task. Parts A and B show subject ‘M’s trajectories to the eight ‘trained’ targets which were also used in the coadaptive task. Parts C and D show subject ‘M’s trajectories to the six ‘novel’ targets which were not trained for during the coadaptive task. Trajectories are color coded to match their intended targets. The outer circles represent two dimensional projections of the possible target-hit areas (i.e. possible hit area radius equals target radius, 2.0 cm, plus cursor radius 1.2 cm). The radial distance from the center start position to each target center was 8.66 cm. In the task, the cursor started from the exact center, moved to an outer target, then returned to hit the center target (gray center circle shows center target hit area). The black dots indicate when the outer targets or center target was hit. The three letters by each target indicate Left (L)/Right (R), Upper (U)/Lower (L), Proximal (P)/Distal (D) target locations. Dashes indicate a middle position. A - D show trajectories for monkey ‘M.’ A and B are to the eight ‘trained’ targets used in the coadaptive task. C and D are to the six ‘novel’ targets. E and F are novel target trajectories made by monkey ‘O.’

There was very good separation between targets showing the animal had a high level of selective control over the movement direction. The subjects could easily stop and make
the required 180° change in movement direction. In most cases, the subject was able to make fairly direct movements taking the shortest path to the targets. Usually there was little curvature in the trajectories, and the trajectories usually went toward the midpoint of the target hit area. However, when deviations from a direct path occurred, the deviations were usually consistent to the same targets within each day. Perturbation studies suggest that, with regular practice, subjects will learn to compensate for regular deviations in their trajectories (Gandolfo, Li, Benda, Schioppa & Bizzi, 1999; Thoroughman & Shadmehr, 2000; Weber, 2001). The fact that consistent deviations did not always straighten out with repeated movements suggests that, at times, there was still some minor non-uniformity in the subjects’ movement ability over the workspace. If it was just as easy for the animal to move to the center of the target direction as it was to hit the target from the side, one would expect the subject to learn to do so within one experimental session. In human patients, it may be possible for the recorded units to adapt gradually over time and even out the level of control over the workspace. However, a more immediate solution would be to make a corrective skewing function which takes the output of the cortical control algorithm and remaps it throughout the workspace, so the patient can move equally well in all directions using the cortical modulation patterns he is able to produce. These skewing functions could potentially smooth out the minor deviations sometimes seen in this task, but they could not correct for gross inadequacies of the signals due to under-representation of preferred directions in any one orthogonal movement component.

The algorithm was designed to normalize the magnitude of movements between the X, Y, and Z directions by normalizing each component by the estimated magnitudes of the X, Y, and Z movement components from the population sum. This, however, doesn’t compensate for correlations between the X, Y, and Z components. For example, if the majority of predicted movements with a positive X component also consistently have a positive (or negative) Y component, then there will be asymmetries in movement gain and control along the diagonal axes even though the average movement magnitudes are still equal in X, Y, and Z. Additional correction terms should be added to the coadaptive algorithm to normalize these correlations and eliminate the difference in gain along the diagonals.

This difference in gain along different diagonal axes resulted in some targets having very smooth trajectories, while others showed more jitter. Note the left upper proximal target and the right, lower, distal targets have smoother trajectories than the ones perpendicular to them (Fig. 16). This is also true when comparing the right upper distal and left lower proximal targets to their perpendicular counterparts (Fig. 16). Movements along the smooth
diagonal trajectories had higher gains in those directions than movements to the more jerky orthogonal directions. The jitter in the orthogonal directions stemmed from the subject having a difficult time keeping the high-gain orthogonal movement component at zero. However, the subjects were able to make fairly direct movements to targets in the lower-gain directions by ‘zigzagging’ the high-gain orthogonal component around zero. Additional low-pass filtering could help this problem, although incorporating correlation normalization terms into the algorithm should eliminate the problem altogether.

Parts C and D show subject ‘M’

s trajectories to the six ‘novel’ targets which the animal had not trained on during the coadaptive task. These trajectories were of comparable accuracy and smoothness as the ‘trained’ targets in parts A and B. Paired t tests showed there was no significant difference between the novel and trained targets in either the target hit rate (P < 0.5) or center-to-target time (P < 0.6). There was a slight significant difference in the target-to-center time between the novel and trained targets. The subject actually returned to the center faster from the novel targets than the trained targets (P < 0.02). This may be due to the subject’s difficulty with moving in certain diagonal directions because of the uncompensated correlations between X, Y, and Z components.

There was a significant difference, however, in the target hit rate to targets requiring proximal versus distal cursor movements (P < 10^{-10}). This includes center-to-target movements and target-to-center movements. There were probably several reasons for this. First of all, in proximal movements, the target usually obscured the view of the cursor at some point in the movement. Although the targets were slightly translucent, the details of the double image, needed to correctly perceive depth, were washed out by the target’s image imposed over the cursor’s image. This points out the importance of including proprioceptive feedback in certain types of neuroprosthetic systems. Although some tasks, like controlling a computer cursor or steering a car, would generally rely on visual feedback in both healthy and neuroprosthetic users, in other tasks, such as using an FES system or a prosthetic limb, the user would benefit from proprioceptive feedback in situations where visual feedback is not practical.

Additionally, subject ‘M’ had an under-representation of units tuned along the X or proximal/distal axis. The units the animal did have were more sharply tuned than the ones with large Y or Z components. This resulted in a larger discrepancy between the positive and negative X weights and a larger X drift term compared to the Y and Z components. Although the drift terms ensured that the subject could make equal magnitude of movements in the positive and negative directions with unequal positive and negative weights, they also caused
the cursor to move when the subject was at rest (i.e. when the firing rates were at their mean levels). Therefore, when the monkey was trying to move the cursor proximally, if there was a pause in the effort (such as when the cursor was obscured by a target and the animal was unsure which way to move), the cursor would drift distally.

Requiring effort to remain stationary is not the optimal situation for a neuroprosthetic device. One possible solution would be to add additional selection criteria in the coadaptive task that scales down weights which have large discrepancies between their positive and negative values. The algorithm will then seek out combinations of weights which will not be as dependent on large drift terms. The purpose of having different positive and negative X, Y, and Z weights was to compensate for the difference in the magnitude and quality of rate modulation above versus below the mean in non-cosine tuned units. With regular practice, however, patients will most likely be able to train their units to become cosine tuned. This will eventually alleviate the need for separate positive and negative weights and, therefore, will eliminate the need for the drift terms.

Fig. 16E and F show novel target trajectories made by subject ‘O’ on the fifth and last day the animal did the CPPA task after the first implant. On this day, 31 units were recorded, but most of them were poor-quality noise channels. The weights adapted to make use of 13 of those units. This was the number of units where the magnitude of the vector sum of the averaged positive and negative weight vectors made up 95% of the magnitude of the vector sum of all averaged positive and negative weight vectors. In spite of the low number of useful units, the animal was able to make very selective target-directed movements, although they were not as smooth as subject ‘M’s movements. Part E also shows some slight consistent skewing of the movements, which happened in both animals from time to time.

Subject ‘O’ also had a significantly lower hit rate to proximal targets than distal targets (P < 0.005), but had no significant difference between the novel and trained targets in either the target hit rate (P < 0.3) or the target-to-center time (P < 0.8). The center-to-target time was significantly less in the novel targets than the trained targets (P < 0.01). The fact that both animals did as well or better to the novel targets than to the trained targets, suggests the algorithm was able to generalize new movement directions based on data acquired during the eight-target center-out task. Additionally, the subjects’ ability to stop and change directions shows the algorithm was also able to generalize to new velocity and sequencing requirements. These results are summarized in Table 2.
Table 2  
*Performance results from the constant parameter prediction algorithm task*

<table>
<thead>
<tr>
<th>Monkey</th>
<th>‘M’</th>
<th>‘O’</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Targets hit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Novel</td>
<td>80 ± 26</td>
<td>73 ± 29</td>
</tr>
<tr>
<td>Trained</td>
<td>77 ± 24</td>
<td>62 ± 30</td>
</tr>
<tr>
<td>Center after novel</td>
<td>80 ± 22</td>
<td>72 ± 25</td>
</tr>
<tr>
<td>Center after trained</td>
<td>82 ± 19</td>
<td>70 ± 21</td>
</tr>
</tbody>
</table>

Average movement time (sec)

<table>
<thead>
<tr>
<th>Monkey</th>
<th>‘M’</th>
<th>‘O’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novel</td>
<td>1.5 ± 0.5</td>
<td>2.0 ± 0.6</td>
</tr>
<tr>
<td>Trained</td>
<td>1.5 ± 0.6</td>
<td>2.6 ± 0.7</td>
</tr>
<tr>
<td>Center after novel</td>
<td>1.3 ± 0.7</td>
<td>2.0 ± 1.1</td>
</tr>
<tr>
<td>Center after trained</td>
<td>1.6 ± 0.8</td>
<td>2.0 ± 0.9</td>
</tr>
</tbody>
</table>

Miscellaneous

<table>
<thead>
<tr>
<th>Monkey</th>
<th>‘M’</th>
<th>‘O’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of days in calculations</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>Number of units recorded</td>
<td>64 ± 2</td>
<td>31 ± 2</td>
</tr>
<tr>
<td>Number of units used&lt;sup&gt;a&lt;/sup&gt;</td>
<td>38 ± 2</td>
<td>17 ± 2</td>
</tr>
</tbody>
</table>

*Note.* <sup>a</sup>Number of units where the magnitude of the vector sum of the averaged positive and negative weight vectors made up 95% of the magnitude of the vector sum of all averaged positive and negative weight vectors.

Besides movement generalization, the goal of the CPPA task was to check the viability of using the coadaptive process to determine a brain-control algorithm which could then be used to control a prosthetic device for an extended period of time without requiring further adaptation of the weights. This coadaptive algorithm would have limited practical applications if the brain fluctuated on a time scale that would make the derived weights invalid before they could be put to practical use. However, the true length of time before the weights needed re-calibrating could not be determined. The animals were reward driven, and their willingness to do the task would decline as they became less thirsty. Since the hand-
control and coadaptive procedures preceded the CPPA task, the animals were usually not very thirsty by the CPPA task. They would be easily distracted by noises outside the room, and would stop paying attention to the screen. Often, the sound of the reward device would bring their attention back to the task, and the animals would go back to making the same quality of movements as before the distractions.

The subjects generally did the CPPA task for between 15 and 30 minutes before they were no longer thirsty and would just simply stop working. Although this is not a long period of time, the quality of the movements did not decline during this time suggesting the adapted weights remained valid. The consistency of the weights after the first couple minutes of the coadaptive task also implied the cortex remained stable during that time (between 20 and 60 minutes). Finally, the consistency of the preferred directions between days further indicates that once a set of decoding parameters are determined with the coadaptive task, a patient should be able to use those parameters to control their prosthetic device for a useful amount of time.

Table 3 shows how the subjects’ performance in the CPPA task changed with daily practice (regression slopes and P values). Both subjects improved their performance in all performance measures across days, although these improvements were not significant in subject ‘O’ with only five days of data. ‘Sequence length’ refers to the number of consecutive movements without missing the intended target (center-to-target or target-to-center movements; missed targets have a sequence length of zero).

<table>
<thead>
<tr>
<th></th>
<th>Monkey</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>‘M’</td>
<td>‘O’</td>
<td></td>
</tr>
<tr>
<td>% Center-to-target hits</td>
<td>2.7</td>
<td>0.01</td>
<td>3.7</td>
</tr>
<tr>
<td>% Target-to-center hits</td>
<td>3.2</td>
<td>0.01</td>
<td>4.0</td>
</tr>
<tr>
<td>Mean sequence length</td>
<td>2.5</td>
<td>0.01</td>
<td>1.7</td>
</tr>
<tr>
<td>Max sequence length</td>
<td>4.0</td>
<td>0.01</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Fig. 17 shows the distribution of subjects ‘M’s sequence lengths on the first (A) and last (B) days of the task. Although the monkey took long pauses when distracted, by the last
day of practice, the animal was able to make long continuous sequences of movements when attentive.

Although the movements in the CPPA task were not as smooth as normal healthy arm trajectories, they were a significant improvement over what other real-time brain-control algorithms have been able to produce up to this date (Serruya et al., 2002; Meeker et al. 2001; Chapin et al., 1999). Furthermore, the types of problems encountered with the movements should be avoidable or easily corrected by adding correlation correction terms to the algorithm, and remapping any distorted output into a more uniformly-distributed movement space. These subjects also demonstrated that their cortical activity could be used to make long continuous sequences of movements. This level of movement control and flexibility could greatly improve the quality of life for many severely-disable patients.

Brain-Controlled Robot

In the virtual world, the brain-controlled cursor goes exactly where the cortical control algorithm tells it to. The cursor itself has no inertial properties, and it does not add additional variability into the system. However, many neuroprosthetic devices are not so exact. Physical devices, such as wheelchairs, prosthetic limbs, or FES-controlled paralyzed limbs, have distinct inertial properties. The relationships between the command input and the device output may be highly variable due to the system itself being non-deterministic, or due to external perturbations.

Monkey 'M's ability to transfer the virtual-cursor control skills to a six-degrees-of-freedom Zebra-Zero robotic arm (designed by Zebra Robotics, Inc.) was tested in both the coadaptive task and a new constant-parameter task. The arm is a full six-axis manipulator with control, using an open architecture PC-based controller. In this experiment, monkey 'M's cortical signals controlled the movements of the robotic arm using the same coadaptive algorithm as was used in the virtual cursor task. As illustrated in Fig. 18, although the monkey now controlled the robot directly, the animal still viewed the targets and a brain-controlled cursor 40' through the same virtual reality set up as in the previous experiments. This time, however, the cursor movements were determined by the real-time position of the brain-controlled robot 150. Optotrak® position markers 51 were placed on the end of the robot arm, and the robot's position controlled the position of the virtual cursor. This way, the task was still familiar to the subject. However, the dynamics of the cursor now were different. The cursor movements now showed the lag, jitter and movement inaccuracies of the robotic arm.
In the coadaptive robotic task, the lower limit on the target size was set to 1.5 cm. The subject was able to reach and maintain this level of accuracy after the first few days of practice with the robot. Trajectories from the coadaptive task are shown in Fig. 16. The circles show two dimensional projections of the possible target hit area and are color coded to match their trajectories. Black dots indicate when the target was successfully hit.

As in the virtual coadaptive task without the robot, there was good separation between trajectories to the different targets. Movements to most targets were as good or almost as good as in the virtual coadaptive task. The subject had problems getting the robot to one area of the workspace, however, more so than other areas. This may have been due to inadequacies in the cortical control signal, due to the robot having difficulty executing movements in that area of the workspace, or a combination of the two. Although the trajectories would occasionally go quite far in the wrong direction, the subject was usually able to redirect the robot back to its intended target (e.g. see the cyan trajectory 160 at the magenta target 165 in the right panel of Fig. 16).

The coadaptive task was then followed by a new version of the constant parameter prediction algorithm (CPPA) task which also used the robot. This version still required the subject to move back to the center after hitting the target, but the targets were now in random positions and at random radial distances. Fig. 17 shows two dimensional projections of sample trajectories from the non-robotic (A) and the robotic (B) CPPA tasks. Light gray dots 167 indicate when an outer target was hit, and the darker grey dots 168 show when the trajectories returned and hit the center target.

In the virtual center-target-center task, the animal could easily make 180° changes in the cursor movements. However in the robot task, the inertia of the robot makes this rapid change in direction difficult to execute. Instead, the animal took on a strategy of ‘looping’ through the targets, making do with the limited ability of the motors to decelerate the robot. Fig. 18 shows target positions from the first day subject ‘M’ did the CPPA task with the robot. Black dots 170 indicate targets positions for movements that successfully hit the target and returned to the center. Gray dots 172 indicate target positions that were hit, but the robot did not return to the center. Empty circles 174 show target positions which were not hit. The data in Fig. 18 was recorded after only one half hour of practice in the robot center-target-center task. In spite of the more limited movement abilities of the robot, the subject was able to hit the targets and return to the center a majority of the time.

Within a very short period of time, the subject learned to work within the limitations imposed by the dynamics of a physical brain-controlled system. It is likely that human
patients will also adjust easily to a wide variety of physical devices. However, in this experiment, the inventors co-adapted the brain-control algorithm using brain-controlled movements of the specific device. This strategy may have benefits over co-adapting a brain-control algorithm in a virtual environment and then applying the algorithm to control physical devices. By adapting the algorithm weights to the imperfect movements of the device, the weights may evolve to minimize the effect of some of these imperfections.

Although preferred embodiments of the invention have been described in detail, it will be readily appreciated by those skilled in the art that further modifications, alterations and additions to the invention embodiments disclosed may be made without departure from the spirit and scope of the invention as set forth in the appended claims. For example, although the firing rate is used in the specific, exemplary preferred embodiment, other characteristics of electrical impulses may be used with the methods described and with the system described. The coadaptive algorithm and control functions arrived at using that algorithm are useful in other control applications than those specifically described.
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We claim:

1. A method of developing electrical control signals from physiological electrical activity of a human or animal subject comprising:
   (a) providing a computational processor,
   (b) repeatedly detecting physiological electrical impulses from at least one electrical impulse producing units in or on the subject,
   (c) repeatedly supplying to the computational processor electrical representations of one or more characteristics of the electrical impulses,
   (d) repeatedly, using the computational processor, calculating, from the electrical representations, movements of at least one physical or computer generated movable object in at least one dimension based on an algorithm programmed in the computational processor,
   (e) repeatedly moving the at least one movable object by the calculated amount in a manner discernable to the subject, and
   (f) repeatedly modifying one or more terms of the algorithm to enhance movements of the at least one movable object approaching a predetermined movement in response to further detected electrical impulses.

2. The method according to claim 1, wherein step (d) comprises applying the algorithm to representations of one or more characteristics of the detected electrical activity of each of the units, and step (f) comprises modifying one or more terms of the algorithm as applied to the electrical representations corresponding to each unit the electrical impulses of which contribute to the predetermined movement.

3. The method according to claim 1, wherein step (d) comprises calculating an amount of movement as a function of a firing rate of one or more of the units.
4. The method according to claim 3, wherein the one or more characteristics of the detected electrical impulses comprise the firing rate, and wherein step (d) comprises:

(i) for each unit calculating a normalized firing rate, \( NR_i(t) \), in a time window,

(ii) weighting a firing rate-related value for the firing rates of one or more units by their own first positive weighting factor if \( NR_i(t) \) is greater than zero,

(iii) weighting a firing rate-related value for the firing rates of one or more units negative weighting factor if \( NR_i(t) \) is less than zero,

and step (e) comprises moving the at least one moveable object a distance dependent upon at least a portion of the weighted firing rate-related values.

5. The method according to claim 2, wherein the at least one moveable object is chosen from a group consisting of real objects and virtual objects.

6. The method according to claim 1, wherein the electrical impulse-producing units are in the subject's cerebral cortex, step (b) comprises implanting at least one array of electrodes in the cerebral cortex of the subject, and step (c) comprises communicating cortex-generated electrical signals via a communication link to the computational processor.

7. The method according to claim 6, wherein implanting at least one array comprises implanting the at least one array in the cerebral cortex of the pre-motor or motor regions of the brain of the subject.

8. The method according to claim 1, wherein step (e) comprises moving the at least one object in the visual field of the subject.

9. The method according to claim 8, wherein the at least one object includes a movable computer display object, and step (e) comprises moving the computer display object in a computer display environment in the visual field of the subject.

10. The method according to claim 10, further comprising providing the subject with a reward upon achievement of a predetermined goal movement.

11. The method according to claim 4, wherein step (f) comprises an iterative updating procedure for adjusting the positive or negative weighting factors from initial values.
12. The method according to claim 11, wherein the initial value is an arbitrarily chosen value.

13. The method according to claim 1, wherein the number of units is less than 100.

14. The method according to claim 1, further comprising:
   (g) using the algorithm as modified repeatedly in step (f), without further modification, to translate the electrical signals into control signals for application to a controlled device.

15. The method according to claim 1, wherein the electrical impulse producing units are located in regions selected from the group consisting of the nervous system and the musculature.

16. An electrical controller comprising a computational processor programmed to operate as defined in any one of claims 1 - 15.

17. Programming for a computational processor having routines for effecting the method of any one of claims 1 - 15.

18. A control system including an input for receiving physiologically generated electrical impulses, an output representative of direction and distance, a computational processor electrically connected between the input and the output for deriving the output from input physiologically generated electrical impulses, the computational process being programmed with co-adaptively revisable control algorithm adapted to be revised with revisions in input electrical impulses from a test subject.

19. A method of controlling at least one physical or computer generated movable object comprising:
   (a) detecting in an animal or human subject electrical impulses caused by electrical activity of units of one or more neurons,
   (b) deriving from the detected electrical impulses an output representative of direction and distance, and
   (c) moving the at least one object in the direction and over the distance represented by the output substantially concurrent with the detection of the impulses.
20. The method according to claim 19, wherein step (b) includes displaying to the
subject the movements of step (c).

21. The method according to claim 20, wherein step (b) further comprises,
applying to a computational processor inputs representative of the detected electrical
impulses, and with the computational processor applying a coadaptive algorithm calculating
the direction and distance to be represented in the derived output signal, said coadaptive
algorithm having terms varying with the success or failure of the derived output signal
moving the at least one object in a predetermined direction.

22. The method according to claim 21, wherein step (b) further comprises deriving
the output signal from a detected firing rate of the one or more neurons.

23. The method according to claim 19, wherein step (b) further comprises
providing a computer program having the algorithm for converting the inputs representative
of the detected electrical impulses to the output signal representative of direction and
distance.

24. The method according to claim 21, wherein step (b) further comprises
providing a computer program having the algorithm for converting the inputs representative
of the detected electrical impulses to the output signal representative of direction and
distance.

25. The method according to claim 24, wherein the algorithm includes at least one
weighting factor applied to translate physiologically-generated electrical signals into
movement direction and distance.

26. The method according to claim 19, wherein step (b) further includes
displaying a target to which the object is to move.

27. The method according to claim 25, wherein step (b) further includes
displaying a target to which the object is to move, wherein the at least one weighting factor
includes a positive weighting factor and step (b) further comprising using the positive
weighting factor when the normalized input signal is above zero.
28. The method according to claim 25, wherein step (b) further includes displaying a target to which the object is to move, wherein the at least one weighting factor includes a negative weighting factor, and step (b) further comprising using the negative weighting factor when the normalized input signal is below zero.

29. The method according to claim 25, wherein step (b) includes displaying a target to which the object is to move, wherein the at least one weighting factor includes a positive weighting factor and a negative weighting factor, and step (b) further comprising using the positive weighting factor when the normalized input signal is above zero and using the negative weighting factor when the normalized input signal is below zero.

30. The method according to claim 26, further comprising rewarding the subject upon the object reaching the target.

31. The method according to claim 21, step (a) further comprising implanting a plurality of electrodes in the region of the subject's cerebral cortex and transmitting electrical impulses detected from any electrode detecting the impulses to the computational processor.

32. The method according to claim 20, wherein step (b) comprises applying an algorithm in a coadaptive process during which the subject learns to control movement of the object and the derivation of an output signal representative of direction and distance is dependent on the subject's cerebral cortex region's neuron electrical activity.

33. The method according to claim 22, wherein step (b) further comprises calculating the object's movement on one (x) axis at time $t$ as:

$$\sum_i Wx(n_{or}_p)i \times NR_i(t) = X(t)$$

(a) where the index, $i$, refers to each of a plurality of electrical input signals derived from detected electrical impulses and the values are summed over all signals being used,

(b) $NR_i(t)$ is the normalized input signal,

(c) $Wxni$ is the negative weighting factor used if $NR_i(t)<0$, and $Wxpi$ is the positive weighting factor used if $NR_i(t)>0$.

34. The method according to claim 33, wherein step (b) further comprises normalizing each input signal by subtracting its mean and dividing by a constant times its standard deviation to arrive at $NR_i(t)$. 
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35. The method according to claim 33, wherein step (b) further comprises correction of $x(t)$ for drift including calculating the predicted movement in $x$ at time $t$:

$$mn(t) = X(t) - \text{Drift}(t),$$

where $\text{Drift}(t)$ is estimated as $\Sigma_i (Wx_{pi} - Wx_{ni}) * E_k[[NR_i(k)]]/2$, where $E_k[[NR_i(k)]]$ is the expected value of $|NR_i(k)|$, the absolute value of input signal $i$'s normalized value.

36. The method according to claim 33, wherein step (b) further comprises correction of calculated movement on one $(x)$ axis at time $t$, $X(t)$, for drift including calculating the predicted movement in $x$ at time $t$:

$$mn(t) = X(t) - \text{Drift}(t),$$

where $\text{Drift}(t)$ is estimated as $\Sigma_i (Wx_{pi} - Wx_{ni}) * E_k[[NR_i(k)]]/2$, where $E_k[[NR_i(k)]]$ is the expected value of $|NR_i(k)|$, which is the absolute value of a normalized value of an input signal $i$ derived from detected electrical impulses.

37. The method according to claim 36, wherein:

$$\Sigma_i Wx_{(n_or_p)i} * NR_i(t) = X(t)$$

(a) where the index, $i$, refers to each of a plurality of electrical input signals derived from detected electrical impulses and the values are summed over all signals being used,

(b) $NR_i(t)$ is the normalized input signal,

(c) $Wx_{ni}$ is the negative weighting factor used if $NR_i(t)<0$, and $Wx_{pi}$ is the positive weighting factor used if $NR_i(t)>0$.

38. The method according to claim 35, wherein step (b) further comprises calculating $E_k[[NR_i(k)]]$ from the normalized input signals observed in a most recent complete block of object movements based on one or more detected electrical input signals indicated by the index, $i$.

39. The method according to claim 35, wherein step (b) further comprises calculating $E_k[[NR_i(k)]]$, in a nonoadaptive process, by averaging $|NR_i(k)|$ over a recent interval and updating this value regularly.
40. The method according to claim 35, further comprising normalizing the magnitude of movement in dimension x at each time t to an expected value of one then scaling by a desired velocity scale (Vscale) to achieve movements of the desired scale Mx(t):

\[ Mx(t) = \text{Vscale} \times x(t) \times E_k \left| x(k) \right| \]

where \( E_k \left| x(k) \right| \) is the expected value of the absolute value of \( x(k) \) taken over all calculation times, \( k \).

41. The method according to claim 40, further comprising calculating \( E_k \left| x(k) \right| \) from the calculate \( x(t) \) from a most recent complete block of object movements.

42. The method according to claim 40, further comprising calculating \( E_k \left| x(k) \right| \) from the calculate \( x(t) \) from a noncoadaptive process, by averaging \( |x(k)| \) over a recent interval and updating this value regularly.

43. The method according to claim 35, wherein step (b) further comprises calculating the at least one object's movement in at least two further dimensions \( (n1,..,nx) \) at a time \( t \) as a function of the form:

\[ \Sigma_{i} W_{n_{1,2,..,x}}^{i} \times (n_{-or-_p})^{i} \times NR_{i}(t) = N1,2,..,x(t) \]

where \( W_{n_{1,2,..,x}} \) are the negative weighting factors for unit i's movements in the \( n_{1,2,..,x} \) dimensions, used when unit i's normalized firing rate, \( NR_{i}(t) \), is below zero, and \( W_{n_{1,2,..,x}} \) are the positive weighting factors for unit i's movements in the \( n_{1,2,..,x} \) dimensions, used when unit i's normalized firing rate, \( NR_{i}(t) \), is above zero.

44. The method according to claim 35, wherein one or more additional dimensions of control are simultaneously calculated by the same method, using a new set of positive and negative weights for each additional dimension.

45. The method according to claim 37, wherein one or more additional dimensions of control are simultaneously calculated by the same method, using a new set of positive and negative weights for each additional dimension and additional drift terms are used for each additional dimension of control the additional drift terms being calculated using individual positive and negative weights for each additional dimension.
46. The method according to claim 45, wherein calculating $E_k[|NR_i(k)|]$ in a coadaptive process from normalized input signals observed in a most recent complete block of object movements based on one or more detected electrical input signals indicated by the index, $i$.

47. The method according to claim 45, further comprising calculating $E_k[|NR_i(k)|]$ in a noncoadaptive process, by averaging $|NR_i(k)|$ over a recent interval and updating this value regularly.

48. The method according to claim 45, further comprising normalizing magnitudes of movement in time $t$ of movement dimension, $m(t)$, in each dimension by applying $M(t) = \text{Vscale} \cdot m(t)/E_k[|m(k)|]$ to each additional movement dimension $m(t)$, where $E_k[|m(k)|]$ is the expected value of the absolute value of $m(k)$ taken over all calculation times, $i$, for that particular dimension.

49. The method according to claim 48, further comprising calculating $E_k[|m(k)|]$ in a coadaptive process from the movements $m(k)$ calculated in a most recent complete block of object movements.

50. The method according to claim 48, further comprising calculating $E_k[|m(k)|]$, in a noncoadaptive process, by averaging $m(k)$ calculated over a recent interval and updating this value regularly.

51. The method according to claim 19, wherein, in step (b) at least two dimensions of the object's movements are calculated on one ($x$) and another ($y$) axis at time $t$ as:

$$\sum Wx(n_{or_p})i \cdot NR_i(t) = X(t), \text{ and}$$

$$\sum Wy(n_{or_p})i \cdot NR_i(t) = Y(t)$$

(i) where the index, $i$, refers to each of a plurality of electrical input signals derived from detected electrical impulses, and the values are summed over all signals being used,

(ii) $NR_i(t)$ is the normalized input signal,

(iii) $Wxni$ is the $x$ axis negative weighting factor used if $NR_i(t)<0$, and $Wxpi$ is the $x$ axis positive weighting factor used if $NR_i(t)>0$,

(iv) $Wyni$ is the $y$ axis negative weighting factor used if $NR_i(t)<0$, and $Wypi$ is the $y$ axis positive weighting factor used if $NR_i(t)>0$. 47
52. The method according to claim 51, comprising correction of X(t) and Y(t) for drift including calculating the predicted movement in x at time t:

\[mx(t) = X(t) - \text{Drift}(t)\]
and
\[my(t) = Y(t) - \text{Drift}(t),\]

where

(i) Drift(t) in the X axis is estimated as \(\sum_i (W_{xpi} - W_{xni}) \ast E_k[|NR_i(k)|]/2,\)
(ii) Drift(t) in the Y axis is estimated as \(\sum_i (W_{ypi} - W_{yni}) \ast E_k[|NR_i(k)|]/2,\)
(iii) \(E_k[|NR_i(k)|]\) is the expected value of \(|NR_i(k)|\) the absolute value of input signal \(i\)'s normalized value.

53. The method according to claim 52, wherein step (b) further comprises calculating \(E_k[|NR_i(k)|]\) from the normalized input signals observed in a most recent complete block of object movements based on one or more detected electrical input signals indicated by the index, i.

54. The method according to claim 52, wherein step (b) further comprises calculating \(E_k[|NR_i(k)|]\) in a noncoadaptive process, by averaging \(|NR_i(k)|\) over a recent interval and updating this value regularly.

55. The method according to claim 52, further comprising normalizing magnitudes of movement in time t of movement dimension m(t), in each of at least two dimensions (x and y) by applying:

\[M_x(t) = \text{Vsclae} \ast mx(t)/E_k[|mx(k)|],\]
and
\[M_y(t) = \text{Vsclae} \ast my(t)/E_k[|my(k)|],\]

where \(E_k[|mx(k)|]\) is the expected value of the absolute value of \(mx(k)\) taken over all calculation times, k, for the x dimension, and \(E_k[|my(k)|]\) is the expected value of the absolute value of \(my(k)\) taken over all calculation times, k, for the y dimension.

56. The method according to claim 55, further comprising calculating \(E_k[|mx(k)|]\) and \(E_k[|my(k)|]\) in a coadaptive process from the movements \(mx(k)\) and \(my(k)\) respectively calculated in a most recent complete block of object movements.
57. The method according to claim 55, further comprising calculating $E_k[\text{mx}(k)]$ and $E_k[\text{my}(k)]$, a noncoadaptive process, by separately averaging $\text{mx}(k)$ and $\text{my}(k)$ values calculated over a recent interval and updating this value regularly.

58. The method according to claim 19, wherein, in step (b), at least three dimensions of the object's movements are calculated on one (x), another (y) and a further (z) axis at time $t$ as:

$$\sum_i Wx(n_{or_p})i * NR_i(t) = X(t),$$
$$\sum_i Wy(n_{or_p})i * NR_i(t) = Y(t),$$
and
$$\sum_i Wz(n_{or_p})i * NR_i(t) = Z(t),$$

(i) where the index, $i$, refers to each of a plurality of electrical input signals derived from detected electrical impulses, and the values are summed over all signals being used,

(ii) $NR_i(t)$ is the normalized input signal,

(iii) $Wxni$ is the x axis negative weighting factor used if $NR_i(t)<0$, and

$Wxpi$ is the x axis positive weighting factor used if $NR_i(t)>0$,

(iv) $Wymi$ is the y axis negative weighting factor used if $NR_i(t)<0$, and

$Wypi$ is the y axis positive weighting factor used if $NR_i(t)>0$,

(v) $Wzni$ is the z axis negative weighting factor used if $NR_i(t)<0$, and

$Wzpi$ is the z axis positive weighting factor used if $NR_i(t)>0$.

59. The method according to claim 58, further comprising correction of $X(t)$, $Y(t)$ and $Z(t)$ for drift including calculating the predicted movement in x, y and z at time $t$:

$$\text{mx}(t)=X(t)-\text{Drift}(t),$$
$$\text{my}(t)=Y(t)-\text{Drift}(t),$$
and
$$\text{mz}(t)=Z(t)-\text{Drift}(t)$$

where

(i) $\text{Drift}(t)$ in the X axis is estimated as $\sum_i (Wxpi - Wxni) * E_k[[NR_i(k)]]/2$,

(ii) $\text{Drift}(t)$ in the Y axis is estimated as $\sum_i (Wypi - Wymi) * E_k[[NR_i(k)]]/2$,

(iii) $\text{Drift}(t)$ in the Z axis is estimated as $\sum_i (Wzpi - Wzni) * E_k[[NR_i(k)]]/2$,

(iv) $E_k[[NR_i(k)]]$ is the expected value of $[NR_i(k)]$, the absolute value of input signal i's normalized value.
60. The method according to claim 59, wherein step (b) further comprises calculating \( E_k[|NR_t(k)|] \) from the normalized input signals observed in a most recent complete block of object movements based one or more detected electrical input signals indicated by the index, i.

61. The method according to claim 59, wherein step (b) further comprises calculating \( E_k[|NR_t(k)|] \), in a noncoadaptive process, by averaging \(|NR_t(k)|\) over a recent interval and updating this value regularly.

62. The method according to claim 59, further comprising normalizing movement magnitudes of movement in time \( t \) of movement dimension \( m(t) \), in each of three dimensions (x, y and z) by applying:

\[
\begin{align*}
M_x(t) &= V_{scale}*m_x(t)/E_k[|m_x(k)|], \\
M_y(t) &= V_{scale}*m_y(t)/E_k[|m_y(k)|], \\
M_z(t) &= V_{scale}*m_z(t)/E_k[|m_z(k)|]
\end{align*}
\]

where \( E_k[|m_x(k)|] \) is the expected value of the absolute value of \( m_x(k) \) taken over all calculation times, \( k \), for the x dimension, \( E_k[|m_y(k)|] \) is the expected value of the absolute value of \( m_y(k) \) taken over all calculation times, \( k \), for the y dimension, and \( E_k[|m_z(k)|] \) is the expected value of the absolute value of \( m_z(k) \) taken over all calculation times, \( k \), for the z dimension.

63. The method according to 62, further comprising calculating \( E_k[|m_x(k)|] \), \( E_k[|m_y(k)|] \) and \( E_k[|m_z(k)|] \) in a coadaptive process from the movements \( m_x(k), m_y(k), \) and \( m_z(k) \) respectively calculated in a most recent complete block of object movements.

64. The method according to 62, further comprising calculating \( E_k[|m_x(k)|] \), \( E_k[|m_y(k)|] \), and \( E_k[|m_z(k)|] \), in a noncoadaptive process, by separately averaging \( m_x(k), m_y(k), \) and \( m_z(k) \) values calculated over a recent interval and updating this value regularly.

65. The method according to claim 33, further including the step of adaptation comprising presenting to the subject targets to which the object is to be moved, in blocks of target-pursuing tasks, calculating movements in at least one dimension, \( M_{\sigma_i}(t) \) for a completed block, and adjusting at least one of the weights \( W_{\sigma_ip}, W_{\sigma ip} \), in a manner that would have improved target pursuit in at least one of the target-pursuing tasks.
67. The method according to claim 66, wherein adjusting at least one of the weights includes determining at least one of the weights pursuant to the following equation
for at least one value of \( j \) indicating the dimensions 1 through \( N \):

\[
W_{\sigma_{j_1}i(S+1)} = B_{\sigma_{j_1}i}( P_s (W_{\sigma_{j_1}i(S)} - A_{\sigma_{j_1}i} \Delta W_{\sigma_{j_1}i(S)}) + (1-P_s)W_{\sigma_{j_1}i(S_{best})} )
\]

or

\[
W_{\sigma_{j_2}i(S+1)} = B_{\sigma_{j_2}i}( P_s (W_{\sigma_{j_2}i(S)} - A_{\sigma_{j_2}i} \Delta W_{\sigma_{j_2}i(S)}) + (1-P_s)W_{\sigma_{j_2}i(S_{best})} )
\]

the weights for the next block being partly based on the current weights,
adjusted for errors seen in most recent block, \( S \), and partly based on the weights that
produced the best results over the last \( Q \) blocks of object movements, where \( Q \) is an integer
of 2 or greater. \( P_s \) is a value between 0 and 1 and indicates the proportion of the weights in
the next block, which should be based on the weights in the current block and the remaining
proportion of the weights in the next block is based on the weights from the block out of the
last \( Q \) blocks where the resulting movements were the most desirable.

68. A specific embodiment of claim 67, were \( P_s \) is:

\[
P_s = (1 - \Phi(S_{best})) / (\Phi(S_{best})+\Phi(S) + q) ) * (1 - (\Phi(S_{best})-\Phi(S) ) )
\]

where \( \Phi( ) \) is a measure of the quality of movements in a given block and is
between 0 and 1, \( S \) is the most recent block of movements and \( S_{best} \) is the block out of the
last \( Q \) blocks which had the highest quality of movements, and \( q \) is a very small number used
to prevent dividing by zero.

69. The method according to claim 67, were \( P_s \) is any monotonic function where
\( P_s \) goes toward 0 as \( \Phi(S_{best}) >> \Phi(S) \) and goes to \(~0.5\) as \( \Phi(S) \) goes toward \( \Phi(S_{best}) \).

70. The method according to claim 67, where the best block, \( S_{best} \) is determined by
first, the highest number of correct movements made in the block, and, if there’s a tie
between blocks, secondly, the block in which the movements were made the fastest.

71. The method according to 67, where at least one of the adjustments to the
weights in one or more of the dimensions 1 through \( N \), \( \Delta W_{\sigma_{j_1}i(S)} \), \( \Delta W_{\sigma_{j_2}i(S)} \), are a function
of the errors seen during the most recently completed block \( S \).
72. The method according to 67, where at least at least one of the adjustments to
the weights in one or more of the dimensions 1 through N, \( \Delta W_{\sigma_j pi(S)} \), \( \Delta W_{\sigma_j ni(S)} \), is such that
one or more of the adjusted weights, calculated as:

\[
(W_{\sigma_j pi(S)} - A_{\sigma_j pi} \Delta W_{\sigma_j pi(S)}),
\]

and

\[
(W_{\sigma_j ni(S)} - A_{\sigma_j ni} \Delta W_{\sigma_j ni(S)}),
\]

would result in a new value of \( W_{\sigma_j (p \_or \_n) i} \) which would have reduced the
movement error in at least one dimension seen in movement block \( S \).

73. The method according to 67 where at least one positive weight adjustment in
at least one dimension, \( \Delta W_{\sigma_j pi(S)} \) is calculated as:

\[
\Delta W_{\sigma_j pi(S)} = E_k[W_{\sigma_j pi(k)}NR_t(k) - (T_{\sigma_j(k)} - C_{\sigma_j(k)})],
\]

where the expected value, \( E[\cdot] \), is taken over just the time steps, \( k \), in block \( S \)
during which the normalized rate, \( NR_t(k) \), is positive, \( T_{\sigma_j(k)} \) is the desired movement in the
\( \sigma_j \) dimension and \( C_{\sigma_j(k)} \) is the actual value in the \( \sigma_j \) dimension of the brain-controlled object
being moved at time \( k \), at least one negative weight adjustment in at least one dimension
\( \Delta W_{\sigma_j ni(S)} \) is calculated as:

\[
\Delta W_{\sigma_j ni(S)} = E_k[W_{\sigma_j ni(k)}NR_t(k) - (T_{\sigma_j(k)} - C_{\sigma_j(k)})]
\]

where the expected value, \( E[\cdot] \), is taken over just the time steps, \( k \), in block \( S \)
during which the normalized rate, \( NR_t(k) \), is negative \( T_{\sigma_j(k)} \) is the target or desired
movement in the \( \sigma_j \) dimension and \( C_{\sigma_j(k)} \) is the actual value in the \( \sigma_j \) dimension of the brain-controlled object being moved at time \( k \).

74. A method according to claim 67, where \( A_{\sigma_j pi} \) is a positive value chosen to
control how much the weight, \( W_{\sigma_j pi} \), is changed between each block of movements, and
\( A_{\sigma_j ni} \) is also a positive value chosen to control how much the weight, \( W_{\sigma_j ni} \), is changed
between each block of movements.
75. A method according to claim 74, where at least one $A_{\sigma_j}pi$ for at least one dimension is calculated as:

$$A_{\sigma_j}pi = A_0 (1 + C_{A1}(N[EM\sigma_{j}pi(S)] + N[EC\sigma_{j}pi(S)])$$

where

(i) $A_0 = A_{max} - (E_Q[Phit(Q)] C_{A2} A_{max})$, and $E_Q[Phit(Q)]$ is a measure of the quality of movements over the last Q blocks of movements,

(ii) $A_{max}, C_{A1}$ and $C_{A2}$ are constants,

(iii) $C_{A2}$ is between 1 and 0, and sets the minimum $A_0$ to $(1 - C_{A2})A_{max}$,

(iv) $N[EM\sigma_{j}pi(S)]$ is a normalized value which is a function of the magnitude of the movement errors in dimensions $\sigma_j$ during movement block S when the normalized firing value of input signal i was positive,

(v) $N[EC\sigma_{j}pi(S)]$ is a normalized value which is a function of the consistency of the movement errors in dimensions $\sigma_j$ during movement block S when the normalized value of input signal i was positive.

76. A method according to claim 74, where at least one $A_{\sigma_j}ni$ for at least one dimension is calculated as:

$$A_{\sigma_j}ni = A_0 (1 + C_{A1}(N[EM\sigma_{j}ni(S)] + N[EC\sigma_{j}ni(S)])$$

where

(i) $A_0 = A_{max} - (E_Q[Phit(Q)] C_{A2} A_{max})$, and $E_Q[Phit(Q)]$ is a measure of the quality of movements over the last Q blocks of movements,

(ii) $A_{max}, C_{A1}$ and $C_{A2}$ are constants,

(iii) $C_{A2}$ is between 1 and 0, and sets the minimum $A_0$ to $(1 - C_{A2})A_{max}$,

(iv) $N[EM\sigma_{j}ni(S)]$ is a normalized value which is a function of the magnitude of the movement errors in dimensions $\sigma_j$ during movement block S when the normalized value of input signal i was negative,

(v) $N[EC\sigma_{j}ni(S)]$ is a normalized value which is a function of the consistency of the movement errors in dimensions $\sigma_j$ during movement block S when the normalized value of input signal i was negative.

77. The method according to 75 wherein $E_Q[Phit(Q)]$ is the average proportion of the movements which went to the correct targets during blocks Q.
78. The method according to claim 76 wherein $E_Q[\Phi_{hit}(Q)]$ is the average proportion of the movements which went to the correct targets during blocks $Q$.

79. The method according to claim 75 wherein $EM_{\sigma_i}(S)$ and $EC_{\sigma_j}(S)$ are calculated as:

$$EM_{\sigma_i}(S) = \left| E_k[ W_{\sigma_i}(k) \cdot NR_i(k) - (T_{\sigma_i}(k) - C_{\sigma_i}(k)) ] \right|$$

$$EC_{\sigma_j}(S) = EM_{\sigma_i}(S)/E_k[| W_{\sigma_i}(k) \cdot NR_i(k) - (T_{\sigma_i}(k) - C_{\sigma_i}(k)) | ],$$

where

(i) $\ldots$ represents the absolute value,

(ii) $E_k[\ldots]$ represent the expected value over all times in $k$ where the normalized input signal, $NR_i(k)$, was above zero,

(iii) $T_{\sigma_j}(k)$ is the desired movement in the $\sigma_j$ dimension and $C_{\sigma_j}(k)$ is the actual value in the $\sigma_j$ dimension of the brain-controlled object being moved at time $k$.

80. The method according to claim 76 wherein $EM_{\sigma_j}(S)$ and $EC_{\sigma_j}(S)$ are calculated as:

$$EM_{\sigma_j}(S) = \left| E_k[ W_{\sigma_j}(k) \cdot NR_j(k) - (T_{\sigma_j}(k) - C_{\sigma_j}(k)) ] \right|$$

$$EC_{\sigma_j}(S) = EM_{\sigma_j}(S)/E_k[| W_{\sigma_j}(k) \cdot NR_j(k) - (T_{\sigma_j}(k) - C_{\sigma_j}(k)) | ],$$

where

(i) $\ldots$ represents the absolute value,

(ii) $E_k[\ldots]$ represent the expected value over all times in $k$ where the normalized input signal, $NR_i(k)$, was below zero,

(iii) $T_{\sigma_j}(k)$ is the desired movement in the $\sigma_j$ dimension and $C_{\sigma_j}(k)$ is the actual value in the $\sigma_j$ dimension of the brain-controlled object being moved at time $k$.

81. The method according to claim 75, wherein $M[\ldots]$ normalizes the enclosed terms across all input signals, $i$, to between -1 and 1.

82. The method according to claim 76, wherein $M[\ldots]$ normalizes the enclosed terms across all input signals, $i$, to between -1 and 1.
83. The method according to claim 75, wherein $N[...]$ normalizes the enclosed terms across all input signals, $i$, to between -1 and 1 by:

(i) subtracting the mean on the enclosed terms taken across all $i$,

(ii) dividing by two standard deviations of the enclosed terms taken across all $i$,

(iii) truncating to -1 or 1 any values which are outside of the range -1 to 1.

84. The method according to claim 76, wherein $N[...]$ normalizes the enclosed terms across all input signals, $i$, to between -1 and 1 by:

(i) subtracting the mean on the enclosed terms taken across all $i$,

(ii) dividing by two standard deviations of the enclosed terms taken across all $i$,

(iii) truncating to -1 or 1 any values which are outside of the range -1 to 1.

85. The method according to claim 67, wherein at least at least one of the adjustments to the positive or negative weights in one or more of the dimensions 1 through N, $(B\sigma_{p1}, B\sigma_{p1})$ is such that the input signal, $i$'s, comparable weight in the next block $(S+1)$ will be scaled up or down as a function of how useful that signal has been in controlling movement in one or more of those dimensions of movement.
86. The method according to claim 67, wherein at least one of the adjustments to
the positive or negative weights in one or more of the dimensions 1 through N, \( (B_{\sigma_{i,j}}) \)
is determined by the functions:

\[
B_{\sigma_{i,j}} = 1 + C_B B_{\sigma}(N[EC_{\sigma_{i,j}}(S)] - N[EM_{\sigma_{i,j}}(S)])
\]
or

\[
B_{\sigma_{i,j}} = 1 + C_B B_{\sigma}(N[EC_{\sigma_{i,j}}(S)] - N[EM_{\sigma_{i,j}}(S)])
\]

where

(i) \( B_\sigma = 1 - E_Q[\text{Phit}(Q)] \), and \( E_Q[\text{Phit}(Q)] \) is a function of the movement
quality over the previous Q movement blocks with a value in the range from 0 to 1,

(ii) \( C_B \) is a positive constant,

(iii) \( N[EC_{\sigma_{i,j}}(S)] \) and \( N[EM_{\sigma_{i,j}}(S)] \) are normalized measures of the
consistency of the movement errors in dimension \( \sigma_j \) attributed to input signal, \( i \), when signal
\( i \)'s normalized value is above or below zero respectively, and

(iv) \( N[EC_{\sigma_{i,j}}(S)] \) and \( N[EM_{\sigma_{i,j}}(S)] \) are normalized measures of the
magnitude of the movement errors in dimension \( \sigma_j \) attributed to input signal, \( i \), when signal \( i \)'s
normalized value is above or below zero respectively.

87. The method according to claim 75 or 76 wherein \( E_Q[\text{Phit}(Q)] \) is the average
proportion of the movements that reached their intended targets during the most recent Q
movement blocks.
88. A method according to claim 75, where at least one $A_{\sigma_j n_1}$ for at least one dimension is calculated as:

$$ A_{\sigma_j n_1} = A_0( 1 + C_{A1}(N[M_{\sigma_j n_1}(S)] + N[E_{\sigma_j n_1}(S)]) ), $$

where

(i) $A_0 = A_{\text{max}} - (E_Q[\Phi(t(Q))] C_{A2} A_{\text{max}})$, and $E_Q[\Phi(t(Q))]$ is a measure of the quality of movements over the last $Q$ blocks of movements,

(ii) $A_{\text{max}}, C_{A1}$ and $C_{A2}$ are constants,

(iii) $C_{A2}$ is between 1 and 0, and sets the minimum $A_0$ to $(1 - C_{A2})A_{\text{max}},$

(iv) $N[M_{\sigma_j n_1}(S)]$ is a normalized value which is a function of the magnitude of the movement errors in dimensions $\sigma_j$ during movement block $S$ when the normalized value of input signal $i$ was negative,

(v) $N[E_{\sigma_j n_1}(S)]$ is a normalized value which is a function of the consistency of the movement errors in dimensions $\sigma_j$ during movement block $S$ when the normalized value of input signal $i$ was negative.

89. The method according to claim 67, wherein $M_{\sigma_j p_i}(S)$ and $E_{\sigma_j p_i}(S)$ are calculated as:

$$ E_{M_{\sigma_j p_i}(S)} = |E_k[ W_{\sigma_j p_i}(k) NR_i(k) - (T_{\sigma_j}(k) - C_{\sigma_j}(k)) |] $$

$$ E_{E_{\sigma_j p_i}(S)} = E_{M_{\sigma_j p_i}(S)} / E_k[ | W_{\sigma_j p_i}(k) NR_i(k) - (T_{\sigma_j}(k) - C_{\sigma_j}(k)) | ] $$

and

$E_{M_{\sigma_j n_1}(S)}$ and $E_{E_{\sigma_j n_1}(S)}$ are calculated as:

$$ E_{M_{\sigma_j n_1}(S)} = |E_k[ W_{\sigma_j n_1}(k) NR_i(k) - (T_{\sigma_j}(k) - C_{\sigma_j}(k)) |] $$

$$ E_{E_{\sigma_j n_1}(S)} = E_{M_{\sigma_j n_1}(S)} / E_k[ | W_{\sigma_j n_1}(k) NR_i(k) - (T_{\sigma_j}(k) - C_{\sigma_j}(k)) | ] $$

where

(i) $[...]$ represents the absolute value,

(ii) $E_k[...]$ represent the expected value over all times in $k$ where the normalized input signal, NR$_i$(k), was above zero when used with equations containing W$_{\sigma_j p_i}$(k), and NR$_i$(k), was above zero when used with equations containing W$_{\sigma_j n_1}$(k),

(iii) $T_{\sigma_j}(k)$ is the desired movement in the $\sigma_j$ dimension and $C_{\sigma_j}(k)$ is the actual value in the $\sigma_j$ dimension of the brain-controlled object being moved at time $k$.

90. The method according to claim 67, wherein $N[...]$ normalizes the enclosed terms across all input signals, $i$, to between -1 and 1.
91. The method according to claim 67, wherein $N[...]$ normalizes the enclosed terms across all input signals, $i$, to between -1 and 1 by:

(i) subtracting the mean of the enclosed terms taken across all $i$,

(ii) dividing by two standard deviations of the enclosed terms taken across all $i$,

(iii) truncating to -1 or 1 any values which are outside of the range -1 to 1.

92. An electrical controller comprising a computational processor programmed to operate as defined in any one of claims 19 - 91.

93. Programming for a computational processor having routines for effecting the method of any one of claims 19 - 91.
94. A brain neuron activated control system, including:
   (a) an array of thin, closely spaced conductive electrodes adapted to enter
   an animal's brain, each operative to receive electrical impulses from a brain location
   comprising one or more neurons,
   (b) a programmable computer,
   (c) a plurality of electrical conductors, each conductor connected to one or
   more of the electrodes for conducting the electrical impulses received by an electrode to an
   input interface to the computer,
   (d) a visible computer output display device coupled to the computer,
   (e) programming for operating the computer, including:
       i) programming operative to create at least one moveable object
          in the display;
       ii) object control programming responsive to the electrical signals
          received at the interface to cause the movement of the moveable object in the display, said
          object control programming comprising:
          a program to calculate movement of the moveable object in at least one dimension, first by
          calculating a normalized firing rate, \( NR_i(t) \), in a time window, by each of the locations
          producing impulses in the electrodes and, second, weighting a firing rate-related value for at
          least a portion of the firing rates by a positive weighting factor if \( NR_i(t) \) was greater than a
          mean firing rate and by a negative weighting factor if the \( NR_i(t) \) was less than the mean firing
          rate, and moving the moveable object in the display a distance dependent upon at least a
          portion of the weighted firing rate-related values.
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