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METHOD AND APPARATUS FOR COMPUTING VIDEO MOTION VECTOR
[0001] The disclosures herein relate in general to video coding, and in particular to a method,
system and computer program product for computing a motion vector.
BACKGROUND
[0002] A high efficiency video coding (“HEVC”) standard has been discussed by a joint
collaborative team on video coding (“JCT-VC”) of the International Organization for
Standardization (“ISO”), International Electrotechnical Commission (“IEC”), Moving Picture
Experts Group (“MPEG”), and International Telecommunication Union’s Telecommunication
Standardization Sector (“ITU-T”). For the HEVC standard, one goal is efficiency improvement
over the MPEG-4 advanced video coding (“AVC”) H.264 High Profile standard. In one
example, a prediction unit (“current PU”) has its own respective motion vector, which is encoded
by predictive coding, so that: (a) from a motion vector predictor (“MVP?”) list, which includes
respective motion vectors of all prediction units that border the current PU’s top and/or left side
(collectively “neighboring PUs”), a motion vector is selected (“selected motion vector”) as
having a least difference from the current PU’s motion vector; and (b) such difference and an
MVP index (to identify the neighboring PU that has the selected motion vector) are encoded.
Notwithstanding such example, more efficiency improvement is possible.
SUMMARY
[0003] A prediction unit is identified within a picture of a video sequence. The prediction
unit is bordered by neighboring prediction units within the picture. A match for the prediction
unit is located within a first reference picture. At least a subset of the neighboring prediction
units is scanned to identify a motion vector predictor (“MVP”’) candidate. The MVP candidate
of a first type is identified if available, wherein a match for the MVP candidate of the first type is
located within the first reference picture. In response to the MVP candidate of the first type
being unavailable, the MVP candidate of a second type is identified, wherein a match for the
MVP candidate of the second type is located within a second reference picture. An encoder
calculates a difference between a motion vector of the MVP candidate and a motion vector of the
prediction unit, and encodes the difference and an index to identify the MVP candidate. A
decoder decodes the difference, and calculates the motion vector of the prediction unit by adding

the difference to the motion vector of the MVP candidate.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0004] FIG. 1 is a block diagram of an information handling system for encoding and
decoding pictures.

[0005] FIG. 2 is a conceptual illustration of largest coding units (“LCUs”) within a digitized
picture that is processed by the system of FIG. 1.

[0006] FIG. 3 is a conceptual illustration of coding units (“CUs”) and prediction units
(“PUs”) within an example LCU of FIG. 2.

[0007] FIG. 4 is a conceptual illustration of CUs within a picture & that is processed by the
system of FIG. 1.

[0008] FIG. 5 is a conceptual illustration of PUs within the CUs of FIG. 4.

[0009] FIG. 6 is a conceptual illustration of the PUs of FIG. 5, in a first embodiment.

[0010] FIG. 7 is a flowchart of a first operation of an encoding device of the system of FIG.
1, in the first embodiment.

[0011] FIG. 8 is a flowchart of a second operation of the encoding device of the system of
FIG. 1, in the first embodiment.

[0012] FIG. 9 is a flowchart of a third operation of the encoding device of the system of FIG.
1, in the first embodiment, and in second and third embodiments.

[0013] FIG. 10 is a conceptual illustration of the PUs of FIG. 5, in a second embodiment.
[0014] FIG. 11 is a flowchart of a first operation of the encoding device of the system of
FIG. 1, in the second embodiment.

[0015] FIG. 12 is a flowchart of a second operation of the encoding device of the system of
FIG. 1, in the second embodiment.

[0016] FIG. 13 is a conceptual illustration of a first example, in which two PUs (within a
picture ;) are best matches for two PUs (within the picture k) of FIG. 5, respectively.

[0017] FIG. 14 is a conceptual illustration of a second example, in which: (a) two PUs
(within the picture j) are best matches for two PUs (within the picture k) of FIG. 5, respectively;
and (b) a PU (within a picture i) is a best match for another PU (within the picture k) of FIG. 5.
[0018] FIG. 15 is a conceptual illustration of a first situation, in which first and second PUs
within a first picture of a first reference picture list LISTO are best matches for first and second

PUs (within the picture k) of FIG. 5, respectively.
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[0019] FIG. 16 is a conceptual illustration of a second situation, in which: (a) the first PU
within the first picture of the LISTO is a best match for the first PU (within the picture k) of FIG.
5; and (b) a second PU within the first picture of a second reference picture list LIST1 is a best
match for the second PU (within the picture k) of FIG. 5.

[0020] FIG. 17 is a conceptual illustration of a third situation, in which: (a) the first PU
within the first picture of the LISTO is a best match for the first PU (within the picture k) of FIG.
5; and (b) a second PU within a second picture of the LISTO is a best match for the second PU
(within the picture k) of FIG. 5.

[0021] FIG. 18 is a conceptual illustration of a fourth situation, in which: (a) the first PU
within the first picture of the LISTO is a best match for the first PU (within the picture k) of FIG.
5; and (b) a second PU within a second picture of the LIST1 is a best match for the second PU
(within the picture k) of FIG. 5.

[0022] FIG. 19 is a flowchart of a first operation of the encoding device of the system of
FIG. 1, in a third embodiment.

[0023] FIGS. 20A and 20B are flowcharts of a second operation of the encoding device of
the system of FIG. 1, in the third embodiment.

[0024] FIG. 21 is a block diagram of hardware of the system of FIG. 1 for performing spatial
MVP scaling.

DETAILED DESCRIPTION OF EXAMPLE EMBODIMENTS

[0025] FIG. 1 shows an information handling system 100 for encoding and decoding
pictures. In the example of FIG. 1, physical objects 102 and 104 are capable of moving in
various directions (e.g., as indicated by arrows 106 and 108, respectively). During a period of
time, a video camera 110: (a) views such objects and their surrounding foregrounds and
backgrounds; (b) digitizes pictures of such views; and (c) outputs a video sequence of such
digitized (or “digital”) pictures to an encoding device 112. The encoding device 112: (a)
receives the video sequence of such digitized pictures from the video camera 110; (b) in response
thereto, encodes the video sequence of such digitized pictures into a binary logic bit stream; and
(c) outputs such bit stream to a storage device 114, which receives and stores such bit stream. In
one embodiment, the encoding device 112 is operable to perform such encoding in accordance
with an HEVC standard (e.g., H.265 standard).

[0026] A decoding device 116: (a) reads such bit stream from the storage device 114; (b) in
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response thereto, decodes such bit stream into the video sequence of such digitized pictures; and
(c) outputs the video sequence of such digitized pictures to a display device 118. The display
device 118: (a) receives the video sequence of such digitized pictures from the decoding device
116; and (b) in response thereto, displays the video sequence of visual images (e.g., visual
images of the objects 102 and 104 and their surrounding foregrounds and backgrounds), which
are viewable by a human user. In one embodiment, the decoding device 116 is operable to
perform such decoding in accordance with the HEVC standard.

[0027] In an alternative embodiment: (a) the encoding device 112 outputs such bit stream
directly to the decoding device 116 via a communication channel (e.g., Ethernet, Internet, or
wireless communication channel); and (b) accordingly, the decoding device 116 receives such bit
stream directly from the encoding device 112. In such alternative embodiment, the storage
device 114 either: (a) concurrently receives and stores such bit stream from the encoding device
112; or (b) is absent from the system 100.

[0028] The encoding device 112 performs its operations in response to instructions of a
computer-readable program that is stored on a computer-readable medium 120 (e.g., hard disk
drive, flash memory card, or other nonvolatile storage device). Similarly, the decoding device
116 performs its operations in response to instructions of a computer-readable program that is
stored on a computer-readable medium 122. The system 100 is formed by electronic circuitry
components for performing the system 100 operations.

[0029] FIG. 2 shows largest coding units (“LCUs”) within a digitized picture that is
processed by the system 100. In the illustrative embodiment, each LCU is a square array having
a particular size (e.g., 64x64 pixels, which equals 4,096 pixels per LCU). In FIG. 2, the LCUs
are numbered LCU ab, where: (a) a is an LCU row number that ranges from 0 through N; (b) N
is a total number of LCU rows within the digitized picture; (c) b is an LCU column number that
ranges from O through M; and (d) M is a total number of LCU columns within the digitized
picture. For clarity, although N > 2 and M > 2, FIG. 2 shows only nine of the LCUs, where a
ranges from 0 through 2, and where b ranges from 0 through 2.

[0030] FIG. 3 shows coding units (“CUs”) and prediction units (“PUs”) within an example
LCU of FIG. 2. The encoding device 112 encodes a digitized picture into a binary logic bit
stream by encoding pixels of such digitized picture in a raster scan order (e.g., left-to-right and

top-to-bottom as indicated by raster scanning arrows 302 and 304, respectively). Similarly, the
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decoding device 116 decodes such bit stream into such digitized picture by decoding pixels of
such digitized picture in the same raster scan order.

[0031] In FIG. 3: (a) a CU 306 includes a single PU, so that the CU 306 is coextensive with
its single PU; (b) a CU 308 includes a single PU, so that the CU 308 is coextensive with its
single PU; and (¢) a CU 310 includes a single PU, so that the CU 310 is coextensive with its
single PU. Also, in FIG. 3: (a) another CU includes two PUs 312a and 312b; and (b) yet another
CU includes two PUs that are labeled PUla and PUlb. Moreover, in FIG. 3: (a) another CU
includes four PUs 314a, 314b, 314¢ and 314d; and (b) yet another CU includes four PUs that are
labeled PU2a, PU2b, PU2c and PU2d.

[0032] Accordingly, as shown in FIG. 3, the example LCU includes CUs and PUs that have a
variety of sizes and shapes. Those sizes and shapes, the number of CUs, and the number of PUs
are potentially different on an LCU-by-LCU basis. In that manner, each LCU includes its own
respective combination of CUs and PUs that have a variety of sizes and shapes. In the
illustrative embodiment, the minimum PU size is 4x8 (and/or 8x4) pixels, the maximum PU size
is 64x64 pixels, and the maximum CU size is 64x64 pixels. In one embodiment, the minimum
CU size is 8x8 pixels. In another embodiment, the minimum CU size is 16x16 pixels.

[0033] FIG. 4 shows CUs 402, 404, 406, 408, 410 and 412 within a picture & that is
processed by the system 100. Such CUs exist within one or more LCUs. In one example: (a) a
first LCU includes the CUs 402, 408 and 412; and (b) a second LCU includes the CUs 404, 406
and 410. The CU 412 is smaller than the CUs 402, 404, 406, 408 and 410, similar to the manner
in which the CU 308 is smaller than the CU 306 in FIG. 3. Moreover, the picture & includes
additional CUs, which are not shown in FIG. 4 for clarity.

[0034] FIG. 5 shows PUs within the CUs of FIG. 4. In FIG. 5, each square is a PU, and each
rectangle is a PU. A square is a rectangle whose sides have equal length. For clarity, due to the
large number (i.e., 33) of PUs in FIG. 5, only PUs 502, 504 and 506 are labeled. Moreover, the
picture k& includes additional PUs (within the additional CUs of the picture k), which are not
shown in FIG. 5 for clarity.

[0035] FIG. 6 shows the PUs of FIG. 5, in a first embodiment. As shown in FIG. 6, a shaded
subset of PUs includes only the following seven PUs (collectively “neighboring corner PUs”)
and excludes the other PUs of FIG. 5: (a) a lower side corner PU, which borders a first corner of

the PU 502; (b) a lower side PU, which borders the first corner of the PU 502; (c) an upper side
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PU, which borders a second corner of the PU 502; (d) a top left corner PU, which borders the
second corner of the PU 502; (¢) a top left PU, which borders the second corner of the PU 502;
() a top right PU, which borders a third corner of the PU 502; and (g) a top right corner PU,
which borders the third corner of the PU 502. In the example of FIG. 6: (a) the lower side PU
and the upper side PU are separated from one another by additional left side PUs, which are
interposed between the lower side PU and the upper side PU, so that the lower side PU and the
upper side PU do not border one another; and (b) the top left PU and the top right PU are
separated from one another by additional top side PUs, which are interposed between the top left
PU and the top right PU, so that the top left PU and the top right PU do not border one another.
[0036] FIG. 7 is a flowchart of a first operation of the encoding device 112, in the first
embodiment. FIG. 8 is a flowchart of a second operation of the encoding device 112, in the first
embodiment. FIG. 9 is a flowchart of a third operation of the encoding device 112, in the first,
second and third embodiments.

[0037] In the illustrative embodiment, a current PU (e.g., PU 502 in the example of FIG. 6)
has its own respective motion vector, which the encoding device 112 encodes by predictive
coding, such as: (a) in accordance with FIGS. 7-9 for the first embodiment; (b) in accordance
with FIGS. 9, 11 and 12 for the second embodiment; and (c) in accordance with FIGS. 9, 19 and
20 for the third embodiment. In one example, where the object 102 image is at least partially
within the current PU of the picture &£ and a matching PU of a preceding reference picture, the
current PU’s motion vector numerically indicates a direction and magnitude of the object 102
motion between such matching PU and the current PU. In the illustrative embodiment, the
encoding device 112 so encodes respective motion vectors of various PUs (within the picture %),
cach of which is so encoded in succession as the current PU, in the raster scan order (e.g., left-to-
right and top-to-bottom as indicated by raster scanning arrows 302 and 304, respectively, of FIG.
3).

[0038] Referring to FIG. 7, at steps 702, 704 and 706, the encoding device 112 identifies and
scans (in an order shown by arrow 602 of FIG. 6) the lower side corner PU, the lower side PU,
and the upper side PU to determine whether one of those PUs is acceptable as an MVP
candidate. In one example, if a single PU is positioned as both the lower side PU and the upper
side PU (e.g., if such single PU borders the entire left side of the PU 502), then the encoding

device 112 scans (in the order shown by arrow 602 of FIG. 6) the lower side corner PU and such
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single PU to determine whether one of those PUs is acceptable as an MVP candidate. At steps
708, 710 and 712, in response to the encoding device 112 determining that one of those PUs is
acceptable as an MVP candidate (“acceptable side PU”), the encoding device 112 ends such
scanning and selects (e.g., identifies) the acceptable side PU as the side MVP candidate, so that
the acceptable side PU’s motion vector is used as the side MVP candidate’s motion vector. At a
step 714, in response to the encoding device 112 determining that neither the lower side corner
PU, the lower side PU, nor the upper side PU is acceptable as an MVP candidate, the encoding
device 112 marks the side MVP candidate as being unavailable. In the first and second
embodiments, if a PU is acceptable as an MVP candidate, then such PU satisfies the following
conditions: (a) such PU is inter-coded; (b) such PU has a motion vector for the same or different
direction (e.g., LISTO or LIST1) as the current PU’s motion vector; and (c) such PU uses the
same or different reference index as the current PU.

[0039] Referring to FIG. 8, at steps 802, 804, 806 and 808, the encoding device 112
identifies and scans (in an order shown by arrow 604 of FIG. 6) the top right corner PU, the top
right PU, the top left PU, and the top left corner PU to determine whether one of those PUs is
acceptable as an MVP candidate. In one example, if a single PU is positioned as both the top
right PU and the top left PU (e.g., if such single PU borders the entire top side of the PU 502),
then the encoding device 112 scans (in the order shown by arrow 604 of FIG. 6) the top right
corner PU, such single PU, and the top left corner PU to determine whether one of those PUs is
acceptable as an MVP candidate. At steps 810, 812, 814 and 816, in response to the encoding
device 112 determining that one of those PUs is acceptable as an MVP candidate (“acceptable
top PU”), the encoding device 112 ends such scanning and selects the acceptable top PU as the
top MVP candidate, so that the acceptable top PU’s motion vector is used as the top MVP
candidate’s motion vector. At a step 818, in response to the encoding device 112 determining
that neither the top right corner PU, the top right PU, the top left PU, nor the top left corner PU is
acceptable as an MVP candidate, the encoding device 112 marks the top MVP candidate as being
unavailable.

[0040] In that manner, the encoding device 112 reduces its worst case processing load in the
first embodiment, without reducing the coding efficiency, because the encoding device 112 scans
(e.g., searches): (a) only up to three neighboring corner PUs to select the side MVP candidate;
and (b) only up to four neighboring corner PUs to sclect the top MVP candidate. By
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comparison, in a previous technique: (a) all PUs that border the current PU’s top and/or left side
(collectively “neighboring PUs”’) would have been scanned; and (b) accordingly, if the minimum
PU size is 4x8 (and/or 8x4) pixels, then up to 17 neighboring PUs would have been scanned to
select the side MVP candidate, and up to 18 neighboring PUs would have been scanned to select
the top MVP candidate.

[0041] In addition to the side MVP candidate and/or the top MVP candidate, the encoding
device 112 selects a temporal MVP candidate (if available and acceptable) from an applicable
reference frame. Such selection of the temporal MVP candidate is performed in a conventional
manner.

[0042] After the encoding device 112 performs the operations of FIGS. 7 and 8, it performs
the operations of FIG. 9 and the remainder of its encoding operations. Referring to FIG. 9, the
encoding device 112 selects either the side MVP candidate’s motion vector, the top MVP
candidate’s motion vector or the temporal MVP candidate’s motion vector (“selected motion
vector”) as having a least difference from the current PU’s motion vector. For example, if the
side MVP candidate’s motion vector has the least difference from the current PU’s motion
vector, then the encoding device 112 identifies the side MVP candidate as the selected MVP.
Likewise, if the top MVP candidate’s motion vector has the least difference from the current
PU’s motion vector, then the encoding device 112 identifies the top MVP candidate as the
selected MVP. Similarly, if the temporal MVP candidate’s motion vector has the least difference
from the current PU’s motion vector, then the encoding device 112 identifies the temporal MVP
candidate as the selected MVP.

[0043] Accordingly, at a step 902, if the side MVP candidate is available, then the encoding
device 112 calculates a difference between the side MVP candidate’s motion vector and the
current PU’s motion vector (“side MVP difference”). Similarly, at a next step 904, if the top
MVP candidate is available, then the encoding device 112 calculates a difference between the
top MVP candidate’s motion vector and the current PU’s motion vector (“top MVP difference”).
Further, at a next step 906, if the temporal MVP candidate is available, then the encoding device
112 calculates a difference between the temporal MVP candidate’s motion vector and the current
PU’s motion vector (“temporal MVP difference”).

[0044] At a next step 908 the encoding device 112 encodes the side MVP difference, the top
MVP difference or the temporal MVP difference, whichever is less. At a next step 910, the



10

15

20

WO 2012/094660 PCT/US2012/020599

encoding device 112 encodes an MVP index to identify the selected MVP. For example, if only
one of the side MVP candidate, the top MVP candidate or the temporal MVP candidate is
available, then the encoding device 112 encodes: (a) a difference between such available MVP

candidate’s motion vector and the current PU’s motion vector; and (b) an MVP index to identify

such available MVP candidate as the selected MVP.

[0045] The encoding device 112 and the decoding device 116 operate in response to any of
eight cases, as shown in the following MVP Index Table.

MYVP Index Table

Case | Side MVP Candidate Top MVP Candidate Temporal MVP Candidate
0 Unavailable Unavailable Unavailable

1 Unavailable Unavailable Available (MVP index = 0)
2 Unavailable Available (MVP index = 0) | Unavailable

3 Unavailable Available (MVP index = 0) | Available (MVP index = 1)
4 Available (MVP index = 0) | Unavailable Unavailable

5 Available (MVP index = 0) | Unavailable Available (MVP index = 1)
6 Available (MVP index = 0) | Available (MVP index = 1) | Unavailable

7 Available (MVP index = 0) | Available (MVP index = 1) | Available (MVP index = 2)

[0046]

value of the current PU’s motion vector (instead of encoding the side MVP difference, the top

In the event of Case 0: (a) at the step 908, the encoding device 112 encodes an actual

MVP difference or the temporal MVP difference); and (b) at the step 910, the encoding device
112 encodes an MVP index = 0. In the event of Cases 1-7, the encoding device 112 encodes an
MVP index, as applicable, according to the MVP Index Table above.

[0047]
FIGS. 7 and 8 to identify the side MVP candidate (if available) and the top MVP candidate (if

In the first embodiment, the decoding device 116: (a) performs the operations of

available); (b) identifies the temporal MVP candidate (if available); and (c) in response to such
identification, determines whether the decoded MVP index is referencing the side MVP
candidate, the top MVP candidate or the temporal MVP candidate, according to the MVP Index
Table above.

[0048] FIG. 10 shows the PUs of FIG. 5, in a second embodiment. As shown in FIG. 10, a
shaded subset of PUs includes only the following five PUs (collectively “neighboring corner

PUs”) and excludes the other PUs of FIG. 5: (a) the lower side corner PU, which borders the
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first corner of the PU 502; (b) the lower side PU, which borders the first corner of the PU 502;
(c) the top left corner PU, which borders the second corner of the PU 502; (d) the top right PU,
which borders the third corner of the PU 502; and (¢) the top right corner PU, which borders the
third corner of the PU 502. In the example of FIG. 10: (a) the lower side PU and the top left
corner PU are separated from one another by additional left side PUs, which are interposed
between the lower side PU and the top left corner PU, so that the lower side PU and the top left
corner PU do not border one another; and (b) the top left corner PU and the top right PU are
separated from one another by additional top side PUs, which are interposed between the top left
corner PU and the top right PU, so that the top left corner PU and the top right PU do not border
one another.

[0049] FIG. 11 is a flowchart of a first operation of the encoding device 112, in the second
embodiment. FIG. 12 is a flowchart of a second operation of the encoding device 112, in the
second embodiment.

[0050] Referring to FIG. 11, at steps 1102 and 1104, the encoding device 112 identifies and
scans (in an order shown by arrow 602 of FIG. 10) the lower side corner PU and the lower side
PU to determine whether one of those PUs is acceptable as an MVP candidate. At steps 1106
and 1108, in response to the encoding device 112 determining that one of those PUs is
acceptable as an MVP candidate (“acceptable side PU”), the encoding device 112 ends such
scanning and selects the acceptable side PU as the side MVP candidate, so that the acceptable
side PU’s motion vector is used as the side MVP candidate’s motion vector. At a step 1110, in
response to the encoding device 112 determining that neither the lower side corner PU nor the
lower side PU is acceptable as an MVP candidate, the encoding device 112 marks the side MVP
candidate as being unavailable.

[0051] Referring to FIG. 12, at steps 1202, 1204 and 1206, the encoding device 112
identifies and scans (in an order shown by arrow 604 of FIG. 10) the top right corner PU, the top
right PU, and the top left corner PU to determine whether one of those PUs is acceptable as an
MVP candidate. At steps 1208, 1210 and 1212, in response to the encoding device 112
determining that one of those PUs is acceptable as an MVP candidate (“acceptable top PU”), the
encoding device 112 ends such scanning and selects the acceptable top PU as the top MVP
candidate, so that the acceptable top PU’s motion vector is used as the top MVP candidate’s

motion vector. At a step 1214, in response to the encoding device 112 determining that neither
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the top right corner PU, the top right PU, nor the top left corner PU is acceptable as an MVP
candidate, the encoding device 112 marks the top MVP candidate as being unavailable.

[0052] In that manner, the encoding device 112 further reduces its worst case processing load
in the second embodiment, without reducing the coding efficiency, because the encoding device
112 scans: (a) only up to two neighboring corner PUs to select the side MVP candidate; and (b)
only up to three neighboring corner PUs to select the top MVP candidate.

[0053] After the encoding device 112 performs the operations of FIGS. 11 and 12, it
performs the operations of FIG. 9 and the remainder of its encoding operations.

[0054] In the second embodiment, the decoding device 116: (a) performs the operations of
FIGS. 11 and 12 to identify the side MVP candidate (if available) and the top MVP candidate (if
available); (b) identifies the temporal MVP candidate (if available); and (c) in response to such
identification, determines whether the decoded MVP index is referencing the side MVP
candidate, the top MVP candidate or the temporal MVP candidate, according to the MVP Index
Table above.

[0055] Referring again to FIG. 6, in an alternative embodiment, the encoding device 112: (a)
identifies and scans (in the following order, or optionally in a different order) the lower side PU
and the upper side PU to determine whether one of those PUs is acceptable as an MVP candidate
(“first MVP candidate”), and ends such scanning in response to determining that one of those
PUs is so acceptable; (b) identifies and scans (in the following order, or optionally in a different
order) the top right PU and the top left PU to determine whether one of those PUs is acceptable
as an MVP candidate (“second MVP candidate”), and ends such scanning in response to
determining that one of those PUs is so acceptable; (c) identifies and scans (in the following
order, or optionally in a different order) the lower side corner PU, the top left corner PU, and the
top right corner PU to determine whether one of those PUs is acceptable as an MVP candidate
(“third MVP candidate”), and ends such scanning in response to determining that one of those
PUs is so acceptable; (d) calculates a fourth MVP candidate’s motion vector in response to the
first, second and third MVP candidates’ respective motion vectors (e.g., by calculating an
average or median of the first, second and third MVP candidates’ respective motion vectors); (¢)
from among the first, second, third and fourth MVP candidates’ respective motion vectors,
selects a motion vector (“selected motion vector”) that has a least difference from the current

PU’s motion vector; and (f) encodes (for the current PU) such difference and an MVP index to
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identify the MVP candidate (“selected MVP”) that has the selected motion vector, and performs
the remainder of its encoding operations. In this alternative embodiment, if a PU is acceptable as
an MVP candidate, then such PU satisfics the same conditions as discussed hereinabove in
connection with the first and second embodiments.

[0056] FIG. 13 shows a first example, in which two PUs (within a picture j) are best matches
for the PUs 502 and 504 (within the picture k), respectively, as shown by dashed lines in FIG. 13.
For that reason, in the first example, the picture j is a reference picture (or “reference frame”) for
the PUs 502 and 504 (within the picture k). Accordingly, in the first example, the PUs 502 and
504 (within the picture k) have the same reference frame (picture ).

[0057] FIG. 14 shows a second example, in which: (a) two PUs (within the picture j) are
best matches for the PUs 502 and 506 (within the picture k), respectively, as shown by dashed
lines in FIG. 14; and (b) a PU (within a picture i) is a best match for the PU 504 (within the
picture k), as shown by another dashed line in FIG. 14. For that reason, in the second example:
(a) the picture j is a reference frame for the PUs 502 and 506 (within the picture £); and (b) the
picture 7 is a reference frame for the PU 504 (within the picture k). Accordingly, in the second
example, the PUs 502 and 506 (within the picture k) have the same reference frame (picture j),
but the PUs 502 and 504 (within the picture k) have different reference frames (picture j and
picture 7).

[0058] FIG. 15 shows a first situation, in which first and second PUs within a picture 01 of a
first reference picture list LISTO are best matches for the PUs 502 and 504 (within the picture k),
respectively, as shown by dashed lines in FIG. 15. For that reason, in the first situation, the
picture 01 of the LISTO is a reference frame for the PUs 502 and 504 (within the picture k).
Accordingly, in the first situation: (a) the PUs 502 and 504 (within the picture k) have the same
reference frame (picture 01) of the same list (LISTO0); and (b) for convenience, in comparison to
the PU 502, the PU 504 is referenced herein as having a type-1 motion vector (“T1 vector”).
[0059] In the examples of FIGS. 15-18: (a) before the encoding device 112 encodes the
picture k&, the encoding device 112 has already encoded the pictures of the LISTO; and (b)
similarly, before the decoding device 116 decodes the picture £, the decoding device 116 has
already decoded the pictures of the LIST0. Accordingly, a size of the LISTO (e.g., total number
of pictures in the LISTO) is subject to variation (e.g., in accordance with the MPEG-4 standard).
For example, FIGS. 15-18 show four pictures in the LISTO, which are numbered picture 0f,
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where: (a) f'is a picture number that ranges from 0 through P-/; and (b) P is a total number of
pictures within the LISTO. For clarity, although P is subject to variation, FIGS. 15-18 show four
pictures in the LISTO, where franges from 0 through 3.

[0060] FIG. 16 shows a second situation, in which: (a) the first PU within the picture 01 of
the LISTO is a best match for the PU 502 (within the picture &), as shown by a first dashed line in
FIG. 16; and (b) a second PU within a picture 11 of a second reference picture list LISTI is a
best match for the PU 504 (within the picture k), as shown by a second dashed line in FIG. 16.
For that reason, in the second situation: (a) the picture 01 of the LISTO is a reference frame for
the PU 502 (within the picture £); and (b) the picture 11 of the LISTI is a reference frame for the
PU 504 (within the picture k). In the second situation, the picture 11 of the LIST1 is identical to
(e.g., is the same as) the picture 01 of the LISTO. Accordingly, in the second situation: (a) the
PUs 502 and 504 (within the picture k) have the same reference frame (picture 01 and its
identical picture 11) of different lists (LISTO and LIST1); and (b) for convenience, in
comparison to the PU 502, the PU 504 is referenced herein as having a type-2 motion vector
(“T2 vector™).

[0061] In the examples of FIGS. 15-18: (a) before the encoding device 112 encodes the
picture k, the encoding device 112 has already encoded the pictures of the LIST1; and (b)
similarly, before the decoding device 116 decodes the picture £, the decoding device 116 has
already decoded the pictures of the LIST1. Accordingly, a size of the LIST1 (e.g., total number
of pictures in the LIST1) is subject to variation (e.g., in accordance with the MPEG-4 standard).
For example, FIGS. 15-18 show four pictures in the LIST1, which are numbered picture /g,
where: (a) g is a picture number that ranges from 0 through Q-7; and (b) Q is a total number of
pictures within the LIST1. For clarity, although Q is subject to variation, FIGS. 15-18 show four
pictures in the LIST1, where g ranges from 0 through 3.

[0062] FIG. 17 shows a third situation, in which: (a) the first PU within the picture 01 of the
LISTO is a best match for the PU 502 (within the picture k), as shown by a first dashed line in
FIG. 17; and (b) a second PU within a picture 02 of the LISTO is a best match for the PU 504
(within the picture k), as shown by a second dashed line in FIG. 17. For that reason, in the third
situation: (a) the picture 01 of the LISTO is a reference frame for the PU 502 (within the picture
k); and (b) the picture 02 of the LISTO is a reference frame for the PU 504 (within the picture k).
Accordingly, in the third situation: (a) the PUs 502 and 504 (within the picture k) have different
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reference frames (picture 01 and picture 02) of the same list (LISTO); and (b) for convenience, in
comparison to the PU 502, the PU 504 is referenced herein as having a type-3 motion vector
(“T3 vector™).

[0063] FIG. 18 shows a fourth situation, in which: (a) the first PU within the picture 01 of
the LISTO is a best match for the PU 502 (within the picture &), as shown by a first dashed line in
FIG. 18; and (b) a second PU within a picture 12 of the LIST1 is a best match for the PU 504
(within the picture k), as shown by a second dashed line in FIG. 18. For that reason, in the fourth
situation: (a) the picture 01 of the LISTO is a reference frame for the PU 502 (within the picture
k); and (b) the picture 12 of the LIST1 is a reference frame for the PU 504 (within the picture k).
Accordingly, in the fourth situation: (a) the PUs 502 and 504 (within the picture k) have
different reference frames (picture 01 and picture 12) of different lists (LISTO and LIST1); and
(b) for convenience, in comparison to the PU 502, the PU 504 is referenced herein as having a
type-4 motion vector (“T4 vector”).

[0064] FIG. 19 is a flowchart of a first operation of the encoding device 112, in a third
embodiment. At a step 1902, the encoding device 112 identifies and scans the lower side corner
PU to determine whether the lower side corner PU has a T1 vector, a T2 vector, or neither. Ata
step 1904, in response to the encoding device 112 determining (at the step 1902) that the lower
side corner PU has a T1 vector or a T2 vector: (a) the encoding device 112 selects the lower side
corner PU as the side MVP candidate, so that the lower side corner PU’s motion vector is used as
the side MVP candidate’s motion vector; and (b) the first operation ends.

[0065] At a step 1906, in response to the encoding device 112 determining (at the step 1902)
that the lower side corner PU has neither a T1 vector nor a T2 vector, the encoding device 112
identifies and scans the lower side PU to determine whether the lower side PU has a T1 vector, a
T2 vector, or neither. At a step 1908, in response to the encoding device 112 determining (at the
step 1906) that the lower side PU has a T1 vector or a T2 vector: (a) the encoding device 112
selects the lower side PU as the side MVP candidate, so that the lower side PU’s motion vector is
used as the side MVP candidate’s motion vector; and (b) the first operation ends.

[0066] At a step 1910, in response to the encoding device 112 determining (at the step 1906)
that the lower side PU has neither a T1 vector nor a T2 vector, the encoding device 112 identifies
and scans the lower side corner PU to determine whether the lower side corner PU has a T3

vector, a T4 vector, or neither. At a step 1912, in response to the encoding device 112
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determining (at the step 1910) that the lower side corner PU has a T3 vector or a T4 vector: (a)
the encoding device 112 selects the lower side corner PU as the side MVP candidate, so that the
lower side corner PU’s motion vector is used as the side MVP candidate’s motion vector; and (b)
the first operation ends.

[0067] At a step 1914, in response to the encoding device 112 determining (at the step 1910)
that the lower side corner PU has neither a T3 vector nor a T4 vector, the encoding device 112
identifies and scans the lower side PU to determine whether the lower side PU has a T3 vector, a
T4 vector, or neither. At a step 1916, in response to the encoding device 112 determining (at the
step 1914) that the lower side PU has a T3 vector or a T4 vector: (a) the encoding device 112
selects the lower side PU as the side MVP candidate, so that the lower side PU’s motion vector is
used as the side MVP candidate’s motion vector; and (b) the first operation ends.

[0068] At a step 1918, in response to the encoding device 112 determining (at the step 1914)
that the lower side PU has neither a T3 vector nor a T4 vector: (a) the encoding device 112
marks the side MVP candidate as being unavailable; and (b) the first operation ends.

[0069] FIGS. 20A and 20B (collectively “FIG. 20”) are flowcharts of a second operation of
the encoding device 112, in the third embodiment. At a step 2002, the encoding device 112
identifies and scans the top right corner PU to determine whether the top right corner PU has a
T1 vector, a T2 vector, or neither. At a step 2004, in response to the encoding device 112
determining (at the step 2002) that the top right corner PU has a T1 vector or a T2 vector: (a) the
encoding device 112 selects the top right corner PU as the top MVP candidate, so that the top
right corner PU’s motion vector is used as the top MVP candidate’s motion vector; and (b) the
second operation continues to a step 2006.

[0070] At a step 2008, in response to the encoding device 112 determining (at the step 2002)
that the top right corner PU has neither a T1 vector nor a T2 vector, the encoding device 112
identifies and scans the top right PU to determine whether the top right PU has a T1 vector, a T2
vector, or neither. At a step 2010, in response to the encoding device 112 determining (at the
step 2008) that the top right PU has a T1 vector or a T2 vector: (a) the encoding device 112
selects the top right PU as the top MVP candidate, so that the top right PU’s motion vector is
used as the top MVP candidate’s motion vector; and (b) the second operation continues to the

step 2006.
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[0071] At a step 2012, in response to the encoding device 112 determining (at the step 2008)
that the top right PU has neither a T1 vector nor a T2 vector, the encoding device 112 identifies
and scans the top left corner PU to determine whether the top left corner PU has a T1 vector, a
T2 vector, or neither. At a step 2014, in response to the encoding device 112 determining (at the
step 2012) that the top left corner PU has a T1 vector or a T2 vector: (a) the encoding device
112 selects the top left corner PU as the top MVP candidate, so that the top left corner PU’s
motion vector is used as the top MVP candidate’s motion vector; and (b) the second operation
continues to the step 2006.

[0072] At a step 2016, in response to the encoding device 112 determining (at the step 2012)
that the top left corner PU has neither a T1 vector nor a T2 vector, the encoding device 112
determines whether the side MVP candidate (if available) has a T1 vector, a T2 vector, or
neither. At a step 2018, in response to the encoding device 112 determining (at the step 2016)
that the side MVP candidate (if available) has neither a T1 vector nor a T2 vector: (a) the
encoding device 112 marks the top MVP candidate as being unavailable; and (b) the second
operation ends. Conversely, in response to the encoding device 112 determining (at the step
2016) that the side MVP candidate has a T1 vector or a T2 vector (or that the side MVP
candidate is unavailable), the second operation continues from the step 2016 to a step 2020.
[0073] Referring again to the step 2006, in response to the encoding device 112 determining
(at the step 2006) that the side MVP candidate is available, the second operation ends.
Conversely, in response to the encoding device 112 determining (at the step 2006) that the side
MVP candidate is unavailable, the second operation continues from the step 2006 to the step
2020, so that the encoding device 112 proceeds to determine whether the top right corner PU, the
top right PU or the top left corner PU has a T3 vector or a T4 vector (in an attempt to substitute
the top MVP candidate’s T1 vector or T2 vector in place of the unavailable side MVP
candidate’s motion vector).

[0074] At the step 2020, the encoding device 112 identifies and scans the top right corner PU
to determine whether the top right corner PU has a T3 vector, a T4 vector, or neither. At a step
2022, in response to the encoding device 112 determining (at the step 2020) that the top right
corner PU has a T3 vector or a T4 vector: (a) if the side MVP candidate is unavailable, then the
encoding device 112 substitutes the top MVP candidate’s T1 vector or T2 vector in place of the

unavailable side MVP candidate’s motion vector, so that the side MVP candidate thereby
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becomes available; (b) the encoding device 112 selects the top right corner PU as the top MVP
candidate, so that the top right corner PU’s T3 vector or T4 vector is used as the top MVP
candidate’s motion vector; and (c) the second operation ends.

[0075] At a step 2024, in response to the encoding device 112 determining (at the step 2020)
that the top right corner PU has neither a T3 vector nor a T4 vector, the encoding device 112
identifies and scans the top right PU to determine whether the top right PU has a T3 vector, a T4
vector, or neither. At a step 2026, in response to the encoding device 112 determining (at the
step 2024) that the top right PU has a T3 vector or a T4 vector: (a) if the side MVP candidate is
unavailable, then the encoding device 112 substitutes the top MVP candidate’s T1 vector or T2
vector in place of the unavailable side MVP candidate’s motion vector, so that the side MVP
candidate thereby becomes available; (b) the encoding device 112 selects the top right PU as the
top MVP candidate, so that the top right PU’s T3 vector or T4 vector is used as the top MVP
candidate’s motion vector; and (c) the second operation ends.

[0076] At a step 2028, in response to the encoding device 112 determining (at the step 2024)
that the top right PU has neither a T3 vector nor a T4 vector, the encoding device 112 identifies
and scans the top left corner PU to determine whether the top left corner PU has a T3 vector, a
T4 vector, or neither. At a step 2030, in response to the encoding device 112 determining (at the
step 2028) that the top left corner PU has a T3 vector or a T4 vector: (a) if the side MVP
candidate is unavailable, then the encoding device 112 substitutes the top MVP candidate’s T1
vector or T2 vector in place of the unavailable side MVP candidate’s motion vector, so that the
side MVP candidate thereby becomes available; (b) the encoding device 112 selects the top left
corner PU as the top MVP candidate, so that the top left corner PU’s T3 vector or T4 vector is
used as the top MVP candidate’s motion vector; and (c¢) the second operation ends.

[0077] At a step 2032, in response to the encoding device 112 determining (at the step 2028)
that the top left corner PU has neither a T3 vector nor a T4 vector, the encoding device 112
determines whether the top MVP candidate has a T1 vector, a T2 vector, or neither. In that
manner, the encoding device 112 determines whether it performed the steps 2020, 2024 and 2028
in an attempt to substitute the top MVP candidate’s T1 vector or T2 vector in place of the
unavailable side MVP candidate’s motion vector. At a step 2034, in response to the encoding
device 112 determining (at the step 2032) that the top MVP candidate has neither a T1 vector nor

a T2 vector: (a) the encoding device 112 marks the top MVP candidate as being unavailable;
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and (b) the second operation ends. Conversely, in response to the encoding device 112
determining (at the step 2032) that the top MVP candidate has a T1 vector or a T2 vector: (a) the
encoding device 112 determines that it performed the steps 2020, 2024 and 2028 in an attempt to
substitute the top MVP candidate’s T1 vector or T2 vector in place of the unavailable side MVP
candidate’s motion vector; and (b) the second operation ends.

[0078] FIG. 21 is a block diagram of hardware (e.g., circuitry) of the system 100 for
performing spatial MVP scaling. If the side MVP candidate is available, yet has neither a T1
vector nor a T2 vector, then the side MVP candidate’s motion vector is either a T3 vector or a T4
vector. Similarly, if the top MVP candidate is available, yet has neither a T1 vector nor a T2
vector, then the top MVP candidate’s motion vector is either a T3 vector or a T4 vector. In view
of the step 2018 (FIG. 20): (a) if the side MVP candidate’s motion vector is a T3 vector or a T4
vector, then the system 100 ensures that the top MVP candidate’s motion vector is neither a T3
vector nor a T4 vector; and (b) if the top MVP candidate’s motion vector is a T3 vector or a T4
vector, then the system 100 ensures that the side MVP candidate’s motion vector is neither a T3
vector nor a T4 vector.

[0079] Accordingly, in response to logic states of control lines 2102 (which select one of the
following PUs according to the operations of FIGS. 19 and 20), a multiplexer 2104 outputs one
of the following PUs to a spatial MVP scaling unit 2106: (a) the lower side corner PU if it is the
side MVP candidate, and if its motion vector is a T3 vector or a T4 vector; (b) the lower side PU
if it is the side MVP candidate, and if its motion vector is a T3 vector or a T4 vector; (c) the top
right corner PU if it is the top MVP candidate, and if its motion vector is a T3 vector or a T4
vector; (d) the top right PU if it is the top MVP candidate, and if its motion vector is a T3 vector
or a T4 vector; and (e) the top left corner PU if it is the top MVP candidate, and if its motion
vector is a T3 vector or a T4 vector. The spatial MVP scaling unit 2106 receives such PU (which
is output from the multiplexer 2104) and performs motion vector scaling (or “spatial MVP
scaling”) of such PU’s motion vector in order to suitably normalize such motion vector relative
to the current PU’s motion vector. In that manner, the hardware of FIG. 21 accounts for a
difference in: (a) a temporal distance between such PU and its respective reference frame; and
(b) a temporal distance between the current PU and its respective reference frame. By
comparison, if a PU has a T1 vector or a T2 vector, then the hardware of FIG. 21 does not

perform spatial MVP scaling of such PU’s motion vector, because such difference is non-
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existent. Advantageously, the one spatial MVP scaling unit 2106 is shared by five PUs (namely,
the lower side corner PU, the lower side PU, the top right corner PU, the top right PU and the top
left corner PU), because the spatial MVP scaling unit 2106 suitably normalizes a T3 vector or T4
vector from only one (if any) of those five PUs relative to the current PU’s motion vector.

[0080] Accordingly, in the third embodiment: (a) the encoding device 112 includes such
hardware of FIG. 21 for performing the spatial MVP scaling in the encoding operations; and (b)
similarly, the decoding device 116 includes such hardware of FIG. 21 for performing the spatial
MVP scaling in the decoding operations. In an alternative embodiment: (a) the encoding device
112 is a general purpose computational resource (e.g., a general purpose computer), which
performs the spatial MVP scaling (according to the technique of FIG. 21) in response to
instructions of the computer-readable program that is stored on the computer-readable medium
120, instead of dedicating special purpose hardware in the encoding device 112 to perform the
spatial MVP scaling; and (b) similarly, the decoding device 116 is a general purpose
computational resource, which performs the spatial MVP scaling (according to the technique of
FIG. 21) in response to instructions of the computer-readable program that is stored on the
computer-readable medium 122, instead of dedicating special purpose hardware in the decoding
device 116 to perform the spatial MVP scaling.

[0081] In that manner, the encoding device 112 reduces its processing load and hardware
arca in the third embodiment, without reducing the coding efficiency, because the encoding
device 112 reduces instances of spatial MVP scaling. For example, the encoding device 112 so
reduces instances of spatial MVP scaling by: (a) scanning the lower side corner PU and the
lower side PU to determine whether either of them has a T1 vector or a T2 vector, before
scanning them to determine whether either of them has a T3 vector or a T4 vector, as discussed
hereinabove in connection with FIG. 19; (b) scanning the top right corner PU, the top right PU
and the top left corner PU to determine whether any of them has a T1 vector or a T2 vector,
before scanning them to determine whether any of them has a T3 vector or a T4 vector, as
discussed hereinabove in connection with FIG. 20; and (c) scanning the top right corner PU, the
top right PU and the top left corner PU to determine whether any of them has a T3 vector or a T4
vector, unless the side MVP candidate has a T3 vector or a T4 vector (e.g., only if the side MVP
candidate has a T1 vector or a T2 vector or if the side MVP candidate is unavailable), as

discussed hereinabove in connection with FIG. 20.
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[0082] After the encoding device 112 performs the operations of FIGS. 19, 20 and 21, it
performs the operations of FIG. 9 (in response to the available MVP candidates’ respective
motion vectors, as suitably normalized by the spatial MVP scaling unit 2106 of FIG. 21) and the
remainder of its encoding operations.

[0083] In the third embodiment, the decoding device 116: (a) performs the operations of
FIGS. 19 and 20 to identify the side MVP candidate (if available) and the top MVP candidate (if
available); (b) identifies the temporal MVP candidate (if available); and (c) in response to such
identification, determines whether the decoded MVP index is referencing the side MVP
candidate, the top MVP candidate or the temporal MVP candidate, according to the MVP Index
Table above.

[0084] Accordingly, in the first, second and third embodiments, the decoding device 116
decodes the current PU’s motion vector by: (a) decoding such difference and the MVP index
from the encoded bit stream; (b) identifying the side MVP candidate (if available), the top MVP
candidate (if available) and the temporal MVP candidate (if available), as discussed hereinabove;
(c) in response to such identification, determining whether the decoded MVP index is
referencing the side MVP candidate, the top MVP candidate or the temporal MVP candidate,
according to the MVP Index Table above; (d) in response to such determination and the decoded
MVP index, identifying the selected motion vector; and (¢) adding such decoded difference to
the selected motion vector for calculating the current PU’s motion vector. The decoding device
116 so decodes respective motion vectors of various PUs (within the picture k), each of which is
so decoded in succession as the current PU, in the raster scan order (e.g., left-to-right and top-to-
bottom as indicated by raster scanning arrows 302 and 304, respectively, of FIG. 3).

[0085] In the illustrative embodiments, a computer program product is an article of
manufacture that has: (a) a computer-readable medium; and (b) a computer-readable program
that is stored on such medium. Such program is processable by an instruction execution
apparatus (e.g., system or device) for causing the apparatus to perform various operations
discussed hereinabove (e.g., discussed in connection with a block diagram). For example, in
response to processing (e.g., executing) such program’s instructions, the apparatus (e.g.,
programmable computer) performs various operations discussed hereinabove. Accordingly, such

operations are computer-implemented.
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[0086] Such program (e.g., software, firmware, and/or microcode) is written in one or more
programming languages, such as: an object-oriented programming language (e.g., Java,
Smalltalk, and C++); a conventional procedural programming language (e.g., C); and/or any
suitable combination thereof. 1In a first situation, the computer-readable medium is a
computer-readable storage medium. In a second example, the computer-readable medium is a
computer-readable signal medium.

[0087] A computer-readable storage medium includes any system, device and/or other
non-transitory tangible apparatus (e.g., electronic, magnetic, optical, electromagnetic, infrared,
semiconductor, and/or any suitable combination thereof) that is suitable for storing a program, so
that such program is processable by an instruction execution apparatus for causing the apparatus
to perform various operations discussed hereinabove. Examples of a computer-readable storage
medium include, but are not limited to: an electrical connection having one or more wires; a
portable computer diskette; a hard disk; a random access memory (“RAM”); a read-only memory
(“ROM”); an erasable programmable read-only memory (“EPROM” or flash memory); an
optical fiber; a portable compact disc read-only memory (“CD-ROM”); an optical storage
device; a magnetic storage device; and/or any suitable combination thereof.

[0088] A computer-readable signal medium includes any computer-readable medium (other
than a computer-readable storage medium) that is suitable for communicating (e.g., propagating
or transmitting) a program, so that such program is processable by an instruction execution
apparatus for causing the apparatus to perform various operations discussed hereinabove. In one
example, a computer-readable signal medium includes a data signal having computer-readable
program code embodied therein (e.g., in baseband or as part of a carrier wave), which is
communicated (e.g., electronically, electromagnetically, and/or optically) via wireline, wireless,
optical fiber cable, and/or any suitable combination thereof.

[0089] Although illustrative embodiments have been shown and described by way of
example, a wide range of other alternative embodiments is possible within the scope of the

foregoing disclosure.
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CLAIMS

What is claimed is:

1. A method for decoding a video sequence, the method comprising:

identifying a prediction unit within a picture of the video sequence, wherein the
prediction unit is bordered by neighboring prediction units within the picture, and wherein a
match for the prediction unit is located within a first reference picture;

scanning at least a subset of the neighboring prediction units to identify a motion vector
predictor (MVP) candidate, the scanning including identifying an MVP candidate of a first type
if available, wherein a match for the MVP candidate of the first type is located within the first
reference picture; and, in response to the MVP candidate of the first type being unavailable,
identifying an MVP candidate of a second type, wherein a match for the MVP candidate of the
second type is located within a second reference picture;

decoding a difference; and

calculating a motion vector of the prediction unit, wherein the calculating includes adding

the difference to a motion vector of the MVP candidate.

2. The method of claim 1, further comprising decoding an index; and, in response to a
determination of whether at least one other MVP candidate is available, determining whether the

MVP candidate is identified by the index.

3. The method of claim 3, wherein the calculating includes, in response to the MVP

candidate being identified by the index, calculating the motion vector of the prediction unit.

4. The method of claim 1, further comprising, in response to identifying the MVP candidate
of the second type, performing motion vector scaling of the motion vector of the MVP candidate

to suitably normalize it relative to the motion vector of the prediction unit.

5. The method of claim 1, wherein the scanning includes scanning a first subset of the
neighboring prediction units to identify the MVP candidate, and wherein the method further

comprises:
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before scanning the first subset of the neighboring prediction units to identify the MVP
candidate, scanning a second subset of the neighboring prediction units to identify the other
MVP candidate, wherein identifying the other MVP candidate includes identifying the other
MVP candidate of the first type if available, wherein a match for the other MVP candidate of the
first type is located within the first reference picture; and, in response to the other MVP
candidate of the first type being unavailable, identifying the other MVP candidate of the second
type if available, wherein a match for the other MVP candidate of the second type is located

within a reference picture other than the first reference picture.

6. The method of claim 5, wherein identifying the MVP candidate of the second type
comprises: in response to the MVP candidate of the first type being unavailable, scanning the
first subset of the neighboring prediction units to identify the MVP candidate of the second type,
unless scanning the second subset of the neighboring prediction units identified the other MVP

candidate of the second type.

7. The method of claim 5, wherein scanning the first subset of the neighboring prediction
units to identify the MVP candidate comprises: in response to the other MVP candidate of the
first type being unavailable, and in response to the other MVP candidate of the second type being
unavailable, and in response to the MVP candidate of the first type being available, scanning the

first subset of the neighboring prediction units to identify the other MVP candidate of the second
type.

8. A system for decoding a video sequence, the system comprising:

a decoder for identifying a prediction unit within a picture of the video sequence,
wherein the prediction unit is bordered by neighboring prediction units within the picture, and
wherein a match for the prediction unit is located within a first reference picture; scanning at
least a subset of the neighboring prediction units to identify a motion vector predictor (“MVP”)
candidate, wherein the identifying includes: identifying the MVP candidate of a first type if
available, wherein a match for the MVP candidate of the first type is located within the first
reference picture; and, in response to the MVP candidate of the first type being unavailable,

identifying the MVP candidate of a second type, wherein a match for the MVP candidate of the
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second type is located within a second reference picture; decoding a difference; and calculating a
motion vector of the prediction unit, wherein the calculating includes adding the difference to a

motion vector of the MVP candidate.

9. The system of claim 8 , wherein the decoder is for: decoding an index; and, in response to
whether at least one other MVP candidate is available, determining whether the MVP candidate
is identified by the index.

10.  The system of claim 9, wherein the decoder is for: in response to the MVP candidate

being identified by the index, calculating the motion vector of the prediction unit.

11.  The system of claim 8, wherein the decoder is for: in response to identifying the MVP
candidate of the second type, performing motion vector scaling of the motion vector of the MVP

candidate to suitably normalize it relative to the motion vector of the prediction unit.

12.  The system of claim 8, wherein the scanning comprises scanning a first subset of the
neighboring prediction units to identify the MVP candidate, and wherein the decoder is for:
before scanning the first subset of the neighboring prediction units to identify the MVP
candidate, scanning a second subset of the neighboring prediction units to identify the other
MVP candidate, wherein identifying the other MVP candidate comprises: identifying the other
MVP candidate of the first type if available, wherein a match for the other MVP candidate of the
first type is located within the first reference picture; and, in response to the other MVP
candidate of the first type being unavailable, identifying the other MVP candidate of the second
type if available, wherein a match for the other MVP candidate of the second type is located

within a reference picture other than the first reference picture.

13.  The system of claim 12, wherein the decoder is for: in response to the MVP candidate of
the first type being unavailable, scanning the first subset of the neighboring prediction units to
identify the MVP candidate of the second type, unless scanning the second subset of the
neighboring prediction units identified the other MVP candidate of the second type.
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14.  The system of claim 12, wherein the decoder is for: in response to the other MVP
candidate of the first type being unavailable, and in response to the other MVP candidate of the
second type being unavailable, and in response to the MVP candidate of the first type being
available, scanning the first subset of the neighboring prediction units to identify the other MVP
candidate of the second type.

15. A method performed by an information handling system for encoding a video sequence,
the method comprising:

identifying a prediction unit within a picture of the video sequence, wherein the
prediction unit is bordered by neighboring prediction units within the picture, and wherein a
match for the prediction unit is located within a first reference picture;

scanning at least a subset of the neighboring prediction units to identify a motion vector
predictor (“MVP”) candidate, wherein the identifying comprises: identifying the MVP candidate
of a first type if available, wherein a match for the MVP candidate of the first type is located
within the first reference picture; and, in response to the MVP candidate of the first type being
unavailable, identifying the MVP candidate of a second type, wherein a match for the MVP
candidate of the second type is located within a second reference picture;

calculating a difference between: a motion vector of the MVP candidate; and a motion
vector of the prediction unit; and

encoding the difference and an index to identify the MVP candidate.

16. A system for encoding a video sequence, the system comprising:

an encoder for: identifying a prediction unit within a picture of the video sequence,
wherein the prediction unit is bordered by neighboring prediction units within the picture, and
wherein a match for the prediction unit is located within a first reference picture; scanning at
least a subset of the neighboring prediction units to identify a motion vector predictor (“MVP”)
candidate, wherein the identifying comprises: identifying the MVP candidate of a first type if
available, wherein a match for the MVP candidate of the first type is located within the first
reference picture; and, in response to the MVP candidate of the first type being unavailable,
identifying the MVP candidate of a second type, wherein a match for the MVP candidate of the

second type is located within a second reference picture; calculating a difference between a
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motion vector of the MVP candidate and a motion vector of the prediction unit; and encoding the

difference and an index to identify the MVP candidate.

17. A computer program product for encoding a video sequence, the computer program
product comprising;:

a tangible computer-readable storage medium; and

a computer-readable program stored on the tangible computer-readable storage medium,
wherein the computer-readable program is processable by an information handling system for
causing the information handling system to perform operations for encoding the video sequence,
the operations comprising: identifying a prediction unit within a picture of the video sequence,
wherein the prediction unit is bordered by neighboring prediction units within the picture, and
wherein a match for the prediction unit is located within a first reference picture; scanning at
least a subset of the neighboring prediction units to identify a motion vector predictor (“MVP”)
candidate, wherein the identifying comprises: identifying the MVP candidate of a first type if
available, wherein a match for the MVP candidate of the first type is located within the first
reference picture; and, in response to the MVP candidate of the first type being unavailable,
identifying the MVP candidate of a second type, wherein a match for the MVP candidate of the
second type is located within a second reference picture; calculating a difference between a
motion vector of the MVP candidate and a motion vector of the prediction unit; and encoding the

difference and an index to identify the MVP candidate.

18. A computer program product for encoding a video sequence, the computer program
product comprising;:

a tangible computer-readable storage medium; and

a computer-readable program stored on the tangible computer-readable storage medium,
wherein the computer-readable program is processable by an information handling system for
causing the information handling system to perform operations for encoding the video sequence,
the operations comprising: identifying a prediction unit within a picture of the video sequence,
wherein the prediction unit is bordered by neighboring prediction units within the picture, and
wherein a match for the prediction unit is located within a first reference picture; scanning at

least a subset of the neighboring prediction units to identify a motion vector predictor (“MVP”)
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candidate, wherein the identifying comprises: identifying the MVP candidate of a first type if
available, wherein a match for the MVP candidate of the first type is located within the first
reference picture; and, in response to the MVP candidate of the first type being unavailable,
identifying the MVP candidate of a second type, wherein a match for the MVP candidate of the
second type is located within a second reference picture; decoding a difference; and calculating a
motion vector of the prediction unit, wherein the calculating includes adding the difference to a

motion vector of the MVP candidate.
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