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Title: REUSABLE DEVICE MANAGEMENT IN MACHINE-TO-MACHINE SYSTEMS

Abstract: A plurality of devices are detected within range of a particular device, and capabilities of each of the plurality of devices are determined, as well as a respective taxonomy to be associated with each device based on the device's capabilities. A subset of asset abstractions are identified, referred to by a particular software application configured to manage a particular machine-to-machine network. Each asset abstraction can correspond to a respective one of the set of taxonomies, and the particular machine-to-machine network can be built from an instance of each one of the set of asset abstractions. A subset of the plurality of devices can be selected for deployment in the particular machine-to-machine network based on the associated taxonomies, the subset of devices representing an instance of each one of the set of asset abstractions. The subset of devices are then automatically deployed to implement the instance of the particular machine-to-machine network.
TECHNICAL FIELD

[0001] This disclosure relates in general to the field of computer systems and, more particularly, to data analytics.

BACKGROUND

[0002] The Internet has enabled interconnection of different computer networks all over the world. While previously, Internet-connectivity was limited to conventional general purpose computing systems, ever increasing numbers and types of products are being redesigned to accommodate connectivity with other devices over computer networks, including the Internet. For example, smart phones, tablet computers, wearables, and other mobile computing devices have become very popular, even supplanting larger, more traditional general purpose computing devices, such as traditional desktop computers in recent years. Increasingly, tasks traditionally performed on a general purpose computers are performed using mobile computing devices with smaller form factors and more constrained features sets and operating systems. Further, traditional appliances and devices are becoming "smarter" as they are ubiquitous and equipped with functionality to connect to or consume content from the Internet. For instance, devices, such as televisions, gaming systems, household appliances, thermostats, automobiles, watches, have been outfitted with network adapters to allow the devices to connect with the Internet (or another device) either directly or through a connection with another computer connected to the network. Additionally, this increasing universe of interconnected devices has also facilitated an increase in computer-controlled sensors that are likewise interconnected and collecting new and large sets of data. The interconnection of an increasingly large number of devices, or "things," is believed to foreshadow a new era of advanced automation and interconnectivity, referred to, sometimes, as the Internet of Things (IoT).

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] FIG. 1 illustrates an embodiment of a system including multiple sensor devices and an example data management system.
 FIG. 2 illustrates a embodiment of a system including an example data management system.

 FIG. 3A is a simplified block diagram illustrating an example of asset abstraction and binding.

 FIG. 3B is a simplified block diagram illustrating an example of asset discovery.

 FIG. 3C is a simplified block diagram illustrating an example of asset abstraction and binding using a discovered set of assets.

 FIG. 4 is a simplified block diagram illustrating an example of managing migration of settings between two instances of a particular machine-to-machine network.

 FIG. 5 is a simplified block diagram illustrating sharing of settings between two instances of a particular machine-to-machine network.

 FIG. 6 is a flowchart illustrating an example technique for deploying an example machine-to-machine network utilizing asset abstraction.

 FIG. 7 is a block diagram of an exemplary processor in accordance with one embodiment; and

 FIG. 8 is a block diagram of an exemplary computing system in accordance with one embodiment.

 Like reference numbers and designations in the various drawings indicate like elements.

 DETAILED DESCRIPTION OF EXAMPLE EMBODIMENTS

 FIG. 1 is a block diagram illustrating a simplified representation of a system 100 that includes one or more devices 105a-d, or assets, deployed throughout an environment. Each device 105a-d may include a computer processor and/or communications module to allow each device 105a-d to interoperate with one or more other devices (e.g., 105a-d) or systems in the environment. Each device can further include one or more instances of various types of sensors (e.g., HOa-c), actuators (e.g., 115a-b), storage, power, computer processing, and communication functionality which can be leveraged and utilized (e.g., by other devices or software) within a machine-to-machine, or Internet of Things (IoT) system or application. Sensors are capable of detecting, measuring, and generating sensor
data describing characteristics of the environment in which they reside, are mounted, or are in contact with. For instance, a given sensor (e.g., IIoA-c) may be configured to detect one or more respective characteristics such as movement, weight, physical contact, temperature, wind, noise, light, computer communications, wireless signals, position, humidity, the presence of radiation, liquid, or specific chemical compounds, among several other examples. Indeed, sensors (e.g., IIoA-c) as described herein, anticipate the development of a potentially limitless universe of various sensors, each designed to and capable of detecting, and generating corresponding sensor data for, new and known environmental characteristics. Actuators (e.g., 115a-b) can allow the device to perform some kind of action to affect its environment. For instance, one or more of the devices (e.g., 105b, d) may include one or more respective actuators that accepts an input and perform its respective action in response. Actuators can include controllers to activate additional functionality, such as an actuator to selectively toggle the power or operation of an alarm, camera (or other sensors), heating, ventilation, and air conditioning (HVAC) appliance, household appliance, in-vehicle device, lighting, among other examples.

[0015] In some implementations, sensors IIoA-c and actuators 115a-b provided on devices 105a-d can be incorporated in and/or embody an Internet of Things (IoT) or machine-to-machine (M2M) system. IoT systems can refer to new or improved ad-hoc systems and networks composed of multiple different devices interoperating and synergizing to deliver one or more results or deliverables. Such ad-hoc systems are emerging as more and more products and equipment evolve to become "smart" in that they are controlled or monitored by computing processors and provided with facilities to communicate, through computer-implemented mechanisms, with other computing devices (and products having network communication capabilities). For instance, IoT systems can include networks built from sensors and communication modules integrated in or attached to "things" such as equipment, toys, tools, vehicles, etc. and even living things (e.g., plants, animals, humans, etc.). In some instances, an IoT system can develop organically or unexpectedly, with a collection of sensors monitoring a variety of things and related environments and interconnecting with data analytics systems and/or systems controlling one or more other smart devices to enable various use cases and application, including previously unknown use cases. Further, IoT systems can be formed from devices that hitherto had no contact with each other, with the
system being composed and automatically configured spontaneously or on the fly (e.g., in accordance with an IoT application defining or controlling the interactions). Further, IoT systems can often be composed of a complex and diverse collection of connected devices (e.g., 105a-d), such as devices sourced or controlled by varied groups of entities and employing varied hardware, operating systems, software applications, and technologies.

[0016] Facilitating the successful interoperability of such diverse systems is, among other example considerations, an important issue when building or defining an IoT system. Software applications can be developed to govern how a collection of IoT devices can interact to achieve a particular goal or service. In some cases, the IoT devices may not have been originally built or intended to participate in such a service or in cooperation with one or more other types of IoT devices. Indeed, part of the promise of the Internet of Things is that innovators in many fields will dream up new applications involving diverse groupings of the IoT devices as such devices become more commonplace and new “smart” or “connected” devices emerge. However, the act of programming, or coding, such IoT applications may be unfamiliar to many of these potential innovators, thereby limiting the ability of these new applications to be developed and come to market, among other examples and issues.

[0017] As shown in the example of FIG. 1, multiple IoT devices (e.g., 105a-d) can be provided from which one or more different IoT applications can be built. For instance, a device (e.g., 105a-d) can include such examples as a mobile personal computing device, such as a smart phone or tablet device, a wearable computing device (e.g., a smart watch, smart garment, smart glasses, smart helmet, headset, etc.), purpose-built devices such as and less conventional computer-enhanced products such as home, building, vehicle automation devices (e.g., smart heat-ventilation-air-conditioning (HVAC) controllers and sensors, light detection and controls, energy management tools, etc.), smart appliances (e.g., smart televisions, smart refrigerators, etc.), and other examples. Some devices can be purpose-built to host sensor and/or actuator resources, such as a weather sensor devices that include multiple sensors related to weather monitoring (e.g., temperature, wind, humidity sensors, etc.), traffic sensors and controllers, among many other examples. Some devices may be statically located, such as a device mounted within a building, on a lamppost, sign, water tower, secured to a floor (e.g., indoor or outdoor), or other fixed or static structure. Other devices may be mobile, such as a sensor provisioned in the interior or exterior of a vehicle,
in-package sensors (e.g., for tracking cargo), wearable devices worn by active human or animal users, an aerial, ground-based, or underwater drone among other examples. Indeed, it may be desired that some sensors move within an environment and applications can be built around use cases involving a moving subject or changing environment using such devices, including use cases involving both moving and static devices, among other examples.

[0018] Continuing with the example of FIG. 1, software-based IoT management platforms can be provided to allow developers and end users to build and configure IoT applications and systems. An IoT application can provide software support to organize and manage the operation of a set of IoT device for a particular purpose or use case. In some cases, an IoT application can be embodied as an application on an operating system of a user computing device (e.g., 120) or a mobile app for execution on a smart phone, tablet, smart watch, or other mobile device (e.g., 125, 130). In some cases, the application can have an application-specific management utility allowing users to configure settings and policies to govern how the set devices (e.g., 105a-d) are to operate within the context of the application. A management utility can also be used to select which devices are used with the application. In other cases, a dedicated IoT management application can be provided which can manage potentially multiple different IoT applications or systems. The IoT management application, or system, may be hosted on a single system, such as a single server system (e.g., 140) or a single end-user device (e.g., 125, 130, 135). Alternatively, an IoT management system can be distributed across multiple hosting devices (e.g., 125, 130, 135, 140, etc.).

[0019] In some cases, applications can be programmed, or otherwise built or configured, utilizing interfaces of an IoT management system. In some cases, the interfaces can adopt asset abstraction to simplify the IoT application building process. For instance, users can simply select classes, or taxonomies, of devices and logically assemble a collection of select devices classes to build at least a portion of an IoT application (e.g., without having to provide details regarding configuration, device identification, data transfer, etc.). Further, IoT application systems built using the IoT management system can be sharable, in that a user can send data identifying the built system to another user, allowing the other user to simply port the abstracted system definition to the other user's environment (even when the combination of device models is different from that of the original user's system). Additionally, system or application settings, defined by a given user, can be configured to be
sharable with other users or portable between different environments, among other example features.

[0020] In some cases, IoT systems can interface (through a corresponding IoT management system or application or one or more of the participating IoT devices) with remote services, such as data storage, information services (e.g., media services, weather services), geolocation services, and computational services (e.g., data analytics, search, diagnostics, etc.) hosted in cloud-based and other remote systems (e.g., 145). For instance, the IoT system can connect to a remote service over one or more networks 120. In some cases, the remote service can, itself, be considered an asset of an IoT application. Data received by a remotely-hosted service can be consumed by the governing IoT application and/or one or more of the component IoT devices to cause one or more results or actions to be performed, among other examples.

[0021] One or more networks (e.g., 120) can facilitate communication between sensor devices (e.g., 105a-d), end user devices (e.g., 123, 130, 135), and other systems (e.g., 140, 145) utilized to implement and manage IoT applications in an environment. Such networks can include wired and/or wireless local networks, public networks, wide area networks, broadband cellular networks, the Internet, and the like.

[0022] In general, "servers," "clients," "computing devices," "network elements," "hosts," "system-type system entities," "user devices," "sensor devices," and "systems" (e.g., 105a-d, 125, 130, 135, 140, 145, etc.) in example computing environment 100, can include electronic computing devices operable to receive, transmit, process, store, or manage data and information associated with the computing environment 100. As used in this document, the term "computer," "processor," "processor device," or "processing device" is intended to encompass any suitable processing apparatus. For example, elements shown as single devices within the computing environment 100 may be implemented using a plurality of computing devices and processors, such as server pools including multiple server computers. Further, any, all, or some of the computing devices may be adapted to execute any operating system, including Linux, UNIX, Microsoft Windows, Apple OS, Apple iOS, Google Android, Windows Server, etc., as well as virtual machines adapted to virtualize execution of a particular operating system, including customized and proprietary operating systems.
While FIG. 1 is described as containing or being associated with a plurality of elements, not all elements illustrated within computing environment 100 of FIG. 1 may be utilized in each alternative implementation of the present disclosure. Additionally, one or more of the elements described in connection with the examples of FIG. 1 may be located external to computing environment 100, while in other instances, certain elements may be included within or as a portion of one or more of the other described elements, as well as other elements not described in the illustrated implementation. Further, certain elements illustrated in FIG. 1 may be combined with other components, as well as used for alternative or additional purposes in addition to those purposes described herein.

With the growth of IoT devices and systems, there are increasing numbers of smart and connected devices available in the market, such as devices capable of being utilized in home automation, factory automation, smart agriculture, and other IoT applications and systems. For instance, in home automation systems, automation of a home is typically increased as more IoT devices are added for use in sensing and controlling additional aspects of the home. However, as the number and variety of devices increase, the management of “things” (or devices for inclusion in IoT systems) becomes outstandingly complex and challenging.

Some device management applications may be configured with preset settings designed to allow users to set up their systems quickly and with minimal work configuring the device. However, those settings may not be universally desirable, potentially limiting their flexibility and overall utility. In cases, where settings are configurable, a user may nonetheless struggle to make sense of the ideal combination of setting values, resorting to trial and error to figure out the optimal settings for their system (e.g., smart home, office, car, etc.). Indeed, the combination of settings that is ideal or optimal to one user may be subjective, however, other users may still be interested in the setting values determined by others which yielded these other users desirable results. For instance, a guest of a first user may observe, first hand, the configuration of the first user’s system and desire to recreate the attributes of the observed system in their own system. However, in traditional systems, system settings are typically not portable due given that they are usually tied to identities of devices.

In traditional systems, each IoT device has its own device’s unique media access control (MAC) address or other device identifier. User-customized settings may be tied
to a specified device present in the system when the settings were first configured. However,
in traditional systems, when a user replaces this device with another (e.g., newer) substitute
device, the user is often required to reconfigure the device settings (including device identifier
and device MAC address) in the application.

[0027] In some implementations, a system can be provided with improved IoT
management functionality to address at least some of the example issues introduced above.
Generally, an improved IoT management system can simplify deployment of IoT devices
through asset abstraction to significantly reduce the human touch points during deployment
and redeployment. For instance, IoT management and applications can adopt a paradigm
where, instead of referencing and being programmed to interoperate with specific IoT
devices, the system can refer to abstracted classes, or taxonomies, of IoT devices (or “assets”).
Asset abstraction can be leveraged to automatically configure a deployed IoT system with
minimal human intervention. Indeed, in some instances, configuration of the system can
progress without a user having to actually specify which device to use. Instead, a deployment
policy can be used instead by the system to automatically select and configure at least a
portion of the devices within the system. Further, asset abstraction can facilitate addressing
the challenge of portability of IoT applications, which has traditionally limited the general
scalability and resiliency of IoT applications.

[0028] Asset abstraction can be coupled with automated asset binding, in some cases,
to eliminate the necessity of including a device/asset's unique ID in an IoT application or
management program. Asset discovery provided with the application or management
program can provide an effective means for specifying policy and confining the scope of asset
binding. Through the combination of asset discovery, asset abstraction, and asset binding
makes IoT applications portable, reusable and sharable.

[0029] In some implementations, with asset abstraction, assets are treated
indifferently as long they fall into a same category in the taxonomy, e.g., occupancy sensing,
image capture, computation, etc. An IoT application, consequently, can be made portable,
reusable and sharable, as it can be written and stored in a way that specifies only
requirements (e.g., references to abstracted device taxonomies providing the requirements)
without specifying the precise identity (or catalogue of identities) of compatible devices
meant to provide these requirements. Asset discovery allows all available resources to be
searched to detect those meeting the requirements and further selected, in some instances, on the basis of customizable or policy-based criteria.

[0030] Systems, such as those shown and illustrated herein, can include machine logic implemented in hardware and/or software to implement the solutions introduced herein and address at least some of the example issues above (among others). For instance, FIG. 2 shows a simplified block diagram 200 illustrating a system including multiple IoT devices, or assets (e.g., 105a-c) capable of being used in a variety of different IoT applications. In the example of FIG. 2, a particular IoT application 205 is hosted on an endpoint device (e.g., 130) that itself includes an IoT system manager 215 for use in identifying and deploying an IoT system for use with the application logic 210 of the application 205. In other implementations, a system manager 215 can be provided separate from the application 205.

[0031] In the particular example of FIG. 2, the system manager 215 can include an asset discovery module 220. The asset discovery module 220 can include functionality for determining which IoT devices are within range of each other, or within range of the device (e.g., 130) hosting the system manager 215. In some implementations, the system manager 215 can make use of the wireless communication capabilities of the host device 130 to attempt to communicate with devices within a particular radius. For instance, devices within range of a WiFi or Bluetooth signal emitted from the communications module(s) 239 of the host device 130 (or the communications module(s) (e.g., 268, 270, 272) of the assets (e.g., 105a-c)) can be detected. Additional attributes can be considered by the asset discovery module 220 when determining whether a device is suitable for inclusion in a listing of devices for a given system or application. In some implementations, conditions can be defined for determining whether a device should be included in the listing. For instance, the asset discovery module 220 may attempt to identify, not only that it is capable of contacting a particular asset, but may also determine assets such as physical location, semantic location, temporal correlation, movement of the device (e.g., is it moving in the same direction and/or rate as the discovery module’s host), permissions or access level requirements of the device, among other characteristics. As an example, in order to deploy smart lighting control for every room in a home- or office-like environment, an application may be deployed in a "per room basis." Accordingly, the asset discovery module 220 can determine a listing of devices that are identified (e.g., through a geofence or semantic location data reported by the device) as
within a particular room (despite the asset discovery module 220 being able to communicate with and detect other devices falling outside the desired semantic location). Conditions for discovery can be defined in the IoT application (e.g., 205) itself or may be configurable such that a user can custom-define at least some of the conditions. Additionally, in some examples, different discovery conditions can be defined for different asset types (or taxonomies), as appropriate. For instance, a remote service may be a perfectly acceptable asset to utilize for one asset taxonomy used in an application, whereas the proximity of the service's host can be ignored, while proximity may be (e.g., in the very same system) an important factor for other types of assets, such as a sensor, actuator, etc.

[0032] A system manager 215 can also include an asset abstraction module 225. An asset abstraction module 225 can recognize defined mappings between specific IoT devices or, more generally, specific functionality that may be included in any one of a variety of present or future IoT devices with a collection of defined taxonomies, or asset abstractions for the devices. The asset abstraction module 225 can determine, for each asset discovered by an asset discovery module 220 (e.g., according to one or more conditions), a respective asset abstraction, or taxonomy, to which the asset "belongs." Each taxonomy can correspond to a functional capability of an asset. Assets known or determined to possess the capability can be grouped within the corresponding taxonomy. Some multi-function assets may be determined to belong to multiple of the taxonomies. The asset abstraction module 225 can, in some cases, determine the abstraction(s) to be applied to a given asset based on information received from the asset (e.g., during discovery by asset discovery module 220). In some cases, the asset abstraction module can obtain identifiers from each asset and query a backend database for pre-determined abstraction assignments corresponding to that make and model of asset, among other examples. Further, in some implementations, the asset abstraction module 225 can query each asset (e.g., according to a defined protocol) to determine a listing of the capabilities of the asset, from which the asset abstraction module 225 can map the asset to one or more defined abstraction taxonomies. Asset abstraction module 225 allows the application to treat every asset falling within a given taxonomy as simply an instance of that taxonomy, rather than forcing the system manager 215 to be configured specifically to a precise device model. Asset abstraction module 225 can access a taxonomy framework (defined on an application-, system-, or universal-basis) that abstracts
away the precise device into taxonomies including higher- and lower-level taxonomies for sensing, actuating, computation, storage, and other taxonomies. With asset abstraction, assets are treated indifferently as long they fall into a same category in the taxonomy, e.g., occupancy sensing. An IoT application (e.g., 205) and its settings, through asset abstraction, can be made portable, reusable and sharable, as the application 205 can be written and stored in a way that specifies only asset requirements (i.e., taxonomies) without their specific identity information.

[0033] A system manager 215 can also include an asset binding module 230 which can select, from the discovered assets, which assets to deploy for a system. In some cases, upon selecting an asset, the asset binding module 230 can cause the corresponding asset to be configured for use with the application 205. This can involve provisioning the asset with corresponding code (e.g., to allow it to communicate and interoperate with the application 205 and/or other assets), logging in, unlocking, or otherwise enabling the asset, sending session data to or requesting a session with the asset, among other examples. In cases where multiple assets of the same taxonomy have been identified (and exceed a maximum desired number of instances of the taxonomy), the asset binding module 230 can additionally assess which of the assets is the best fit with the application 205. For instance, the application 205 can define criteria indicating desirable attributes of assets utilized in the application 205. These criteria can be global criteria, applying to instances of every taxonomy, or can be taxonomy-specific (i.e., only applying to decisions between assets within the same taxonomy). Asset binding can provision the assets specified by the IoT application (e.g., 205) for deployment automatically (before or during runtime). Portions of the application (e.g., 205) can be distributed on one or more of the assets in some implementations. Once assets are provisioned, the deployed assets can be used collectively for achieving the goals and functionality designed for the application (e.g., 205).

[0034] A system manager 215 can additionally provide functionality (e.g., through setting manager 235) to allow users define settings to be applied to the selected asset taxonomies (or requirements) of the application 210 and the application 210 generally. A variety of different settings can be provided depending on the collection of assets to be used by the application and the overall objectives of the application. Default setting values can be defined and further tools can be provided to allow users to define their own values for the
settings (e.g., a preferred temperature setting of an air conditioner, the number of seconds to lock a smart lock or locker, sensitivity setting utilized for triggering a motion sensor and control, etc.). What settings constitute the "ideal" may be subjective and involve some tinkering by the user. When the user is satisfied with the settings, the user may save the settings as a configuration. In some implementations, these configurations can be stored locally (e.g., at device 130) or on the cloud. In some cases, configurations can be shared, such that a user can share the settings they found ideal with other users (e.g., friends or social network contacts, etc.). Configuration data can be generated from which the settings are automatically readopted at runtime by the system manager 215, each time the application is to deploy the assets it discovers. Consequently, while specific devices are loosely tied to the user's instance of the application (as they are abstracted away), settings can be strongly tied to the user, such that the user may migrate between environments, including environments with different sets of assets that are bound to the application at runtime. Regardless of the specific device identifiers or implementations selected to satisfy the abstracted asset requirements of the application, the same settings can be applied (e.g., as the settings, too, are directed to the abstractions of the assets (i.e., rather than specific assets)). To the extent a particular setting does not apply to a selected instance of a taxonomy, the setting can be ignored. If a selected instance of a taxonomy possesses settings that are undefined by the user in the configuration (e.g., because they are unique to the particular asset), default values for these settings can be automatically set or the user can be alerted that these settings are undefined, among other examples.

[0035] A setting manager 235 can be used in runtime to cause the settings to be applied at the IoT devices (assets) selected for deployment with the application 205. The system manager 215 may include logic enabling the system manager 215 (and its composite modules) to communicate using a variety of different protocols with a variety of different devices. Indeed, the system manager 215 can even be used to translate between protocols to facilitate asset-to-asset communications. Further, the setting manager 235 can send instructions to each of the selected assets for deployment to prompt each asset to adjust settings in accordance with those defined for the asset taxonomy in the setting configuration defined by the user. Other settings can address settings of the application or system manager, and applying such settings can be accomplished in an automated and straightforward manner.
at the device(s) (e.g., 130) hosting the application 205 and system manager 215, among other examples.

[0036] A device (e.g. 130) hosting an application 205 with an IoT system manager 215 can include one or more processors, one or more memory elements 238, among other components. In some implementations, the IoT application 205 be one of several applications (e.g., 220) hosted at least in part on the device (e.g., 130). In some implementations, the IoT system manager 215 may be an application separate from application 205. Indeed, as noted above, in some implementations, the system manager 215 can be hosted on a device separate from the device (e.g., 130) hosting the application (e.g., 205) for which the system manager 215 is to automatically deploy and provision a corresponding IoT system.

[0037] As noted above, asset abstraction can assist not only in easing the deployment of a system, but also in the programming of IoT applications. For instance, a development system 240 can be provided. The development system 240 can include one or more processors 246 and one or more memory elements 248 utilized to implement a development engine 245. The development engine 245 can provide traditional programming tools for use in coding an application. In some instances, the development engine 245 can instead, or additionally, include declarative programming tools allowing users, including novice programmers, to specify generalized or abstracted requirements of the IoT application (e.g., using requirement definition component 250), expressed as collections of asset taxonomies. The user may additional declare relationships between two or more of the selected taxonomies to indicate input-output, sensor-actuator, or other relationships that are to be automatically defined in corresponding application code. In either implementation, the development engine 245 can allow IoT applications (e.g., 205) to be developed using asset abstractions (e.g., based on taxonomy definitions 255). In some implementations, functionality of a development system can be incorporated in an IoT system manager (e.g., 215), or vice versa.

[0038] Continuing with the description of FIG. 2, each of the IoT devices (e.g., 105a-c) may include one or more processors (e.g., 256, 258, 260), one or more memory elements (e.g., 262, 264, 266), and one or more communications modules (e.g., 268, 270, 272) to facilitate their participation in an IoT application. Each device (e.g., 105a-c) can possess unique hardware and other logic (e.g., 275, 280, 285) to realize the intended function(s) of
the device. For instance, devices may be provided with such resources as sensors of varying types (e.g., 110a, 110c), actuators (e.g., 115a) of varying types, energy modules (e.g., batteries, solar cells, etc.), computing resources (e.g., through a respective processor and/or software logic), security features, data storage, and other resources.

[0039] Turning to FIG. 3A, a simplified block diagram 300a is shown representing a simplified example of asset abstraction. A variety of different taxonomies can be defined at varying levels. For instance, a sensor taxonomy can be a parent to a multitude of specific sensor-type taxonomies (e.g., child taxonomies for light sensing, motion sensing, temperature sensing, liquid sensing, noise sensing, etc.), among other examples. In the example of FIG. 3A, an IoT application has been defined to include three asset requirements, represented by taxonomies Motion Sensing 305a, Computation 305b, and Alarm 305c. During asset discovery, a variety of assets (e.g., 308a-f) can be identified as usable by the application (e.g., based on the assets meeting one or more defined discovery conditions). One or more corresponding taxonomies, or abstractions, can be identified (e.g., by an IoT management system) for each of the assets 308a-f. Some of the abstractions may not have relevance to the asset requirements and function of the application, such as an abstraction (e.g., Temperature Sensor and/or HVAC Actuator) determined for thermostat device 308f. Other asset abstractions may match the abstractions (e.g., 305a-c) designated in the IoT application as asset requirements of the application. Indeed, more than one discovered asset may be fit one of the asset requirements. For instance, in the example of FIG. 3A, a PIR sensor 308a and camera 308b are each identified as instances of a motion sensing asset taxonomy 305a. Similarly, a cloud-based computing resource 308c and network gateway 308d are identified as instances of a computation asset taxonomy 305b. In other instances, there may be just a single discovered device satisfying an application asset requirement (e.g., siren 308e of the alarm taxonomy 305c), among other examples.

[0040] Conventionally, IoT and wireless sensor network (WSN) applications have been developed to intricately define dataflow among a determined set of physical devices, which involves device-level discovery in development time to obtain and hardcode the corresponding device identifiers and characteristics. By utilizing asset abstraction, development can be facilitated to allow the devices to be discovered and determined at runtime (e.g., at launch of the application), additionally allowing the application to be
portable between systems and taxonomy instances. Further, development can be expedited by allowing developers to merely specify asset requirements (e.g., 305a-c), without the necessity to understand radio protocol, network topology, and other technical features.

[0041] In one example, taxonomies for asset abstraction can involve such parent taxonomies as sensing assets (e.g., light, presence, temperature sensors, etc.), actuation (e.g., light, HVAC, machine controllers, etc.), power (e.g., battery-powered, landline-powered, solar-powered, etc.), storage (e.g., SD, SSD, cloud storage, etc.), computation (e.g., microcontroller (MCU), central processing unit (CPU), graphical processing (GPU), cloud, etc.), and communication (e.g., Bluetooth, ZigBee, WiFi, Ethernet, etc.), among other potential examples. Discovering which devices possess which capabilities (and belong to which taxonomies) can be performed using varied approaches. For instance, some functions (e.g., sensing, actuating, communication) may be obtained directly from signals received from the device by the system management system via a common descriptive language (e.g., ZigBee's profiles, Bluetooth's profiles and Open Interconnect Consortium's specifications), while other features (e.g., power, storage, computation) may be obtained through deeper queries (utilizing resources on top of the operating system of the queried device), among other examples.

[0042] Asset binding can be applied to determine which discovered assets (fitting the asset requirements (abstractions) defined for an application) are to actually be deployed. Criteria can be defined at development time and/or before/at runtime by the application's user, which an IoT system manager (e.g., 215) can consult to perform the binding. For instance, as shown in FIG. 3A, according to the criteria set forth for the application (or for a particular session using the application), one of multiple matching assets for a required taxonomy can be selected. For instance, between PIR sensor 308a and camera 308b, corresponding criteria (e.g., criteria to be applied generally across all taxonomies of the application and/or taxonomies specific to the motion sensing taxonomy 305a) can result in PIR sensor 308a be selected to be deployed to satisfy the motion sensing asset requirement 305a of the application. Similarly, criteria can be assessed to determine that gateway 308d is the better candidate between it and cloud resource 308c to satisfy the application's computation requirement 305b. For asset requirements (e.g., 305c) where only a single discovered instance (e.g., 308e) of the asset taxonomy is discovered, asset binding is
straightforward. Those discovered devices (e.g., 308a, 308d, 308e) that have been selected, or bound, can then be automatically provisioned with resources from or configured by the IoT system manager (e.g., 215) to deploy the application. Unselected assets (e.g., 308b, 308c, 308f) may remain in the environment, but are unused in the application. In some instances, unselected assets can be identified as alternate asset selections (e.g., in the event of a failure of one of the selected assets), allowing for swift replacement of the asset (deployed with the same settings designated for instances of the corresponding taxonomy).

[0043] In some instances, asset binding can be modeled as a bipartite matching (or assignment) problem in which the bipartite graph can be expressed by $G=(R,A,E)$ where $R$ denotes the asset requirements, $A$ denotes the available assets and $e=(r,a)$ in $f$ where $a$ in $A$ is capable of $r$ in $R$. Note that if $R$ requests for $n$ instances of a particular assets, $A^+$ can be defined as:

$$\bigcup_n A$$

from which a solution for the (maximum) (weighted) matching problem can be computed. For instance, exhaustive search can be applied as the number of vertices in the bipartite graph are small and the edges are constrained in the sense that there is an edge $(r,o)$ only if $a$ is capable of $r$.

[0044] Turning to the simplified block diagram 300b of FIG. 3B, an example of asset discovery is represented. Asset discovery can allow the scope of available devices to be confined based on discovery conditions or criteria, such as conditions relating to device proximity, room, building, movement state, movement direction, security, permissions, among many other potential (and configurable) conditions. The benefits of such targeted discovery can trickle down to asset binding, as unchecked discovery may return many possible bindings, especially in large scale deployment. For example, in a smart factory, the action of “deploying predictive maintenance” may be ambiguous as there may be hundreds of sensors, motors, alarms, etc. in a factory facility. Asset discovery, in some implementations, takes as input a policy or user input from which a set of discovery criteria can be identified. Upon detecting the universe of assets with which the application could potentially operate, the criteria can be used to constrain the set, in some cases, providing a resulting ordered list of
available assets, which can be expressed as: \( C \rightarrow D \), where \( C \) denotes criteria, \( D \) denotes a set of devices, and the codomain is a totally ordered set.

[0045] For instance, in the example of FIG. 3B, two discovery criteria 315a, 315b are identified for an application. Additional criteria may be defined that is only to apply to some or a specific one of the categories, or taxonomies, of assets, among other examples. Based on the defined criteria 315a-b in this example, the output of discovery according to search criteria A 315a leads to the codomain of a subset of devices in the environment—LSI (310a), LS2 (310b), GW2 (310g) and LAI (310h), whereas search criteria B results in LS2 (310b), LS3 (310c), TS1 (310d), HS1 (310e), GW1 (310f), and LAI (310h). Based on the set of defined discovery criteria (e.g., 315a-b), asset discovery can attempt to reduce the total collection of identified assets to a best solution. Additionally, determining the set of discovered assets for binding consideration can incorporate determining a minimum set of discovered devices, based on the asset requirements of the application. For instance, a minimum set can be selected during discovery such that at least one asset of each required taxonomy is present in the set, if possible. For instance, in the example of FIG. 3B, it can be identified (e.g., by an asset discovery module of the system manager) that application of only criteria B(315b) in discovery yields at least one asset for each of the taxonomies defined for the application.

[0046] For instance, the block diagram 300c FIG. 3C illustrates the end-to-end deployment determinations of a system manager. For instance, based on the discovery conducted in the example of FIG. 3B, a subset of the assets (e.g., LS2 (310b), LS3 (310c), TS1 (310d), HS1 (310e), GW1 (310f), and LAI (310h)) are "discovered" for potential use by the application (e.g., based on their compliance with criteria B (and the underrepresentation of assets in compliance with criteria)). Accordingly, assets LSI and GW2 are not to bound to the application 205 (as indicated by the dashed lines (e.g., 330)), despite each asset being an instance of one of the asset requirements (e.g., Light Sensing, Compute, and Storage) of the application 205.

[0047] As noted above, additional criteria can be defined and applied during asset binding. During binding, where the set of discovered assets include more than one instance of a particular required asset taxonomy (e.g., as with assets L2 and L3 in asset taxonomy Light Sensing), criteria can be applied to automatically select the asset that is the better fit for deployment within the IoT system governed, controlled, or otherwise supported by the
application 205. Further, as illustrated in FIG. 3C, it is possible for a single asset instance (e.g., GW1) to both belong to two or more taxonomies and to be selected for binding to the application for two or more corresponding asset requirements (e.g., Compute and Storage), as shown. Indeed, a binding criterion can be defined to favor opportunities where multiple asset requirements of the application can be facilitated through a single asset, among other examples.

[0048] As represented generally in FIG. 3C, asset discovery can provide the first level for confining the scope of an asset-to-application asset requirement mapping. A user or developer can specify (in some cases, immediately prior to runtime) the asset requirements for a particular application, and an environment can be assessed to determine whether assets are available to satisfy these asset requirements. Further, the system manager utility can automatically deploy and provision discovered assets to implement that application, should the requisite combination of assets be found in the environment. Additionally, the system manager utility can automatically apply setting values across the deployed assets in accordance with a configuration defined by a user associated with the application. However, if no instances of one or more of the asset requirements (required taxonomies) are discovered, the application may be determined to be un-deployable within the environment. In such cases, a system manager utility can generate an alert for a user to identify the shortage of requested taxonomy instances, including identifying those taxonomies for which no asset instance was discovered within the environment, among other examples.

[0049] Turning to FIG. 4, as noted above, an application developed according to the principles of asset abstraction, as described herein, can allow a user to use their instance of an application, together with the settings defined for the user’s instance, in a variety of different environments. For instance, frequent travelers may prefer to create a home-like environment (e.g., in a hotel, office, or vacation rental remote from their home) by bringing a device hosting at least a portion of an IoT application (and/or IoT system manager) with them during travel. The user can then utilize the application and system manager to deploy a similar system (with potentially different devices), while carrying over their home settings for the system. In another case, home automation users may want to carry over their existing settings with the least human intervention when any device is replaced with a substitute (e.g.,
due to system failure, malfunction, power loss, etc.) within the system, among other examples.

[0050] For instance, as shown in FIG. 4, in a first environment 405, a system manager and application (e.g., 205) hosted on a smartphone 130 can discover a set of assets A1, A2, B1, C1, D1, D2, where assets A1 and A2 are instances of taxonomy A, asset B1 is an instance of taxonomy B, and so on. The application 205, in this example, may have asset requirements corresponding to taxonomies A, B, C, D, and E. Asset binding can be performed, resulting in assets A1, B1, C1, D1 and E1 being selected and deployed while the host device 130 is present in Environment A 405. Further, the system manager can cause settings 415 to be applied throughout the deployed system.

[0051] In another, remote environment, Environment B, the same instance of the application 205 and system manager can be utilized to deploy another instance of the application’s IoT network. For instance, when brought into Environment B 410, the device 130, through the system manager, can detect a different set of assets as discovered (and present) within Environment A 405. Some of the assets in Environment B may be instances of the same asset (e.g., the same device model) discovered in Environment A (e.g., A2, C1, D1). Some assets may not be strongly tied to location, such as a cloud-based or other remote service asset (e.g., E1), and the same instance of the same asset (e.g., E1) can be discovered and deployed in each environment. In Environment B, not only can a different set of assets be discovered, but a different set of asset can be deployed (e.g., A2, B2, C2, D2, and E2) to satisfy the defined asset requirements of the application 205. Despite the deployments being different between the two environments (e.g., 405, 410), when viewed at the asset abstraction level, the deployments are functional equivalents. Further, the settings 415 (e.g., defined at the asset abstraction level), can be applied equally within each environment 405, 410. As an example, a sensitivity setting value defined in the settings 415 for the taxonomy instance B can be applied equally to each of assets B1 and B2 (and, for that matter, B3, when deployed), allowing the system manager of the application 205 to attempt to achieve equivalent systems utilizing different collections of assets. While, in practice, the resulting systems may not be functionally identical (as differences between the asset instances (e.g., B1 and B2) may manifest, even when configured with the same settings), implementations of
the application in varied environments can be at least approximated with minimal effort of the user.

[0052] Turning to FIG. 5, in some implementations, settings defined by a first user for the first user's instance of a given IoT application (e.g., 205a) hosted at a first device can be shared and applied at a second instance of the same IoT application (e.g., 205b) hosted on the other user's device 505 for deploying assets (e.g., AI, B2, C2, D1) within a corresponding environment 515. For instance, an individual may want to share their preferred smart home/office settings with their friends. Forest, rather than "reinventing the wheel" to determine the ideal balance of settings, a user can simply adopt the settings of another user for application within their own environment (e.g., home automation settings, smart lighting settings, fitness system settings, smart agriculture settings, etc.). For example, a person may be inspired by visiting a friend's home (e.g., environment 510) and desire to apply similar settings to an IoT system within their home (e.g., environment 515).

[0053] As shown in FIG. 5, a repository 520 can be provided to store or transfer setting information (e.g., 525) collected from potentially multiple different application systems. For instance, the repository 520 can be a cloud-based repository in some implementations. In other cases, setting information can be shared directly between the hosting devices 130, 505, among other examples. A particular set, or configuration, of settings applied at a first instance of an application (e.g., 205a) can thereby be communicated to another instance of the application (e.g., 205b) to be fully adopted by the other instance of the application and applied to its own IoT deployment (e.g., in environment 515).

[0054] While some of the systems and solution described and illustrated herein have been described as containing or being associated with a plurality of elements, not all elements explicitly illustrated or described may be utilized in each alternative implementation of the present disclosure. Additionally, one or more of the elements described herein may be located external to a system, while in other instances, certain elements may be included within or as a portion of one or more of the other described elements, as well as other elements not described in the illustrated implementation. Further, certain elements may be combined with other components, as well as used for alternative or additional purposes in addition to those purposes described herein.
Further, it should be appreciated that the examples presented above are non-limiting examples provided merely for purposes of illustrating certain principles and features and not necessarily limiting or constraining the potential embodiments of the concepts described herein. For instance, a variety of different embodiments can be realized utilizing various combinations of the features and components described herein, including combinations realized through the various implementations of components described herein. Other implementations, features, and details should be appreciated from the contents of this Specification.

FIG. 6 is a simplified flowchart 600 illustrating example technique for deploying an IoT system or other machine-to-machine network. The IoT system may interoperate with, be controlled by, or otherwise associated with a corresponding software application (e.g., an IoT application) hosted on a particular device. A plurality of devices can be discovered 605 in an environment associated with the particular device. For instance, the particular device may be located within the environment, connected to a network associated with the environment, be a registered device associated with the environment, possess authentication credentials associated with the environment, etc. Discovery criteria can be used to determine whether the plurality of devices should be considered part of the environment. Discovery 605 can also be predicated on the particular device being able to access and communicate with the other devices. Functional capabilities can be determined 610 for each of the plurality of devices. Taxonomies can be defined to categorize various devices according to their functional capabilities. An IoT application can be programmed to reference and interface with abstracted instances of a set of taxonomies, or a generalized version of each of a set of different device types. One or more of the defined taxonomies can be determined 615 to apply to each of the discovered devices based on the determined capabilities of the devices. A set of asset requirements for a particular IoT system can be identified 620, each asset requirement referencing one of the taxonomies to indicate that a corresponding instance of a device with corresponding functional capabilities be included in deployments of the particular IoT system. A subset of the discovered devices can be selected 625 as the instances of the asset requirement taxonomies, thereby selecting the subset of devices for deployment in an instance of the IoT system. Other instances of the same IoT system definition can be determined and deployed (e.g., in other, different environments).
and include different device selections for the asset requirements. The IoT system can then be deployed 630, for instance, by communicating (e.g., the IoT application sending instructions from the particular device to the selected devices) system configuration information and instructions to at least some of the selected devices. The deployment 630 can involve provisioning executable code on one or more of the selected devices for use in implementing the IoT system and interoperability of the selected subset of devices, as well as to apply a defined set of setting values for the IoT system, among other tasks.

[0057] FIGS. 7-8 are block diagrams of exemplary computer architectures that may be used in accordance with embodiments disclosed herein. Other computer architecture designs known in the art for processors and computing systems may also be used. Generally, suitable computer architectures for embodiments disclosed herein can include, but are not limited to, configurations illustrated in FIGS. 7-8.

[0058] FIG. 7 is an example illustration of a processor according to an embodiment. Processor 700 is an example of a type of hardware device that can be used in connection with the implementations above. Processor 700 may be any type of processor, such as a microprocessor, an embedded processor, a digital signal processor (DSP), a network processor, a multi-core processor, a single core processor, or other device to execute code. Although only one processor 700 is illustrated in FIG. 7, a processing element may alternatively include more than one of processor 700 illustrated in FIG. 7. Processor 700 may be a single-threaded core or, for at least one embodiment, the processor 700 may be multi-threaded in that it may include more than one hardware thread context (or “logical processor”) per core.

[0059] FIG. 7 also illustrates a memory 702 coupled to processor 700 in accordance with an embodiment. Memory 702 may be any of a wide variety of memories (including various layers of memory hierarchy) as are known or otherwise available to those of skill in the art. Such memory elements can include, but are not limited to, random access memory (RAM), read only memory (ROM), logic blocks of a field programmable gate array (FPGA), erasable programmable read only memory (EPROM), and electrically erasable programmable ROM (EEPROM).
[0060] Processor 700 can execute any type of instructions associated with algorithms, processes, or operations detailed herein. Generally, processor 700 can transform an element or an article (e.g., data) from one state or thing to another state or thing.

[0061] Code 704, which may be one or more instructions to be executed by processor 700, may be stored in memory 702, or may be stored in software, hardware, firmware, or any suitable combination thereof, or in any other internal or external component, device, element, or object where appropriate and based on particular needs. In one example, processor 700 can follow a program sequence of instructions indicated by code 704. Each instruction enters a front-end logic 706 and is processed by one or more decoders 708. The decoder may generate, as its output, a micro operation such as a fixed width micro operation in a predefined format, or may generate other instructions, microinstructions, or control signals that reflect the original code instruction. Front-end logic 706 also includes register renaming logic 710 and scheduling logic 712, which generally allocate resources and queue the operation corresponding to the instruction for execution.

[0062] Processor 700 can also include execution logic 714 having a set of execution units 716a, 716b, 716n, etc. Some embodiments may include a number of execution units dedicated to specific functions or sets of functions. Other embodiments may include only one execution unit or one execution unit that can perform a particular function. Execution logic 714 performs the operations specified by code instructions.

[0063] After completion of execution of the operations specified by the code instructions, back-end logic 718 can retire the instructions of code 704. In one embodiment, processor 700 allows out of order execution but requires in order retirement of instructions. Retirement logic 720 may take a variety of known forms (e.g., re-order buffers or the like). In this manner, processor 700 is transformed during execution of code 704, at least in terms of the output generated by the decoder, hardware registers and tables utilized by register renaming logic 710, and any registers (not shown) modified by execution logic 714.

[0064] Although not shown in FIG. 7, a processing element may include other elements on a chip with processor 700. For example, a processing element may include memory control logic along with processor 700. The processing element may include I/O control logic and/or may include I/O control logic integrated with memory control logic. The
processing element may also include one or more caches. In some embodiments, non-volatile memory (such as flash memory or fuses) may also be included on the chip with processor 700.

[0065] FIG. 8 illustrates a computing system 800 that is arranged in a point-to-point (PtP) configuration according to an embodiment. In particular, FIG. 8 shows a system where processors, memory, and input/output devices are interconnected by a number of point-to-point interfaces. Generally, one or more of the computing systems described herein may be configured in the same or similar manner as computing system 800.

[0066] Processors 870 and 880 may also each include integrated memory controller logic (MC) 872 and 882 to communicate with memory elements 832 and 834. In alternative embodiments, memory controller logic 872 and 882 may be discrete logic separate from processors 870 and 880. Memory elements 832 and/or 834 may store various data to be used by processors 870 and 880 in achieving operations and functionality outlined herein.

[0067] Processors 870 and 880 may be any type of processor, such as those discussed in connection with other figures. Processors 870 and 880 may exchange data via a point-to-point (PtP) interface 850 using point-to-point interface circuits 878 and 888, respectively. Processors 870 and 880 may each exchange data with a chipset 890 via individual point-to-point interfaces 852 and 854 using point-to-point interface circuits 876, 886, 894, and 898. Chipset 890 may also exchange data with a high-performance graphics circuit 838 via a high-performance graphics interface 839, using an interface circuit 892, which could be a PtP interface circuit. In alternative embodiments, any or all of the PtP links illustrated in FIG. 8 could be implemented as a multi-drop bus rather than a PtP link.

[0068] Chipset 890 may be in communication with a bus 820 via an interface circuit 896. Bus 820 may have one or more devices that communicate over it, such as a bus bridge 818 and I/O devices 816. Via a bus 810, bus bridge 818 may be in communication with other devices such as a user interface 812 (such as a keyboard, mouse, touchscreen, or other input devices), communication devices 826 (such as modems, network interface devices, or other types of communication devices that may communicate through a computer network 860), audio I/O devices 814, and/or a data storage device 828. Data storage device 828 may store code 830, which may be executed by processors 870 and/or 880. In alternative embodiments, any portions of the bus architectures could be implemented with one or more PtP links.
The computer system depicted in FIG. 8 is a schematic illustration of an embodiment of a computing system that may be utilized to implement various embodiments discussed herein. It will be appreciated that various components of the system depicted in FIG. 8 may be combined in a system-on-a-chip (SoC) architecture or in any other suitable configuration capable of achieving the functionality and features of examples and implementations provided herein.

Although this disclosure has been described in terms of certain implementations and generally associated methods, alterations and permutations of these implementations and methods will be apparent to those skilled in the art. For example, the actions described herein can be performed in a different order than as described and still achieve the desirable results. As one example, the processes depicted in the accompanying figures do not necessarily require the particular order shown, or sequential order, to achieve the desired results. In certain implementations, multitasking and parallel processing may be advantageous. Additionally, other user interface layouts and functionality can be supported. Other variations are within the scope of the following claims.

In general, one aspect of the subject matter described in this specification can be embodied in methods and executed instructions that include or cause the actions of identifying a sample that includes software code, generating a control flow graph for each of a plurality of functions included in the sample, and identifying, in each of the functions, features corresponding to instances of a set of control flow fragment types. The identified features can be used to generate a feature set for the sample from the identified features.

These and other embodiments can each optionally include one or more of the following features. The features identified for each of the functions can be combined to generate a consolidated string for the sample and the feature set can be generated from the consolidated string. A string can be generated for each of the functions, each string describing the respective features identified for the function. Combining the features can include identifying a call in a particular one of the plurality of functions to another one of the plurality of functions and replacing a portion of the string of the particular function referencing the other function with contents of the string of the other function. Identifying the features can include abstracting each of the strings of the functions such that only features of the set of control flow fragment types are described in the strings. The set of control flow fragment
types can include memory accesses by the function and function calls by the function. Identifying the features can include identifying instances of memory accesses by each of the functions and identifying instances of function calls by each of the functions. The feature set can identify each of the features identified for each of the functions. The feature set can be an n-graph.

Further, these and other embodiments can each optionally include one or more of the following features. The feature set can be provided for use in classifying the sample. For instance, classifying the sample can include clustering the sample with other samples based on corresponding features of the samples. Classifying the sample can further include determining a set of features relevant to a cluster of samples. Classifying the sample can also include determining whether to classify the sample as malware and/or determining whether the sample is likely one of one or more families of malware. Identifying the features can include abstracting each of the control flow graphs such that only features of the set of control flow fragment types are described in the control flow graphs. A plurality of samples can be received, including the sample. In some cases, the plurality of samples can be received from a plurality of sources. The feature set can identify a subset of features identified in the control flow graphs of the functions of the sample. The subset of features can correspond to memory accesses and function calls in the sample code.

While this specification contains many specific implementation details, these should not be construed as limitations on the scope of any inventions or of what may be claimed, but rather as descriptions of features specific to particular embodiments of particular inventions. Certain features that are described in this specification in the context of separate embodiments can also be implemented in combination in a single embodiment. Conversely, various features that are described in the context of a single embodiment can also be implemented in multiple embodiments separately or in any suitable subcombination. Moreover, although features may be described above as acting in certain combinations and even initially claimed as such, one or more features from a claimed combination can in some cases be excised from the combination, and the claimed combination may be directed to a subcombination or variation of a subcombination.

Similarly, while operations are depicted in the drawings in a particular order, this should not be understood as requiring that such operations be performed in the
particular order shown or in sequential order, or that all illustrated operations be performed, to achieve desirable results. In certain circumstances, multitasking and parallel processing may be advantageous. Moreover, the separation of various system components in the embodiments described above should not be understood as requiring such separation in all embodiments, and it should be understood that the described program components and systems can generally be integrated together in a single software product or packaged into multiple software products.

[0076] The following examples pertain to embodiments in accordance with this Specification. One or more embodiments may provide a method, a system, a machine readable storage medium with executable code to detect a plurality of devices within range of a particular device, determine capabilities of each of the plurality of devices, determine, for each of the plurality of devices, a respective one of a set of taxonomies to be associated with the device based on the determined capabilities of the device, and identify a set of asset abstractions referenced by a particular software application configured to manage a particular machine-to-machine network. Each asset abstraction can correspond to a respective one of the set of taxonomies, and the particular machine-to-machine network can be built from an instance of each one of the set of asset abstractions. A subset of the plurality of devices can be selected for deployment as an instance of the particular machine-to-machine network based on taxonomies associated with the subset of devices, the subset of devices representing an instance of each one of the set of asset abstractions, and the subset of devices can be deployed to implement the instance of the particular machine-to-machine network.

[0077] In one example, each of the set of taxonomies correspond to a respective functional capability of a device, and association with a taxonomy indicates that a device possesses the corresponding functional capability.

[0078] In one example, the taxonomies each abstract implementation details of the corresponding functional capability on associated devices.

[0079] In one example, the particular device hosts at least a portion of the particular application.
[0080] In one example, deploying the instance of the particular machine-to-machine network includes provisioning one or more of the subset of devices with code includes a portion of code for use in the particular machine-to-machine network.

[0081] In one example, detecting the plurality of devices within range of a particular device includes determining that each of the plurality of devices is communicatively accessible to the particular device, and determining that each of the plurality of devices satisfy one or more discovery criteria in a set of discovery criteria defined for the particular machine-to-machine network.

[0082] In one example, at least one criterion in the set of discovery criteria is agnostic to proximity of a device to the particular device.

[0083] In one example, selecting the subset of devices includes identifying that two or more of the detected plurality of devices are each associated with a particular taxonomy corresponding to a particular one of the set of asset abstractions, identifying binding criteria defined for the particular machine-to-machine network, and assessing attributes of each of the two or more devices to determine which of the two or more devices better satisfies the binding criteria.

[0084] In one example, at least a portion of the binding criteria is for particular use in selecting a device to represent the particular asset abstraction in the particular machine-to-machine network.

[0085] In one example, the set of taxonomies includes at least one sensor taxonomy, at least one actuator taxonomy, at least one computational taxonomy, at least one data storage taxonomy, and at least one computer communications.

[0086] In one example, deploying the instance of the particular machine-to-machine network includes identifying a set of setting values defined for the particular machine-to-machine network and causing the set of setting values to be applied to the subset of devices.

[0087] In one example, the instance of the particular machine-to-machine network includes a first instance and the subset of devices includes a first subset of devices.

[0088] In one example, a different, second subset of devices can be selected for deployment as a second instance of the particular machine-to-machine network, the second subset of devices including an instance of each one of the set of asset abstraction, and the set
of setting values can be caused to be applied to deployment of the second instance of the particular machine-to-machine network.

[0089] In one example, the plurality of devices includes a first plurality of devices in a first environment, and a second plurality of devices can be detected in a different, second environment, the second subset of devices including a subset of the second plurality of devices.

[0090] In one example, the set of setting values include user-defined setting values.

[0091] In one example, data is sent, identifying the set of setting values, over a network for access by another system for use by the other system in deploying another instance of the particular machine-to-machine network.

[0092] In one example, the other instance of the particular machine-to-machine network includes a second subset of devices different from the first subset of devices.

[0093] In one example, the particular machine-to-machine network implements an IoT system.

[0094] One or more embodiments may provide a system including at least one processor, at least one memory element, and an Internet of Things (IoT) system manager. The IoT system manager can be executable by the processor to detect a plurality of devices within range of a particular device, determine capabilities of each of the plurality of devices, determine, for each of the plurality of devices, a respective one of a set of taxonomies to be associated with the device based on the determined capabilities of the device, identify a set of asset abstractions referenced by a particular software application configured to manage a particular machine-to-machine network, select a subset of the plurality of devices for deployment as an instance of the particular machine-to-machine network based on taxonomies associated with the subset of devices, the subset of devices including an instance of each one of the set of asset abstractions; and communicate with one or more of the subset of devices to deploy the instance of the particular machine-to-machine network. Each asset abstraction can correspond to a respective one of the set of taxonomies, and the particular machine-to-machine network can include an instance of each one of the set of asset abstractions;
In one example, the system further includes the particular software application, where the particular software application is hosted, at least in part, on the particular device.

In one example, the IoT system manager is also hosted, at least in part, on the particular device.

In one example, the subset of devices are selected based on a determination that the subset of devices satisfy one or more discovery criteria in a set of discovery criteria.

In one example, the system further includes an IoT application programming tool to generate the particular application based on a user-provided definition of the set of asset abstractions, where the set of asset abstractions is identified as a subset of corresponding taxonomies from the set of taxonomies.

Thus, particular embodiments of the subject matter have been described. Other embodiments are within the scope of the following claims. In some cases, the actions recited in the claims can be performed in a different order and still achieve desirable results. In addition, the processes depicted in the accompanying figures do not necessarily require the particular order shown, or sequential order, to achieve desirable results.
CLAIMS:

1. At least one machine accessible storage medium having code stored thereon, the code when executed on a machine, causes the machine to:
   - detect a plurality of devices within range of a particular device;
   - determine capabilities of each of the plurality of devices;
   - determine, for each of the plurality of devices, a respective one of a set of taxonomies to be associated with the device based on the determined capabilities of the device;
   - identify a set of asset abstractions referenced by a particular software application configured to manage a particular machine-to-machine network, wherein each asset abstraction corresponds to a respective one of the set of taxonomies, and the particular machine-to-machine network is to comprise an instance of each one of the set of asset abstractions;
   - select a subset of the plurality of devices for deployment as an instance of the particular machine-to-machine network based on taxonomies associated with the subset of devices, wherein the subset of devices comprises an instance of each one of the set of asset abstractions; and
   - communicate with one or more of the subset of devices to deploy the instance of the particular machine-to-machine network.

2. The storage medium of Claim 1, wherein each of the set of taxonomies correspond to a respective functional capability of a device, and association with a taxonomy indicates that a device possesses the corresponding functional capability.

3. The storage medium of Claim 2, wherein the taxonomies each abstract implementation details of the corresponding functional capability on associated devices.

4. The storage medium of Claim 1, wherein the particular device hosts at least a portion of the particular application.
5. The storage medium of Claim 1, wherein deploying the instance of the particular machine-to-machine network comprises provisioning one or more of the subset of devices with code comprises a portion of code for use in the particular machine-to-machine network.

6. The storage medium of Claim 1, wherein detecting the plurality of devices within range of a particular device comprises:
   determining that each of the plurality of devices is communicatively accessible to the particular device; and
   determining that each of the plurality of devices satisfy one or more discovery criteria in a set of discovery criteria defined for the particular machine-to-machine network.

7. The storage medium of Claim 6, wherein at least one criterion in the set of discovery criteria is agnostic to proximity of a device to the particular device.

8. The storage medium of Claim 1, wherein selecting the subset of devices comprises:
   identifying that two or more of the detected plurality of devices are each associated with a particular taxonomy corresponding to a particular one of the set of asset abstractions;
   identifying binding criteria defined for the particular machine-to-machine network; and
   assessing attributes of each of the two or more devices to determine which of the two or more devices better satisfies the binding criteria.

9. The storage medium of Claim 8, wherein at least a portion of the binding criteria is for particular use in selecting a device to represent the particular asset abstraction in the particular machine-to-machine network.

10. The storage medium of Claim 1, wherein the set of taxonomies comprises at least one sensor taxonomy, at least one actuator taxonomy, at least one computational taxonomy, at least one data storage taxonomy, and at least one computer communications.
11. The storage medium of Claim 1, wherein deploying the instance of the particular machine-to-machine network comprises identifying a set of setting values defined for the particular machine-to-machine network and causing the set of setting values to be applied to the subset of devices.

12. The storage medium of Claim 11, wherein the instance of the particular machine-to-machine network comprises a first instance and the subset of devices comprises a first subset of devices, and the instructions, when executed, further cause the machine to:
   - select a different, second subset of devices for deployment as a second instance of the particular machine-to-machine network, wherein the second subset of devices comprises an instance of each one of the set of asset abstractions; and
   - cause the set of setting values to be applied to deployment of the second instance of the particular machine-to-machine network.

13. The storage medium of Claim 12, wherein the plurality of devices comprises a first plurality of devices in a first environment, and the instructions, when executed, further cause the machine to detect, in a different, second environment, a second plurality of devices, wherein the second subset of devices comprises a subset of the second plurality of devices.

14. The storage medium of Claim 11, wherein the set of setting values comprise user-defined setting values.

15. The storage medium of Claim 11, wherein the instructions, when executed, further cause the machine to send data identifying the set of setting values over a network for access by another system for use by the other system in deploying another instance of the particular machine-to-machine network.

16. The storage medium of Claim 15, wherein the other instance of the particular machine-to-machine network comprises a second subset of devices different from the first subset of devices.
17. A method comprising:
   detecting a plurality of devices within range of a particular device;
   determining capabilities of each of the plurality of devices;
   determining, for each of the plurality of devices, a respective one of a set of
taxonomies to be associated with the device based on the determined capabilities of the
device;
   identifying a set of asset abstractions referenced by a particular software application
configured to manage a particular machine-to-machine network, wherein each asset
abstraction corresponds to a respective one of the set of taxonomies, and the particular
machine-to-machine network is to comprise an instance of each one of the set of asset
abstractions;
   selecting a subset of the plurality of devices for deployment as an instance of the
particular machine-to-machine network based on taxonomies associated with the subset of
devices, wherein the subset of devices comprises an instance of each one of the set of asset
abstractions; and
   communicating with one or more of the subset of devices to deploy the instance of
the particular machine-to-machine network.

18. The method of Claim 17, further comprising determining that the subset of the
plurality of devices satisfy one or more discovery criteria in a set of discovery criteria,
wherein the subset of the plurality of devices are selected based on the subset of devices
satisfying the discovery criteria.

19. A system comprising:
   at least one processor;
   at least one memory element;
   an Internet of Things (IoT) system manager, executable by the processor to:
      detect a plurality of devices within range of a particular device;
      determine capabilities of each of the plurality of devices;
      determine, for each of the plurality of devices, a respective one of a set of
      taxonomies to be associated with the device based on the determined capabilities of the
device;

identify a set of asset abstractions referenced by a particular software application configured to manage a particular machine-to-machine network, wherein each asset abstraction corresponds to a respective one of the set of taxonomies, and the particular machine-to-machine network is to comprise an instance of each one of the set of asset abstractions;

select a subset of the plurality of devices for deployment as an instance of the particular machine-to-machine network based on taxonomies associated with the subset of devices, wherein the subset of devices comprises an instance of each one of the set of asset abstractions; and

communicate with one or more of the subset of devices to deploy the instance of the particular machine-to-machine network.

20. The system of Claim 19, further comprising the particular software application, wherein the particular software application is hosted, at least in part, on the particular device.

21. The system of Claim 20, wherein the IoT system manager is also hosted, at least in part, on the particular device.

22. The system of Claim 19, wherein the subset of devices are selected based on a determination that the subset of devices satisfy one or more discovery criteria in a set of discovery criteria.

23. The system of Claim 19, further comprising an IoT application programming tool to generate the particular application based on a user-provided definition of the set of asset abstractions, wherein the set of asset abstractions is identified as a subset of corresponding taxonomies from the set of taxonomies.
24. A system comprising:
   means to detect a plurality of devices within range of a particular device;
   means to determine capabilities of each of the plurality of devices;
   means to determine, for each of the plurality of devices, a respective one of a set of
taxonomies to be associated with the device based on the determined capabilities of the
   device;
   means to identify a set of asset abstractions referenced by a particular software
application configured to manage a particular machine-to-machine network, wherein each
asset abstraction corresponds to a respective one of the set of taxonomies, and the
   particular machine-to-machine network is to comprise an instance of each one of the set of
asset abstractions;
   means to select a subset of the plurality of devices for deployment as an instance of
the particular machine-to-machine network based on taxonomies associated with the
   subset of devices, wherein the subset of devices comprises an instance of each one of the
set of asset abstractions; and
   means to communicate with one or more of the subset of devices to deploy the
   instance of the particular machine-to-machine network.
Discovery a plurality of devices in an environment

Determine capabilities of each of the plurality of devices

Determine, for each of the devices, one or more taxonomies to be associated with the device

Identify a set of asset requirements of an IoT application

Select a subset of the plurality of devices for deployment in the IoT application based on their taxonomies

Deploy the IoT applications

FIG. 6
FIG. 7
INTERNATIONAL SEARCH REPORT

A. CLASSIFICATION OF SUBJECT MATTER
H04L 12/24(2006.01)i, H04L 29/08(2006.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
H04L 12/24; G06F 15/16; H04W 76/00; H04L 12/22; H04L 29/08

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
eKOMPASS(KIPO internal) & keywords: IoT, network, abstraction, instance

C. DOCUMENTS CONSIDERED TO BE RELEVANT

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>US 2014-0280802 US (CISCO TECHNOLOGY, INC.) 18 September 2014 See paragraphs [0019], [0043], [0050], [0051]; claims 1-3; and figures 3, 4.</td>
<td>1-24</td>
</tr>
<tr>
<td>A</td>
<td>US 2013-0070739 US (STEPHEN MCCANN et al.) 21 March 2013 See paragraphs [0021]-[0103]; claims 1-5; and figures 1-4.</td>
<td>1-24</td>
</tr>
<tr>
<td>A</td>
<td>US 2012-0188870 US (DANIEL G. EISENHAUER et al.) 26 July 2012 See abstract; paragraphs [0064]-[0069]; and figures 3-7.</td>
<td>1-24</td>
</tr>
<tr>
<td>A</td>
<td>US 2012-0136944 US (RANDALL STEWART et al.) 31 May 2012 See abstract; claims 1-10; and figure 6.</td>
<td>1-24</td>
</tr>
</tbody>
</table>

Further documents are listed in the continuation of Box C. See patent family annex.

* Special categories of cited documents:
"A" document defining the general state of the art which is not considered to be of particular relevance
"E" earlier application or patent but published on or after the international filing date
"L" document which may throw doubts on priority claim(s) or which is cited to establish the publication date of another citation or other special reason (as specified)
"O" document referring to an oral disclosure, use, exhibition or other means
"P" document published prior to the international filing date but later than the priority date claimed

Date of the actual completion of the international search 24 August 2016 (24.08.2016)
Date of mailing of the international search report 24 August 2016 (24.08.2016)

Name and mailing address of the ISA/KR
International Application Division
Korean Intellectual Property Office
189 Cheongsa-ro, Seo-gu, Daejeon, 35208, Republic of Korea
Facsimile No. +82-42-481-8578

Authorized officer
LEE, EUN KYU
Telephone No. +82-42-481-3580

Form PCT/ISA/210 (second sheet) (January 2015)
<table>
<thead>
<tr>
<th>Patent document cited in search report</th>
<th>Publication date</th>
<th>Patent family member(s)</th>
<th>Publication date</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 2014-0280802 Al</td>
<td>18/09/2014</td>
<td>CN 105122864 A</td>
<td>02/12/2015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2974433 A2</td>
<td>20/01/2016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2014-150065 A3</td>
<td>20/11/2014</td>
</tr>
<tr>
<td>US 2013-0070739 Al</td>
<td>21/03/2013</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 8208396 B2</td>
<td>26/06/2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 8634294 B2</td>
<td>21/01/2014</td>
</tr>
<tr>
<td>US 2012-0136944 Al</td>
<td>31/05/2012</td>
<td>US 2012-0137012 A</td>
<td>31/05/2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 2012-0209989 A</td>
<td>16/08/2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 9116749 B2</td>
<td>25/08/2015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 9158589 B2</td>
<td>13/10/2015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2011-127055 A</td>
<td>13/10/2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2011-127059 A</td>
<td>13/10/2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2011-127060 A</td>
<td>13/10/2011</td>
</tr>
</tbody>
</table>