087061919 A2 |0 000 T OO

=

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Organization Vd”Ij

) IO O T OO0

International Bureau

(43) International Publication Date
29 May 2008 (29.05.2008)

(10) International Publication Number

WO 2008/061919 A2

(51) International Patent Classification:
HO4N 1/21 (2006.01)

(21) International Application Number:
PCT/EP2007/062300

(22) International Filing Date:
14 November 2007 (14.11.2007)

(25) Filing Language: English

(26) Publication Language: English
(30) Priority Data:

60/867,066 22 November 2006 (22.11.2006) US
(71) Applicant (for all designated States except US): AGFA
HEALTHCARE INC. [BE/CA]; 77 Belfield Road,

Toronto, Ontario MOW 1G6 (CA).

(72) Inventors; and

(75) Inventors/Applicants (for US only): WEGENKITTL,
Rainer [AT/AT]; Kunrathstrasse 23, A-3100 Sankt Poelten
(AT). DENNISON, Donald [CA/CA]; 205 Fern Crescent,
Waterloo, Ontario N2V 2P9 (CA). POTWARKA, John
[CA/CA]; 5 Father Bauer David Drive, Waterloo, Ontario
N2L 6M2 (CA). MROZ, Lukas [AT/AT]; Leystrasse
19-21/14/17, A-1200 Wien (AT). KANITSAR, Armin

(81)

(34)

[AT/AT]; Suchenwirtplatz 3/22, A-1100 Wien (AT).
ZEILINGER, Gunter [ AT/AT]; Huettdeldorferstrasse 24,
A-1150 Wien (AT).

Designated States (unless otherwise indicated, for every
kind of national protection available): AE, AG, AL, AM,
AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ, CA, CH,
CN, CO, CR, CU, CZ, DE, DK, DM, DO, DZ, EC, EE, EG,
ES, FI, GB, GD, GE, GH, GM, GT, HN, HR, HU, ID, 1L,
IN, IS, JP, KE, KG, KM, KN, KP, KR, KZ, LA, LC, LK,
LR, LS, LT, LU, LY, MA, MD, ME, MG, MK, MN, MW,
MX, MY, MZ, NA, NG, NI, NO, NZ, OM, PG, PH, PL,
PT, RO, RS, RU, SC, SD, SE, SG, SK, SL, SM, SV, SY,
TJ, TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
M, ZW.

Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG, ZM,
ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ, TM),
European (AT, BE, BG, CH, CY, CZ, DE, DK, EE, ES, FI,
FR, GB, GR, HU, IE, IS, IT, LT, LU, LV, MC, MT, NL, PL,
PT, RO, SE, SI, SK, TR), OAPI (BF, BJ, CF, CG, CI, CM,
GA, GN, GQ, GW, ML, MR, NE, SN, TD, TG).

Published:

without international search report and to be republished
upon receipt of that report

(54) Title: METHOD AND SYSTEM FOR REMOTE COLLABORATION

(57) Abstract: A collaboration method and system where a first workstation participates in a collaboration session with one or
& more other workstations. First, an event message is received at the first workstation, where the event message includes information
regarding an interaction with a displayed image at the one or more other workstations. Then the event message is analyzed to
determine whether the interaction is to be executed at the first workstation upon a representation of the displayed image. If so, then
the interaction is executed at the first workstation upon representation of the displayed image. If not, then the interaction is not
executed at the first workstation, and a second event message is received and analyzed.



10

15

20

25

30

35

WO 2008/061919 PCT/EP2007/062300

METHOD AND SYSTEM FOR REMOTE COLLABORATION.

[DESCRIPTION]

FIELD OF THE INVENTION

The present invention relates generally to remote collaboration
methods and systems, and more specifically to an improved method and

system for remote collaboration when interacting with images.

BACKGROUND OF THE INVENTION

In medicine, when reviewing data associated with a patient, often
multiple health care professionals will review data in order to
formulate an accurate assessment of the patient's health. Where
multiple people are involved in the analysis of data, the data is
generally provided to the multiple people at different times so that
they may review the data and formulate an opinion. When dealing with
medical images, health professionals typically review such medical
images, provide their remarks, and provide the medical image to the
next person for review.

With the advent of electronic medical image retrieval systems,
health professionals are able to access medical images from selected
work stations. Where collaboration is required, often, the health
professionals will review the medical images electronically, and
provide their remarks in an electronic format that the next health
professional may access. Alternatively, where multiple health
professionals are required to review medical images, the health
professionals may attempt to gather in one place and view the
medical image at the same time, so that their experiences and
comments may be shared with one another.

However, as health professionals due to reasons of time and
proximity may not be able to gather in one place, methods and
systems have been proposed that allow for remote collaboration,
where the respective health professionals engage in a collaboration

session where they access the medical image that is resident upon a
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remote device. The collaboration session allows one or more users to
engage with the medical image and perform manipulations and
transformations of the image, that are then shown to the other
health professionals upon their respective stations.

When health professionals engage in an interactive collaboration
session, one of the major limitations is the processing speed
associated with the workstations that are engaging in the
collaboration session. At the workstation level, slower processors
can cause some users to lag behind others with respect to the
ability to view an accurate representation of a medical image that
is being manipulated by another user. If the view of an medical
image that is being shown to a user begins to lag, the collaboration
session becomes inefficient, as some users are not able to

participate effectively.

SUMMARY OF THE INVENTION

The above-mentioned advantageous effects are realised by a
collaboration method having the specific features set out in claim
1. Specific features for preferred embodiments of the invention are
set out in the dependent claims.
The embodiments described herein provide in one aspect, a
collaboration method, wherein a first workstation participates in a
collaboration session with one or more other workstations, said
method comprising:
(a) receiving an event message at the first workstation,
wherein the event message comprises information regarding an
interaction with a displayed image at the one or more other
workstations;
(b) analyzing the event message to determine whether the
interaction is to be executed at the first workstation upon a
representation of the displayed image;
(c) if (b) is true, executing the interaction upon the
representation of the displayed image; and
(d) 1if (b) is false, skipping executing the interaction upon

the representation of the displayed image, and receiving a
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second event message and analyzing the second event message.
The embodiments described herein provide in another aspect, a
collaboration method, wherein a first workstation participates in a
collaboration session with one or more other workstations, said
method comprising:
(a) receiving an event message at a relay server, wherein the
event message comprises information regarding an interaction
with a displayed image at the one or more other workstations;
(b) analyzing the event message to determine whether the
interaction is to be executed at the first workstation upon a
representation of the displayed image;
(c) if (b) is true, executing the interaction upon the
representation of the displayed image at the first
workstation; and
(d) 1if (b) is false, skipping executing the interaction upon
the representation of the displayed image, and receiving a
second event message at the image server and analyzing the
second event message.
The embodiments described herein provide in another aspect, a
collaboration system having a first workstation that participates in
a collaboration session with one or more other workstations, the
system comprising:
(a) a memory for storing a plurality of instructions; and
(b) a processor coupled to the memory, said processor
configured for:
(1) receiving an event message wherein the event
message comprises information regarding an
interaction with a displayed image at the one or
more other workstations;
(ii) analyzing the event message to determine
whether the interaction is to be executed at the
first workstation upon a representation of the
displayed image;
(iii) if (ii) is true, executing the interaction

upon the representation of the displayed image; and
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(iv) if (ii) is false, skipping executing the
interaction upon the representation of the displayed
image, and receiving a second event message and
analyzing the second event message.
Further aspects and advantages of the embodiments described will
appear from the following description taken together with the

accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

For a better understanding of the embodiments described herein and
to show more clearly how they may be carried into effect, reference
will now be made, by way of example only, to the accompanying
drawings which show at least one exemplary embodiment, and in which:
FIG. 1 is a block diagram of an exemplary embodiment of a
collaboration system;

FIG. 2 is a flowchart diagram illustrating the basic operational
steps executed by the collaboration system of FIG. 1;

FIG. 3 is a block diagram illustrating the components of the event
message of FIG. 1;

FIG. 4 is a block diagram illustrating the components of the event
engine of FIG. 1; and

FIG. 5 is a flowchart diagram illustrating in more detail the
operational steps executed by the collaboration system of FIG. 1.
It will be appreciated that for simplicity and clarity of
illustration, elements shown in the figures have not necessarily
been drawn to scale. For example, the dimensions of some of the
elements may be exaggerated relative to other elements for clarity.
Further, where considered appropriate, reference numerals may be
repeated among the figures to indicate corresponding or analogous

elements.

DETATILED DESCRIPTION OF THE INVENTION

It will be appreciated that for simplicity and clarity of

illustration, where considered appropriate, reference numerals may
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be repeated among the figures to indicate corresponding or analogous
elements or steps. In addition, numerous specific details are set
forth in order to provide a thorough understanding of the exemplary
embodiments described herein. However, it will be understood by
those of ordinary skill in the art that the embodiments described
herein may be practiced without these specific details. In other
instances, well-known methods, procedures and components have not
been described in detail so as not to obscure the embodiments
described herein. Furthermore, this description is not to be
considered as limiting the scope of the embodiments described herein
in any way, but rather as merely describing the implementation of
the various embodiments described herein.

The embodiments of the systems and methods described herein may be
implemented in hardware or software, or a combination of both.
However, preferably, these embodiments are implemented in computer
programs executing on programmable computers each comprising at
least one processor, a data storage system (including wvolatile and
non-volatile memory and/or storage elements), at least one input
device, and at least one output device. For example and without
limitation, the programmable computers may be a mainframe computer,
server, personal computer, laptop, personal data assistant, or
cellular telephone. Program code is applied to input data to perform
the functions described herein and generate output information. The
output information is applied to one or more output devices, in
known fashion.

Each program is preferably implemented in a high level procedural or
object oriented programming and/or scripting language to communicate
with a computer system. However, the programs can be implemented in
assembly or machine language, if desired. In any case, the language
may be a compiled or interpreted language. Each such computer
program is preferably stored on a storage media or a device (e.g.
ROM or magnetic diskette) readable by a general or special purpose
programmable computer, for configuring and operating the computer
when the storage media or device is read by the computer to perform
the procedures described herein. The inventive system may also be

considered to be implemented as a computer-readable storage medium,
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configured with a computer program, where the storage medium so
configured causes a computer to operate in a specific and predefined
manner to perform the functions described herein.

Furthermore, the system, processes and methods of the described
embodiments are capable of being distributed in a computer program
product comprising a computer readable medium that bears computer
usable instructions for one or more processors. The medium may be
provided in wvarious forms, including one or more diskettes, compact
disks, tapes, chips, wireline transmissions, satellite
transmissions, internet transmission or downloadings, magnetic and
electronic storage media, digital and analog signals, and the like.
The computer useable instructions may also be in wvarious forms,
including compiled and non-compiled code.

Reference is now made to FIG. 1, which illustrates elements of an
exemplary embodiment of a collaboration system 10. The collaboration
system 10 includes an image server 12, a relay server 14, an image
database 16 that stores medical images 24, an imaging modality 18
and one or more client workstations 20. The collaboration system 10
allows users 22 of the client workstations 20 to engage in a
collaboration session with one or more other users 22 who have their
client workstations 20 connected to the image server 12. The
collaboration session allows users 22 to view and manipulate a
document or file, which in an exemplary embodiment is described with
respect to a medical image 24 upon their respective client station
20. Each manipulation of the medical image 24 by any of the users 22
of the session is transmitted to all of the other client
workstations 20, so that all of the users 22 are able to view the
results of the manipulations being performed by the other users 22.
The system 10 ensures that the client workstations 20 that are part
of the collaboration session, are synchronized with respect to the
views of the medical images 24 that are shown on each client
workstation 20.

As discussed in more detail elsewhere, it should be understood that
the image collaboration system 10 may be implemented in hardware or
software or a combination of both. Specifically, the modules of

image collaboration system 10 are preferably implemented in computer
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programs executing on programmable computers each comprising at
least one processor, a data storage system and at least one input
and at least one output device. Without limitation the programmable
computers may be a mainframe computer, server, personal computer,
laptop, personal data assistant or cellular telephone. In an
exemplary implementation image collaboration system 10 is
implemented in software and installed on the hard drive of client
workstation 20 and on image server 12, such that the client
workstation 20 interoperates with image server 12 in a client-server
configuration.

The image server 12 stores medical images 24 in the image database
16. The image server 12, in an exemplary embodiment receives medial
image data (e.g. DICOM images, bitmaps, JPEGS, GIFs, etc) from the
imaging modality 18. The imaging modality 18 generates the medical
image data based on various procedures that may be performed on
patients, and provides the medical image data that forms the medical
image to the image server 10. The image server 10 is connected
through a communication network by wired or wireless methods to the
client workstations 20. The client workstations 20 connect to the
image server 10 through a communication network and access the
medical images 24 that are stored upon the image database 16.

The relay server 14 receives requests for medical images 16 from the
client workstations 20, processes the requests and provides the
respective medical images to the client workstations 20. The relay
server 14 acts as a distributor to ensure that information regarding
the various manipulations that are being performed on the medical
image 24 upon the one or more client workstations 20 are distributed
to all of the client workstations 20 that are part of the
collaboration. The relay server 14 to the client workstations 20
that interact with it appears to be another client workstation 20.
The relay server 14 and the collaboration module 26, as explained
below, ensure that all of the user workstations 22 that are part of
a collaboration session are synchronized.

The interactions and transformations that are performed upon a
medical image 26 at a client workstation 20 that is part of the

collaboration are referred to herein as manipulations. The
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manipulations performed at any of the client workstations 20 that
are part of the collaboration are propagated through the relay
server 14 to all of the client workstations 20, to allow for each of
the users 22 to be able to contemporaneously have the same view of
the medical image 24 provided to them, and to ensure that all of the
views of the image 24 are synchronized. Though the relay server 14
and image server 12 have been shown as two separate components, it
should be understood that the functions served by both respective
servers, may be accomplished on the same computing device.

The image database 16 is used to store the medical image data that
is then converted into medical images. The image database 16 stores
both the permanent and temporary versions of medical images 24. The
image database 16 also stores associated identification information
with respect to each medical image 24. For example, medical images
may have associated with them, patient identifiers, patient names,
and other descriptions regarding the patient, image, or study from
which the medical images 24 were generated.

The imaging modality 18 generates medical image data in either an
analog or digital format, from which the medical images 24 are
created. The imaging modality 18 may include any device that is
used to capture any type of image of a patient. The medical images
24 that are generated by the imaging modality are stored in the
image database 16.

Each client workstation 20 may be any computing device that is able
to connect to the image server 10. Examples of client workstations
20, include, but are not limited to, personal computers, laptop
computers, slim line computers, server based computers, handheld
computers, and any other such device that is able to provide an
interface and connect to the image server 10 through a communication
network. The users 22 of the client workstations 20 may be any users
who engage the client workstation 20 for purposes of taking part in
a collaboration session. Each client workstation 20 has an output
device (not shown) such as a monitor or screen associated with it,
along with one or more input devices.

Each of the client workstations 20 that are part of the system 10,

include a collaboration module 26, and a client storage area or
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database 28. The collaboration module 26 is comprised of an event
engine 30, and a graphical interface 32.

The event engine 30 stores a series of events that are to be
executed and determines as explained below, which events are to be
executed such that all of the client workstations 20 may remain in a
state of synchronization. The events that are received at the event
engine 30 represent the manipulations that have been performed on
the medical image 24 by other users 22 at the respective client
workstations 20. The operation of the event engine 30 and its
constituent components in a preferred embodiment, are described in
further detail below.

The graphical user interface 32 is an interface displayed upon the
output device associated with the workstation 20. The graphical user
interface 32 provides the users with various wvisual icons that the
user may engage with when taking part in a collaboration session.
The graphical user interface 32 is engaged through use of the one or
more input devices, where the user 22 performs manipulations upon
the medical image through use of a mouse in combination with a
keyboard in a preferred embodiment.

Through use of the functionality provided upon the graphical user
interface 32, and with the input devices, the user 22 is able to
perform various manipulations of the medical image 26 that is
displayed. In a preferred embodiment, the medical image 26 is
initially retrieved from the image server 10. The image 24 is
retrieved based on the establishment of a communication session
based on communication protocol between the respective client
workstation 20 and server 12. In an exemplary embodiment, this
communication session may be based on an http session. A temporary
copy of the medical image 26 that is retrieved from the image server
12 may be stored within the client storage area 28. In an exemplary
embodiment, the client storage area 28 is cache memory that is used
to the image 24. In alternative embodiments, the medical image 24
that is to viewed and interacted with as part of the collaboration
session may be stored at the client storage area 28, and copies of
the image 24 may be propagated to the other client workstations 20

that are part of the collaboration session.
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Once a collaboration session has been established, multiple users 22
may take part in the collaboration session. More than one user 22
may, engage the medical image 24 and perform manipulations of the
medical image and the manipulations are propagated to all of the
client workstations 20 that are part of the session. The
collaboration system 10 ensures that there is synchronization of all
of the image views upon all of the user workstations 20, even when
multiple users 22 are manipulating the medical image 24 on their own
workstation 20.

When a user 22 engages the medical image through the user interface,
the user 22 is able to perform various manipulations and
interactions with the medical image 24. The various manipulations
that may be performed include, but are not limited to rotations,
zooming, displacing (moving), shading, highlighting, and any other
interaction that a user may perform upon a medical image 24 that is
presented on their display.

One or more event messages 34 are generated by the collaboration
module 26 each time the user 22 performs a manipulation of the
medical image 24. The event message 34 is described in further
detail with respect to FIG. 3. The event message 34 is sent from the
respective workstation 20 where the medical image is being
manipulated to the image server 12, and more specifically to the
relay server 14 and onwards to all of the respective client
workstations 20 that are part of the session. The event message 34
when received at the client workstations 20 is processed by the
event engine 30 as described below.

Reference is now made to FIG. 2, where a flowchart illustrates the
basic operational steps 100 of the collaboration system 10.
Operation 100 begins at step (102), where a user engages the
graphical user interface 32 upon their respective workstation 20.
The user may open the interface 32 to join or initiate a
collaboration session. At step (102), the user loads a medical
image 24 from the image server 12 into the interface 32. The medical
image 24 may be loaded by specifying the location where the

respective medical image 24 file is found. In alternative
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embodiments, the medical image 26 may be stored upon the client
database 28 that is found upon the user workstation 20.

At step (104), the collaboration session is initiated, where other
users 24 may join the session. When other users 22 joining the
collaboration session, a temporary copy of the medical image 24 is
copied and downloaded by the client workstation 20. The
representation of the medical image 24 that reflects the current
state of the collaboration session, is provided by one of the
existing client workstations 20 that are part of the collaboration
sessions. Each client workstations 20 is able to provide the
representation of the medical image 24 to a new client workstation
that has joined the session.

At step (106), one or more users 22 who are taking part in the
collaboration session may engage the medical image 24, and perform
one or more interactions on the image. Multiple users 22 of the
session may perform manipulations of the image 24, where the
manipulations are propagated to all of the workstations 20.

At step (108), upon a user performing a manipulation of an image
upon their respective workstation 20, event engine 30 generates an
event message 34. The event message 34 communicates details
regarding the manipulation of the medical image 24 to the relay
server 14. At step (110), the relay server 14 receives the event
message 34. For every manipulation that is performed upon a medical
image (i.e. a zoom) multiple event messages 34 are generated and
sent to the relay station. Also, as more than one workstation 20
may be manipulating the image 26, the relay server 14, may receive
event messages from multiple workstations 20 at the same time. The
relay server 14 handles all of the event messages it receives.

At step (112), the relay server 14 transmits the event message 34 to
the other client workstations 20 that are members of the
collaborative session. At step (112), the event engines 30 of the
respective client workstations 20 receive the event message 34 and
place it in a queue for processing.

At step (114), each event engine 30 of the respective workstations
20 evaluates the event message 34 to determine whether the event

message 34 will be processed. Each event engine 30 processes the
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event message 34 to determine whether the event (manipulation) will
be implemented upon the representation of the medical image 24 at
respective workstation 20, or whether execution of the event will be
skipped. As each client workstation 20 that is part of the
collaboration session may have varying hardware components, thus
resulting in differing processing times, the slowest client
workstation 20 that is part of a collaboration session may lag
behind the other workstations with respect to the state of the image
that is being displayed.

By having the event engine 30 determine which event message 34 to
skip with respect to execution at a specific workstation 20, this
can ensure that the state of the representation of the image 24 as
displayed across all of the client workstations 20 that are part of
a session is synchronized. Events are not executed or skipped and
the resulting effect is that the user 22 does not discern any
difference when viewing the medical image upon their workstation 20.
Therefore, workstations 20, which may be of varying speeds are able
to maintain levels of synchronization as detailed below. The method
by which the synchronization process is executed is described
further with respect to FIG. 5.

Reference is now made to FIG. 3, where an event message 34 is
further described. During each manipulation of the medical image
24, multiple event messages 34 may be generated. For example, when
a user 22 begins a rotation upon the image, an event message 34 is
generated upon the start of the rotation, event messages 34 are
generated during the rotation, and an event message 34 is generated
upon the conclusion of the rotation. As some interactions with the
client workstation 20 should not be propagated to other client
workstations 20 (for example, logging out, printing, saving), the
event engine 30 may operate in various modes. When operating in what
may be referred to as an "internal" mode (based on certain
interactions), the event messages 34 that are generated are not
propagated to the other client workstations 20.

By generating and transmitting event messages 34 from the
workstation 20 to all of the workstations 20 that are part of the

collaboration session, the need to transmit the actual image upon
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which a manipulation has been performed to all of the workstations
is eliminated. By not transmitting the actual image each time a
manipulation is performed the processing time associated with the
overall system 10 is reduced, as workstations 20 operate upon their
representations of the image 24.

The event message 34 that is generated specifies the type of
interaction or manipulation that is taking place upon the image.
The types of events include, but are not limited to zooming,
rotation, displacement, and highlighting. Each interaction that
takes place upon a medical image 24 may have varying states, where
at the initiation of the interaction, the interaction is said to be
in a start state.

During an interaction, for example when the user continues to zoom
in to an area upon the image 24, or continues to rotate an image 24,
the state of interaction may be said to be a progressive, or
continuous state, indicating that the interaction or specific
manipulation is continuing and has not terminated. At the
termination or end of an interaction, for example, when the rotation
of the image is complete with respect to the users commands (i.e.
the user has released the mouse key that was causing the rotation),
the state of the interaction is terminated, or at an "end".

Various other states may be used to describe the state of the
interaction for which event messages are being generated, and the
examples provided here, have been provided for purposes of
description.

The value field that is part of the event message indicates a value
that is used to execute an event. As an example, the values may
represent the co-ordinate measurements (the displacement co-
ordinates in the respective, x, y and z (where applicable) co-
ordinates, the zoom factor, or other applicable co-ordinate/value
measurements that allow for the manipulation to be executed

The value field allows for other workstations 20 to correctly carry
out the manipulation upon their respective workstation 20. As an
example, during an interaction such as a zoom function, multiple
event messages are generated by the event engine 30. The first

event message indicates that an interaction or manipulation has
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begun, and the subsequent event messages provide updates with
respect to the state of the manipulation (i.e. when the zooming is
continuing), and the last event message for an interaction is
generated upon termination of the interaction. Various other
parameters may also be associated with the event message 34, that
are used to synchronize the execution of such event messages 34 at
the respective workstations 20 and are described in detail below.
The handling of event messages is now described with respect to a
description of the event engine 30. The event engine 30 as
described above is resident upon each workstation 20 that is a
member of the system 10. Reference is now made to FIG. 4, where the
components of the event engine 30 are described in further detail.
The event engine, in an exemplary embodiment comprises a receipt
module 150, behavior module 152, a consistency module 154 and a
synchronization module 156. Every event message 34 that is generated
at the client workstation 20 is generated by the event engine 30
associated with that workstation 20.

The receipt module 150 ensures that that the event messages are
transmitted to all of the client workstations 20 that are part of a
session, and ensures that the messages are transmitted only once,
and not unnecessarily resent. The messages 34 from the event engine
are sent to the relay server 14, where they are then sent to
respective event engines 30 associated with the other workstations.
The behavior module 154 is used to determine whether the respective
event engines 30 have received the event message 34. The
consistency module 156 and the synchronization module 158 ensure
that the event messages 34 that are generated are processed at the
receiving workstations 20 in a specific order.

The event messages 34 that are generated may have one or more
parameters associated with them that allow for the workstations 20
of the system 10 to remain synchronized. Examples of such event
messages are provided below, and they may include, but are not
limited to, ordered messages, streaming messages, exclusive
messages, flushing messages, and blocking messages.

The event messages 34 that are generated may have one or parameters

associated with them that indicate that they are part of an ordered



10

15

20

25

30

35

WO 2008/061919 PCT/EP2007/062300

_15_

sequence. An event message 34 that has a parameter indicating an
order associated with it, indicates that the specific event message
34 should be executed only after the previous event messages 34 of
the same ordered sequence have been executed, and before the
processing of any other event messages 34. For example, when a user
is performing a rotation, the event messages are generated in an
ordered sequence.

Another parameter associated with the event messages 34 may indicate
that the event message is part of a streamed interaction. Where
event messages 34 are part of a streamed interaction, the processing
of such event messages 34 is not undertaken until event messages
that may belong to a previous streamed interaction have been
completed.

The event message 34 may also have associated with it a parameter
indicating that the event message 34 is an exclusive message. An
exclusive message indicates that all of the recipients of the
exclusive message must have received the message and processed the
event messages 34 of a specific interaction before the processing of
the exclusive event message 34.

The event message 34 may also have associated with it a parameter
indicating that the event message is a flushing message. A flushing
message indicates that all of the previous event messages 34 must
have been processed before the execution of the flushing event
message 34.

When an event message 34 has associated with a parameter indicating
that it is a blocking event message, this results in blocking the
processing of other event messages 34 and processing the blocking
event message. The blocking event message 34 is sent where
synchronous execution of an interaction upon the representative
image is required at all the other workstations 20 that are part of
the system 10.

The various parameters that have been described above in association
with an event message 34 that allow for synchronization, may also be
combined depending on the synchronization requirements.

Reference is now made to FIG. 5, where a flowchart illustrating in

more detail the operational steps of the image collaboration system
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10, and in particular more detail associated with the process step
(114) . The processing as described herein, is described with respect
to the processing that is undertaken at one specific workstation,
and more specifically by the event engine 30 at one specific
station. It should be understood that in the system 10, the
workstations 20 and their respective event engines 30 are operating
concurrently, to ensure synchronization, and contemporaneous views
of the images upon all of the workstations.

At step (202), the event message 34 is received at the event engine
30 of all of the client workstations 20. The event engine 30 when
it receives the event message 34 at the user workstations 20 has the
event message entered into a queue. The event engine 30 is not
aware that the event message that has been placed in the queue has
not originated at the respective workstation 20.

At step (204), the event message 34 that is in the queue is
analyzed. Specifically, at step (200) the message is analyzed to
determine the state of the event. As the stages in an exemplary
embodiment may be at a start stage, a progressive or continuous
stage or a termination state, the state of the event is determined.
At step (206), a check is performed to determine whether the state
is a progressive or continuous state, along with the type of event.
If the check at step (206) determines that the stage of the
respective event message 34 is not progressive, meaning that the
event message is either indicating the start or end of a respective
manipulation, at step (216) the event message has its respective
event (type) executed upon a representation of the image 24
according to the information that is stored in the event message 34.
As the event message 34 specifies the type of message, and value
information that will allow for the execution, the event is
executed, and the changes are thus reflected upon the medical image
24 that is displayed at the respective workstation 20.

If the check at step (206) determines that the stage of the event is
a progressive or continuous event, at step (208), the next message
in the queue is retrieved. At step (210), the event message 34 is
analyzed to determine the type of event. At step (212), a check is
performed to determine whether the type of event matches the type of
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event for the previous message, as determined at step (204). For
example, if the current event type is a rotation, and the previous
event type of the previous event message was a rotation, then at
step (214), the execution of the event message as analyzed at step
(204) is skipped.

If at step (212), it is determined that the type of the events do
not match, then the event message that was analyzed at step (204),
even though it has been marked as having a progressive or continuous
state is executed at step (216). By skipping the execution of
certain progressive events, the client workstation is able to
maintain synchronization with the other workstation, while at the
same time providing the user with an accurate representation of the
medial image that is being manipulated, thereby ensuring a level of
synchronization between the workstations. The user 22 of the
workstation 20 that has skipped the execution of certain events,
will not notice a discernable difference when viewing the respective
image.

Taking a zoom function as an example, when a user 22 is zooming in
upon a medical image 24 an event message 34 with a start state is
generated, along with multiple messages with progressive states (as
the zooming continues), and an event message 34 with a termination
state is generated.

In order to allow for synchronization, the image collaboration
system 10 as described above, may skip all of the progressive state
event messages with the exception of the last one. By skipping the
progressive events, the computational complexity of the overall
image collaboration system 10 is reduced, as fewer events are
executed. From the point of the view of the user 22, that is using
a workstation 20 at which certain events have been skipped, the user
will not view the manipulation in a seamless format, as a frame rate
of the users display update is lower. However, this allows the
workstations 20 to remain in synchronization. Upon the conclusion of
a manipulation, all of the representative images at all of the
workstations 20 will be identical.

While the various exemplary embodiments of the image collaboration

system 10 have been described in the context of medical image
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management in order to provide an application-specific illustration,
it should be understood that the image collaboration system 10 could
also be adapted to any other type of image or document display
systemn.

While the above description provides examples of the embodiments, it
will be appreciated that some features and/or functions of the
described embodiments are susceptible to modification without
departing from the spirit and principles of operation of the
described embodiments. Accordingly, what has been described above
has been intended to be illustrative of the invention and non-
limiting and it will be understood by persons skilled in the art
that other variants and modifications may be made without departing
from the scope of the invention as defined in the claims appended
hereto.
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[CLAIMS]

1) A collaboration method, wherein a first workstation participates

in a collaboration session with one or more other workstations,

said method characterized by:

(a) receiving a first event message at the first workstation or
at a relay server, wherein the event message comprises
information regarding an interaction with a displayed image at
the one or more other workstations;

(b) analyzing the event message to determine whether the
interaction is to be executed at the first workstation upon a
representation of the displayed image;

(c) if (b) is true, executing the interaction upon the
representation of the displayed image; and

(d) if (b) is false, skipping executing the interaction upon the
representation of the displayed image, and receiving a second

event message and analyzing the second event message.

The method of claim 1, wherein the event message comprises
information regarding a type of interaction, and a state of
interaction that can be a start state, a continuous state, or an

end state.

The method of claim 2, wherein (b) is determined based on
analyzing the state of interaction to determine whether the state

of interaction indicates a continuous state.

A computer-readable medium upon which a plurality of instructions
are stored, the instructions for performing the steps of the

method as claimed in claim 1.

A collaboration system having a first workstation that
participates in a collaboration session with one or more other
workstations, the system characterized by:

(a) a memory for storing a plurality of instructions; and
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(b) a processor coupled to the memory, said processor configured
for:
i) receiving an event message wherein the event message

comprises information regarding an interaction with a
displayed image at the one or more other workstations;

ii) analyzing the event message to determine whether the
interaction is to be executed at the first workstation upon
a representation of the displayed image;

iii) 41if (ii) is true, executing the interaction upon the
representation of the displayed image; and

iv) if (ii) is false, skipping executing the interaction upon
the representation of the displayed image, and receiving a

second event message and analyzing the second event message.

6) The system of claim 5, wherein the event message comprises
information regarding a type of interaction, and a state of
interaction that can be a start state, a continuous state, or an

end state.

7) The system of claim 5, wherein (ii) is determined based on
analyzing the state of interaction to determine whether the state

of interaction indicates a continuous state.
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