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Abstract: Apparatuses, systems, methods, and computer program products are disclosed for machine learning (102) in a data management product (108). The apparatus includes an input module (202), a learned function module (204), and a result module (206). The input module (202) is configured to receive a request for analysis of a data management product (108). The learned function module (204) is configured to execute one or more machine learning ensembles (222) to predict one or more unknown values for the data management product (108). The result module (206) is configured to provide access to the data management product (108), to one or more values.
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INTEGRATED MACHINE LEARNING FOR A DATA MANAGEMENT PRODUCT

CROSS-REFERENCES TO RELATED APPLICATIONS

This application claims priority to U.S. Provisional Patent Application Number 61/750,281 entitled "Integrated Machine Learning for a Data Management Product" and filed on January 8, 2013 for Kelly D. Phillipps et al., which is incorporated herein by reference.

TECHNICAL FIELD

The present disclosure, in various embodiments, relates to data management products and more particularly relates to integrated machine learning for a data management product.

BACKGROUND

Data management products, such as database systems, spreadsheets, or the like, are often used to query, manipulate, store, access, or otherwise manage data. Data management products typically provide a variety of native functions and methods for managing data. The native functions and methods of a data management product allow the underlying data to be queried and manipulated, but the native functions and methods are typically limited to the stored data. Native data management functions and methods do not provide a trained machine learning interface to users or provide users with trained machine learning predictions using underlying data.

SUMMARY

Apparatuses are presented for machine learning in a data management product. In one embodiment, an input module is configured to receive an analysis request for a data management product. A learned function module, in a further embodiment, is configured to execute one or more machine learning ensembles to predict one or more unknown values for a data management product. A result module, in certain embodiments, is configured to provide native access, within a data management product, to one or more unknown values.

Methods for machine learning in a data management product are presented. In one embodiment, a method includes receiving an analysis request for a data management product. A method, in a further embodiment, includes executing one or more machine learning ensembles to predict one or more unknown values for a data management product. A method, in another embodiment, includes providing native access, within a data management product, to one or more predicted values corresponding to one or more unknown values.

Other methods for machine learning in a data management product are presented. A method, in one embodiment, includes providing a machine learning module in
communication with a data management product. In another embodiment, a method includes transmitting a new ensemble request from a data management product to a machine learning module. A method, in certain embodiments, includes receiving training data from a data management product. In a further embodiment, a method includes generating a plurality of learned functions using training data. In certain embodiments, a method includes forming a machine learning ensemble based on a plurality of learned functions. A method, in one embodiment, includes integrating a machine learning ensemble with a data management product to provide access to machine learning results within the data management product.

BRIEF DESCRIPTION OF THE DRAWINGS

In order that the advantages of the disclosure will be readily understood, a more particular description of the disclosure briefly described above will be rendered by reference to specific embodiments that are illustrated in the appended drawings. Understanding that these drawings depict only typical embodiments of the disclosure and are not therefore to be considered to be limiting of its scope, the disclosure will be described and explained with additional specificity and detail through the use of the accompanying drawings, in which:

Figure 1 is a schematic block diagram illustrating one embodiment of a system for integrating machine learning with a data management product;

Figure 2A is a schematic block diagram illustrating one embodiment of a machine learning module;

Figure 2B is a schematic block diagram illustrating another embodiment of a machine learning module;

Figure 3 is a schematic block diagram illustrating one embodiment of an ensemble factory module;

Figure 4 is a schematic block diagram illustrating one embodiment of a system for an ensemble factory;

Figure 5 is a schematic block diagram illustrating one embodiment of learned functions for a machine learning ensemble;

Figure 6 is a schematic flow chart diagram illustrating one embodiment of a method for an ensemble factory;

Figure 7 is a schematic flow chart diagram illustrating another embodiment of a method for directing data through a machine learning ensemble;
Figure 9 is a schematic flow chart diagram illustrating one embodiment of a method for integrating machine learning with a data management product; and

Figure 10 is a schematic flow chart diagram illustrating another embodiment of a method for integrating machine learning with a data management product.

DETAILED DESCRIPTION

Aspects of the present disclosure may be embodied as a system, method or computer program product. Accordingly, aspects of the present disclosure may take the form of an entirely hardware embodiment, an entirely software embodiment (including firmware, resident software, micro-code, etc.) or an embodiment combining software and hardware aspects that may all generally be referred to herein as a "circuit," "module" or "system."

Furthermore, aspects of the present disclosure may take the form of a computer program product embodied in one or more computer readable storage media having computer readable program code embodied thereon.

Many of the functional units described in this specification have been labeled as modules, in order to more particularly emphasize their implementation independence. For example, a module may be implemented as a hardware circuit comprising custom VLSI circuits or gate arrays, off-the-shelf semiconductors such as logic chips, transistors, or other discrete components. A module may also be implemented in programmable hardware devices such as field programmable gate arrays, programmable array logic, programmable logic devices or the like.

Modules may also be implemented in software for execution by various types of processors. An identified module of executable code may, for instance, comprise one or more physical or logical blocks of computer instructions which may, for instance, be organized as an object, procedure, or function. Nevertheless, the executables of an identified module need not be physically located together, but may comprise disparate instructions stored in different locations which, when joined logically together, comprise the module and achieve the stated purpose for the module.

Indeed, a module of executable code may be a single instruction, or many instructions, and may even be distributed over several different code segments, among different programs, and across several memory devices. Similarly, operational data may be identified and illustrated herein within modules, and may be embodied in any suitable form and organized within any suitable type of data structure. The operational data may be collected as a single data set, or may be distributed over different locations including over different storage devices, and may exist, at least partially, merely as electronic signals on a
system or network. Where a module or portions of a module are implemented in software, the software portions are stored on one or more computer readable storage media.

Any combination of one or more computer readable storage media may be utilized. A computer readable storage medium may be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system, apparatus, or device, or any suitable combination of the foregoing.

More specific examples (a non-exhaustive list) of the computer readable storage medium would include the following: a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), a portable compact disc read-only memory (CD-ROM), a digital versatile disc (DVD), a Blu-ray Disc, an optical storage device, a magnetic tape, a Bernoulli drive, a magnetic disk, a magnetic storage device, a punch card, integrated circuits, other digital processing apparatus memory devices, or any suitable combination of the foregoing, but would not include propagating signals. In the context of this document, a computer readable storage medium may be any tangible medium that can contain, or store a program for use by or in connection with an instruction execution system, apparatus, or device.

Program code for carrying out operations for aspects of the present disclosure may be generated by any combination of one or more programming language types, including, but not limited to any of the following: machine languages, scripted languages, interpretive languages, compiled languages, concurrent languages, list-based languages, object oriented languages, procedural languages, reflective languages, visual languages, or other language types. The program code may execute entirely on the user's computer, partly on the user's computer, as a stand-alone software package, partly on the user's computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user's computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider).

Reference throughout this specification to "one embodiment," "an embodiment," or similar language means that a particular feature, structure, or characteristic described in connection with the embodiment is included in at least one embodiment of the present disclosure. Thus, appearances of the phrases "in one embodiment," "in an embodiment," and similar language throughout this specification may, but do not necessarily, all refer to the
same embodiment, but mean "one or more but not all embodiments" unless expressly specified otherwise. The terms "including," "comprising," "having," and variations thereof mean "including but not limited to" unless expressly specified otherwise. An enumerated listing of items does not imply that any or all of the items are mutually exclusive and/or mutually inclusive, unless expressly specified otherwise. The terms "a," "an," and "the" also refer to "one or more" unless expressly specified otherwise.

Furthermore, the described features, structures, or characteristics of the disclosure may be combined in any suitable manner in one or more embodiments. In the following description, numerous specific details are provided, such as examples of programming, software modules, user selections, network transactions, database queries, database structures, hardware modules, hardware circuits, hardware chips, etc., to provide a thorough understanding of embodiments of the disclosure. However, the disclosure may be practiced without one or more of the specific details, or with other methods, components, materials, and so forth. In other instances, well-known structures, materials, or operations are not shown or described in detail to avoid obscuring aspects of the disclosure.

Aspects of the present disclosure are described below with reference to schematic flowchart diagrams and/or schematic block diagrams of methods, apparatuses, systems, and computer program products according to embodiments of the disclosure. It will be understood that each block of the schematic flowchart diagrams and/or schematic block diagrams, and combinations of blocks in the schematic flowchart diagrams and/or schematic block diagrams, can be implemented by computer program instructions. These computer program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the schematic flowchart diagrams and/or schematic block diagrams block or blocks.

These computer program instructions may also be stored in a computer readable storage medium that can direct a computer, other programmable data processing apparatus, or other devices to function in a particular manner, such that the instructions stored in the computer readable storage medium produce an article of manufacture including instructions which implement the function/act specified in the schematic flowchart diagrams and/or schematic block diagrams block or blocks.
The computer program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other devices to cause a series of operational steps to be performed on the computer, other programmable apparatus or other devices to produce a computer implemented process such that the instructions which execute on the computer or other programmable apparatus provide processes for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

The schematic flowchart diagrams and/or schematic block diagrams in the figures illustrate the architecture, functionality, and operation of possible implementations of apparatuses, systems, methods and computer program products according to various embodiments of the present disclosure. In this regard, each block in the schematic flowchart diagrams and/or schematic block diagrams may represent a module, segment, or portion of code, which comprises one or more executable instructions for implementing the specified logical function(s).

It should also be noted that, in some alternative implementations, the functions noted in the block may occur out of the order noted in the figures. For example, two blocks shown in succession may, in fact, be executed substantially concurrently, or the blocks may sometimes be executed in the reverse order, depending upon the functionality involved. Other steps and methods may be conceived that are equivalent in function, logic, or effect to one or more blocks, or portions thereof, of the illustrated figures.

Although various arrow types and line types may be employed in the flowchart and/or block diagrams, they are understood not to limit the scope of the corresponding embodiments. Indeed, some arrows or other connectors may be used to indicate only the logical flow of the depicted embodiment. For instance, an arrow may indicate a waiting or monitoring period of unspecified duration between enumerated steps of the depicted embodiment. It will also be noted that each block of the block diagrams and/or flowchart diagrams, and combinations of blocks in the block diagrams and/or flowchart diagrams, can be implemented by special purpose hardware-based systems that perform the specified functions or acts, or combinations of special purpose hardware and computer instructions.

The description of elements in each figure may refer to elements of proceeding figures. Like numbers refer to like elements in all figures, including alternate embodiments of like elements.

Figure 1 depicts one embodiment of a system 100 for integrating machine learning with a data management product 108. The system 100, in the depicted embodiment, includes a machine learning module 102 configured to provide machine learning functions, methods,
queries, and/or results to a user 110 of the data management product 108 using machine
learning. The machine learning module 102, in one embodiment, is integrated with the data
management product 108, such as a database system, a spreadsheet program, or the like, as
an extension, plug-in, or add-on and may be accessible through a native language or interface
of the data management product 108. The machine learning module 102 and/or the data
management product 108, in the depicted embodiment, may be in communication with one
or more users 110, with one or more clients 104 over a data network 106, or the like.

The data management product 108, in general, comprises software and/or hardware
configured to store, provide access to, manipulate, administer, alter, or otherwise manage
data for users 110 or other clients 104 of the system 100. The data management product 108,
in certain embodiments, may comprise an enterprise database system, a database
management system (DBMS), a commercial database product, a spreadsheet product, or the
like. The data management product 108 may store, manage, or provide access to data for one
or more users 110, for other clients 104, or the like, locally and/or over the data network 106.

Examples of data management products 108, in various embodiments, may include
Oracle®, FoxPro®, IBM DB2®, Linter, Microsoft Access®, Microsoft SQL Server,
MySQL®, PostgreSQL, SQLite®, or other database management systems. Data management
products 108, in a further embodiment, may include a spreadsheet product for organization
and/or analysis of data in a tabular, sheet-based format. A data management product 108, in
one embodiment, may include a spreadsheet product that is part of a suite, such as Microsoft
Office® Excel, LibreOffice® Calc, AppleWorks®, Quattro Pro®, IBM Lotus Notes®,
Gnumeric, KSpread, or the like. A data management product 108, in a further embodiment,
may include a spreadsheet product that is standalone, such as Mariner Calc, Abykus,
Kingsoft®, or the like. A data management product 108, in other embodiments, may include
a cloud based or online spreadsheet product such as EditGrid, Sheetster, or the like.

In another embodiment, a data management product 108 may include another type of
software application or computer program product designed to provide access to, store,
manage, process, manipulate, query, or otherwise access a set of data values, or may simply
comprise a set of data values stored on a computer readable storage medium, such as volatile
memory, a non-volatile data storage device, or the like. In certain embodiments, an operating
system, file system, or other system that manages, accesses, or provides access to data values
may comprise a data management product 108.

The machine learning module 102 may be integrated with, co-located with, or
otherwise in communication with the data management product 108. For example, the
machine learning module 102 may execute on the same host computing device as the data management product 108 and may communicate with the data management product 108 using an API, a function call, a shared library, a configuration file, a hardware bus or other command interface, or using another local channel. In certain embodiments, the machine learning module 102 may be accessed and executed using an extension language or interface of the data management product 108, as an extension, plug-in, add-on or the like for the machine learning module 102. In another embodiment, the machine learning module 102 may be in communication with the data management product 108 over the data network 106, such as a local area network (LAN), a wide area network (WAN) such as the Internet as a cloud service, a wireless network, a wired network, or another data network 106.

The machine learning module 102, in one embodiment, may comprise computer executable code installed on a computing system for extending, modifying, and/or configuring the data management product 108 with machine learning, predictive functionality. In a further embodiment, the machine learning module 102 may comprise a dedicated hardware device or appliance in communication with the data management product 108 over the data network 106, over a communications bus, or the like.

The machine learning module 102, in certain embodiments, interfaces with the data management product 108 to extend functionality of the data management product 108 using machine learning. The machine learning module 102, in one embodiment, uses data of the data management product 108 as machine learning inputs, to generate learned functions and/or machine learning ensembles, to provide predictive machine learning results, or the like based on data of the data management product 108. In one embodiment, the machine learning module 102 may receive data from or within the data management product 108, either directly or indirectly, that the data management product 108 stores, has access to, or the like. In another embodiment, the machine learning module 102 may collect certain data independently from the data management product 108, to supplement data from the data management product 108 or the like with predicted values. In one embodiment, the machine learning module 102 may receive data from a user 110, as configuration data, as a machine learning input, or the like. One example of machine learning that the machine learning module 102 may use to determine a predictive, machine learning result for data of the data management product 108 is a machine learning ensemble as described in greater detail below with regard to Figure 2B, Figure 3, Figure 4, and Figure 5.

In certain embodiments, the data management product 108 and/or the machine learning module 102 receive an analysis request. Analysis requests may request analysis
based on data from the data management product and/or request a prediction of one or more unknown values of the data of the data management product 108. This request may originate from a user, another client 104, a computer system, or an automated request.

In some embodiments, the analysis request is made through a native query language or using a native interface of the data management product 108, such as an SQL query or another database query. This request may be in the form of a command, query, or other form of request. One example of an analysis request is a manual or automatic request to predict the value of one or more unknown values in the data management product 108. More specifically, the analysis request may be a request to predict one or more unknown values that are based on or related to data values stored in the data management product 108. For example, the analysis request may request a prediction of an academic result, a sporting or gaming result, a traffic pattern, a climate result, a chemical result, a linguistics result, a medical result, or the like depending on the type of data and/or the features of data from the data management product 108.

In one embodiment, in response to an analysis request the machine learning module 102 may generate one or more learned function and/or one or more machine learning ensemble that may be used to predict the one more unknown values of data of the data management product 108. In some embodiments, the machine learning module 102 generates the learned functions and/or machine learning ensembles in an automated manner, with little or no further input from a user 110 or the like. For example, in response to an analysis request, the data management product 108 and/or the machine learning module 102 may initiate a new ensemble request that identifies training data, test data, a target feature for a classification or prediction, or the like of the data management product 108. In response to the new ensemble request the machine learning module 102 may use identified data and/or target features as described below with regard to the ensemble factory module 212 of Figures 2B, 3, and 4 to generate one or more machine learning ensembles or other learned functions in an automated manner.

The machine learning module 102, in a further embodiment, may satisfy an analysis request or other query from a user 110 or other client 104 by executing the generated one or more machine learning functions and/or machine learning ensembles to predict one or more unknown values. The one or more unknown values may have been identified in the analysis request. The machine learning module 102 may utilize data stored in or accessible to the data management product 108 to predict the one or more unknown values. In this manner, the machine learning module 102, in certain embodiments, may provide predictive, machine
learning functionality and results to users 110 or other clients 104 of the data management product 108, without extensive configuration or customization by a data scientist or other expert, using a native interface or language of the data management product 108. This predictive functionality may be beneficial to users of data management products 108, who can, with minimal effort, access one or more predicted values of otherwise unknown data values in the data management product 108. Moreover, as noted below, in some embodiments, the user may also receive a confidence value that relates to the returned predicted values to enable the user to evaluate the probability of the predicted values being correct.

In one embodiment, in response to an analysis request or other query, the data management product 108 may natively execute the one or more learned functions, machine learning ensembles, or other machine learning of the machine learning module 102.

In certain embodiments, the machine learning module 102 may cooperate with the data management product 108 such that the data management product executes an analysis request or other query in parallel, natively within the data management product 108. For example, in one embodiment, the data management product 108 may break, divide, or split a predictive task (e.g., an analysis request or other query) into multiple streams or threads, and may create different instances of the same learned functions, machine learning ensembles, or other machine learning of the machine learning module 102 for each stream or thread such that multiple instances execute at the same time with different data from the data management product 108. The machine learning module 102, in one embodiment, provides learned functions, machine learning ensembles, and/or other machine learning configured to execute in parallel, without interfering with other instances (e.g., updating shared data, overwriting shared data, locking shared data, moving shared data, or the like). Whether or not the data management product 108 executes an analysis request or other query in parallel, in certain embodiments, may be selectable by the user 110 or other client 104, as a setting, a parameter of a query or request, or the like.

Figure 2A depicts one embodiment of a machine learning module 102. The machine learning module 102 of Figure 2A, in certain embodiments, may be substantially similar to the machine learning module 102 described above with regard to Figure 1. In the depicted embodiment, the machine learning module 102 includes an input module 202, a learned function module 204, and a result module 206.

In one embodiment, the input module 202 is configured to receive an analysis request for the data management product 108. The analysis request, as previously described, may
request analysis on data from the data management product 108 and/or request a prediction of one or more unknown values of the data of the data management product 108. The analysis request may originate from a user, another client 104, a computer system, or automated request.

In certain embodiments, in response to the analysis request, the input module 202 is configured to request and/or receive data from the data management product 108 as machine learning input for the learned function module 204. The input module 202 may utilize this data to generate machine learning ensembles or other learned functions and/or to provide predictive, machine learning results. For example, the input module 202 may access data from one or more tables, spreadsheets, or other data structures of the data management product 108. The input module 202, in a further embodiment, may receive user information as a machine learning input as described below with regard to the user input module 214 of Figure 2B. The input module 202 may provide a user interface (e.g., a graphical user interface or GUI, a command-line interface or CLI, a configuration file, or the like) to a user 110 which the user 110 may use to provide user input, may receive input from a user 110 using a native interface of the data management product 108, or the like.

In one embodiment, the input module 202, the learned function module 204, and/or the result module 206 may be integrated with the data management product 108. For example, one or more of these modules may be integrated with the data management product 108 as an extension, plug-in, or add-on within the data management product 108. Accordingly, one or more of these modules may receive data directly from the data management product 108 and provide data directly to and through the data management product 108. For example, one such module may receive data directly using a native interface of the data management product 108, using an API, using a function call, using a shared library, using a hardware bus or other command interface, using a shared data repository, or the like. The input module 202, in another embodiment, may gather or collect certain data itself, from the one or more clients 104 or other computing devices, from a third party data repository over the data network 106, from one or more sensors, or the like, to supplement or complete data from the data management product 108. Additionally, the result module 206 may provide native access to predicted values within the data management product 108, such as through a native interface.

In one embodiment, the learned function module 204 is configured to predict one or more unknown values for the data management product 108. In certain embodiments, to make such prediction, the learned function module 204 is configured to recognize and/or
predict patterns, values, features, classifications, query results, or the like in data from the input module 202 (e.g., data from the data management product 108) using machine learning. For example, the learned function module 204 may recognize a pattern in instances of one or more features or column of a database table, spreadsheet, or the like and predict values (e.g., provide a classification) for another feature or column as described in greater detail below with regard to the result module 206. The learned function module 204 may be configured to accept data, user input, a function call, a query in a native language of the data management product 108, or other data from the input module 202 as direct or indirect machine learning inputs and to produce a result in cooperation with the result module 206.

In certain embodiments, the learned function module 204 may be configured to execute one or more machine learning ensembles to predict one or more unknown values for the data management product 108. The machine learning ensemble(s) can be preexisting or can be developed in response to the analysis request. The one or more machine learning ensembles can be configured to recognize and/or predict patterns, values, features, classifications, query results, or the like in data from the input module 202 (e.g., data from the data management product 108) using machine learning. Accordingly, the learned function module 204 can include one or more machine learning ensembles. Machine learning ensembles are described in greater detail below with regard to Figure 2B, Figure 3, Figure 4, and Figure 5.

The machine learning that the learned function module 204 uses, whether as part of one or more machine learning ensembles or as independent learned functions, in various embodiments, may include decision trees; decision forests; kernel classifiers and regression machines with a plurality of reproducing kernels; non-kernel regression and classification machines such as logistic, classification and regression trees (CART), multi-layer neural nets with various topologies; Bayesian-type classifiers such as Naive Bayes and Boltzmann machines; logistic regression; multinomial logistic regression; probit regression; auto regression (AR); moving average (MA); ARMA; AR conditional heteroskedasticity (ARCH); generalized ARCH (GARCH); vector AR (VAR); survival or duration analysis; multivariate adaptive regression splines (MARS); radial basis functions; support vector machines; k-nearest neighbors; geospatial predictive modeling; and/or other classes of machine learning.

A learned function (or machine learning ensemble) of the learned function module 204 may accept instance of one or more features (of data from the data management product 108) as input, and provide a prediction, a classification, a confidence metric, an inferred
function, a regression function, an answer, a subset of the instances, a subset of the one or more features, or the like as an output or result. In certain embodiments, a learned function or machine learning ensemble of the learned function module 204 may not be configured to output a desired result directly, and a translation module 326, as described below with regard to Figure 3, may translate the output of a learned function or machine learning ensemble into the desired result, with a desired format, or the like.

By using machine learning, such as a machine learning ensemble or set of machine learning ensembles, in one embodiment, the learned function module 204 may recognize complex patterns in data of the data management product 108. The learned function module 204 may use the complex recognized patterns to intelligently determine predictive, machine learning which may also be complex. The patterns and associated results determined by the learned function module 204, in certain embodiments, may be unexpected and difficult or impossible for a user 110 to detect on their own, and may not be available using the default, built-in functions or methods of the data management product 108. The learned function module 204 may cooperate with the ensemble factory module 212 to create machine learning ensembles 222 in an automated manner that are customized for particular data, for a particular data management product 108, or the like, as described below.

The result module 206 can be configured to provide native access, within the data management product 108, to the predicted values determined by the learned function module 204. For example, the result module 206, in one embodiment, may provide a predictive, machine learning result from the learned function module 204 that the learned function module 204 processes. The result module 206 may be integrated with the learned function module 204, in communication with the learned function module 204, or may otherwise cooperate with the learned function module 204 to provide results.

Native access may be provided through the native interface of the data management product 108, through a pop-up window thereof, or through any other native aspect of the data management product. For example, the result module 206 can input one or more predicted values into the data management product 108, which may be viewed by a user through the native interface of the data management product 108. In a more specific example, the result module 206 can be configured to populate a column/row of a table represented in a native interface of the data management product 108 with predicted values.

In some embodiments, the result module 206 is configured to modify a data structure of the data management product 108 to store the one or more predicted values provided by the result module 206. Data structures may be modified, replaced, or edited with data of the
predicted values. Additionally, one or more new data features or types may be added to accommodate the predicted values. For instance, the result module 206 can add and column/row to a table, create a new data type and data values of that type, modify data values, edit data values, and the like.

As mentioned, in some embodiments, the learned function module 204 is configured to determine a confidence value corresponding to each predicted value. A confidence value can identify the likelihood that the predicted value will be correct. For example, the learned function module 204 may identify multiple predicted values for an unknown value of the data management product 108. The learned function module 204 may further calculate a confidence value (or metric) for each of the multiple predicted values. The confidence value may be a percentage, ranking, score, or other suitable representation. In some embodiments, the result module 206 is configured to provide native access, within the data management product, to a confidence value corresponding to each of the predicted values. In some embodiments, the result module 206 may be configured to filter out predicted values that have a confidence value below a threshold amount. Thus, in some instances, the result module 206 may only provide predicted values and their corresponding confidence values when the confidence value exceeds the threshold. Additionally or alternatively, the result module 206 may be configured to provide to the data management product 108 only the predicted values (e.g., the one, two, three, or four predicted values) having the highest confidence value(s).

In one embodiment, the input module 202 may receive data from the data management product 108 for developing, training, and/or testing machine learning with little or no user input in the selection and generation of the machine learning functions. The machine learning module 102, in certain embodiments, may use machine learning, such as a generated machine learning ensemble or other learned functions, to supplement, extend, and/or enhance the data management product 108, using an existing or native interface of the data management product 108. The input module 202 may provide one or more supplemental, enhanced, and/or extended functions or methods to users 110 or other clients 104 using the existing or native interface of the data management product 108.

As described above, the machine learning module 102 may provide extended or enhanced functions to a data management product 108. In certain embodiments, these functions may be accessed in a structured query language (SQL) query or other type of native query of the data management product 108, in a GUI of the data management product 108, or using another native interface. For example, without an appropriate extension or
enhancement, a query may be limited to requesting data already stored in or accessible to the data management product 108. In a specific implementation, a data management product 108 may store student's test scores and other associated class-related data. The data management product 108 may permit a user to search the class-related data, as follows: SELECT mid_term_score FROM scores WHERE studentID = 456. However, absent the machine learning module 102, the data management product 108 may be severely or completely limited in its ability to analyze or predict data values that are not stored in the data management product 108. In certain embodiments, the machine learning module 102 may extend the data management product 108 with one or more predictive, machine learning functions. In the academic example above, instead of simply providing access to existing scores or other data, the input module 202 may provide access to a grade predictor function, such as predict_finalGrade(grade) and other suitable predicting functions.

In response to a user 110 or other client 104 submitting an analysis request or other query to the input module 202, the learned function module 204 may process or analyze data associated with the analysis request in the data management system 108 using machine learning. The result module 206 may subsequently provide a result from the learned function module 204 to the requesting user 110 or other client 104. The example grade predictor function may return a predicted grade, a confidence metric, and/or another predictive, machine learning result based, at least in part, on the mid_term_score data previously discussed, on other data values associated with the student in the data management system 108 such as, homework scores, test scores, quiz scores, attendance, associations with various student groups, residence, location in a classroom, student age, school age, teacher age, teacher gender, student gender, or the like, as determined by the learned function module 204.

In the academic example, a query or analysis request such as "SELECT predict_finalGrade('A') WHERE studentID = 456;" may return a confidence metric associated with the likelihood that the identified student will receive a final grade of 'A' (e.g., a confidence metric of 92% if the student received a high mid-term grade, has good attendance, or the like; a confidence metric of 22% if the student received a low mid-term grade, has low attendance, or the like). In another embodiment, the input module 202 may provide support for a query or another analysis request that involves the results of several different learned functions, machine learning ensembles, or the like. In the previous academic example, the input module 202 may support a query that requests a prediction of the most likely grade a student may receive.
In the example, in one embodiment, the learned function module 204 may execute the query using a machine learning ensemble or other machine learning for each available grade value, providing confidence metrics for each available grade value, such as an A+, A, A-, B+, B, B-, C+, C, C-, D+, D, D-, F, P (Passing), O (Outstanding), E (Exceeding Expectations), M (Meeting, Expectations), S (Satisfactory), U (Unsatisfactory), or the like. The result module 206, in certain embodiments, may return the grade value with the highest confidence value, or the like, out of each possible grade value. For example, if available grade values for a given student are A, B, C, D, or F, and respective confidence value from the learned function module 204 are $A = 43\%$, $B = 72\%$, $C = 38\%$, $D = 21\%$, $F = 8\%$, the result module 206 may return a predicted grade of B. Additionally, in some embodiments, the result module 206 may provide the confidence value of 72% corresponding to the predicted B grade.

In certain embodiments, the learned function module 204 may transform data values from the data management system 108 for compatibility with machine learning, such as a machine learning ensemble, for consistency of results, for accuracy, for simplicity, for efficiency, or the like. For example, a zip code may be converted into latitude and longitude values, dates may be transformed into real values or offsets, strings may be transformed into flags or identifiers (e.g., a different binary value may represent each value of a string, for example a binary zero for a male gender and a binary one for a female gender in a database table or spreadsheet), or the like. In one embodiment, the learned function module 204 may translate data from a human-readable or human language format into a predictive ready or machine-readable format, or the like.

Additionally, the learned function module 204 may scale or alter data values for inclusion in a machine learning data set (e.g., training data, test data, workload data). For example, a learned function may approximate a physical object as a cube. In this example, it may be more convenient to represent the physical object by a set of three values representing a height, width, and depth, thereby describing physical dimensions of the item as a cube. This may allow a wide variety of physical objects in different shapes to be used as input into a learned function that represents a physical object as a cube. The learned function module 204 may provide other representations or alterations of data in the data management product 108 for convenience, consistency, simplicity, reliability, accuracy, or the like.

A user 110 or other client 104, in certain embodiments, may access the provided functions or methods of the learned function module 204 as native language commands of the data management product 108, using a native interface of the data management product.
Therefore, a user 110 or other client 104, in certain embodiments, may generate machine learning functions or methods (e.g., a machine learning ensemble or other learned function) and/or access predictive, machine learning functions or methods via the input module 202 using existing skills or knowledge of the native language or interface of the data management product 108, with little or no additional training.

In one embodiment, a data management product 108 for vehicular or pedestrian traffic may be extended or enhanced by the machine learning module 102 with a predictive method called "predict_travel_time." In this example, this method may predict an estimated travel time from "start_location" to "end_location" at a specified time based on data from the input module 202 processed by the learned function module 204. In the example, the learned function module 204 may use machine learning to predict a result based on a variety of data from the data management product 108, such as historical traffic patterns, weather conditions, temperature and other climate conditions, road construction conditions, traffic accidents or other events that may block traffic, emergency situations, security considerations, sporting events or other events that may affect traffic, day of the week, holidays, time of day, market conditions, scheduled events, parking facilities, road sizes, construction, or the like.

In one embodiment, the learned function module 204 may regenerate (e.g., retrain or relearn) a particular predictive method or function (e.g., a machine learning ensemble, a learned function, or the like) in response to a trigger event. Non-limiting examples of triggering events include a change in data stored in the data management product 108, an update request from a user 110 or other client 104, an amount of time passing (e.g., periodically), or the like. For example, the learned function module 204 may retrain or relearn the predict_travel_time predictive methods or functions in the traffic example when a condition changes, such as a change in a weather pattern, a change in construction, a change in an available lane of traffic, or the like. In other embodiments, a predictive method or function generated by the learned function module 204, using the ensemble factory module 212 or the like, may be configured to provide a result based on a change in one or more features or conditions without retraining or relearning.

In addition to the academic and traffic examples described above, in various embodiments, the machine learning module 102 may provide predictive, machine learning functions or methods for employment predictions based on qualifications, achievements, or the like; salary or compensation bonus predictions based on work history, skills, or the like; agricultural predictions such as hydration for a field of crops based on the type of crop being...
grown, rain or rain patterns, natural water flow, dew and sprinkler time, chemical treatments, sunlight, or the like; or other predictions based on the type of data stored in or accessible by the data management product 108.

The learned function module 204, in various embodiments, may generate and/or execute learned functions, machine learning ensembles (as described below with regard to the ensemble factory module 212), or the like using different types of computing resources, such as a super computer, a computing cluster, a cloud computing service, one or more central processing units (CPUs), one or more graphic processing units (GPUs), or the like.

The machine learning module 102 may use a data definition language (DDL) or another language or interface supported by the data management product 108 to define data structure or database schemas to facilitate learning for predictive methods. For example, in response to the learned function module 204 providing enhanced methods or functions, the learned function module 204 may use a DDL to modify or enhance a default language or set of supported methods or functions for the data management product 108 in order to integrate the learned methods or functions into the data management product 108.

As mentioned, in one embodiment, the result module 206 may modify a table or other data structure of the data management product 108 to store predictive results. For example, in an academic scenario, the result module 206 may add one or more columns to a grades table for storing results (e.g., a predicted grade value, a confidence metric for a grade value, or the like). In certain embodiments, the results that the result module 206 stores in data structures of the data management product 108 may be accessible to a user 110 or other client 104 through the data management system 108 with the rest of the data in the data structures, using a supported interface. One skilled in the art, in light of this disclosure, will recognize a wide variety of ways in which a predictive method or function may be integrated into a query or other native interface of a data management product 108. For example, in a select statement, the select may be based on a single table, multiple joined tables, or the like, and may reference one or more predictive methods and/or functions.

Figure 2B depicts another embodiment of a machine learning module 102. In certain embodiments, the machine learning module 102 of Figure 2B may be substantially similar to the machine learning module 102 described above with regard to Figure 1 and/or Figure 2A. In the depicted embodiment, the machine learning module 102 includes the input module 202, the learned function module 204, and the result module 206 and further includes an ensemble factory module 212. The input module 202, in the depicted embodiment, includes a
user input module 214, and a data input module 218. The learned function module 204, in the
depicted embodiment, includes one or more machine learning ensembles 222a-c.

The input module 202, in certain embodiments, may include a user input module 214
to receive input from a user 110. For example, a user may enter information via an input
device of a computing device of the data management product 108, an input device of a
client 104, such as a keyboard, mouse, touchpad, or the like. The user input module 214, in
one embodiment, may receive user information dynamically during runtime of the data
management product 108, so that the learned function module 204 may respond to or make
determinations based on the user information. The user input module 214 may also receive
an analysis request or data relating to an analysis request.

In certain embodiments, the input module 202 uses a data input module 218 to
receive data for developing and/or training learned functions. The data input module 218 may
receive data from a data management product 108, may gather systems management data
itself, or the like. The input module 202, in certain embodiments, may use the data input
module 218 to receive data for the learned function module 204 to use as training data,
testing data, and/or workload data. The data input module 218 may receive data directly from
the data management product 108, and/or may gather certain data itself. The data input
module 218, in certain embodiments, may dynamically monitor or collect data over time, so
that as patterns in the data change, the machine learning module 102 may dynamically
provide or update results.

In one embodiment, the ensemble factory module 212 is configured to form one or
more machine learning ensembles 222a-c for the learned function module 204. In certain
embodiments, the learned function module 204 may include a plurality of machine learning
ensembles 222a-c. Each one of the plurality of machine learning ensembles 222a-c may be
configured for use with different data sets of the data management product 108, for different
data management products 108, for different queries, for different types of methods and/or
functions, or the like.

The ensemble factory module 212, in certain embodiments, generates machine
learning ensembles 222a-c by generating a large number of learned functions from multiple
different classes, evaluating, combining, and/or extending the learned functions, synthesizing
selected learned functions, and organizing the synthesized learned functions into a machine
learning ensemble 222. Thus, in some embodiments, the ensemble factory module 212 may
require little or no input from a Data Scientist or other human contributor. The ensemble
factory module 212, in one embodiment, services analysis requests with input from the input
module 202 and the one or more machine learning ensembles 222a-c. The ensemble factory module 212 may produce one or more machine learning ensembles 222a-c that may perform analysis, calculate results, and/or recognize patterns for the result module 206. While the learned function module 204, in the depicted embodiment, includes three machine learning ensembles 222a-c, in other embodiments, the learned function module 204 may include one or more single learned functions not organized into a machine learning ensemble 222; a single machine learning ensemble 222; tens, hundreds, or thousands of machine learning ensembles 222; or the like.

In some embodiments, the ensemble factory module 212 is configured to generate the one or more machine learning ensembles using training data from the data management product 108. Training data may include data from data types related to the analysis request that may be used to generate learned functions and machine learning ensembles. Training data may specifically include data relating to known values, such as historical values, that can be utilized to develop learned functions and machine learning ensembles for predicting unknown values. The generated machine learning ensembles may subsequently be configured to predict the one or more unknown values in the data management product 108 using workload data from the data management product 108. Workload data can include actual data that is likely to be relevant to the prediction of one or more unknown values associated with the analysis request. These processes will be described in greater detail below.

By generating a large number of learned functions, without regard to the effectiveness of the generated learned functions, without prior knowledge of the generated learned functions suitability, or the like, and evaluating the generated learned functions, in certain embodiments, the ensemble factory module 212 may provide machine learning ensembles 222a-c that are customized and finely tuned for a particular set of data of a data management product 108, without excessive intervention or fine-tuning. The ensemble factory module 212, in a further embodiment, may generate and evaluate a large number of learned functions using parallel computing on multiple processors, such as a massively parallel processing (MPP) system or the like. Machine learning ensembles 222 are described in greater detail below with regard to Figure 3, Figure 4, and Figure 5.

Figure 3 depicts another embodiment of an ensemble factory module 212. The ensemble factory module 212 of Figure 3, in certain embodiments, may be substantially similar to the ensemble factory module 212 described above with regard to Figure 2B. In the depicted embodiment, the ensemble factory module 212 includes a data receiver module 300,
a function generator module 301, a machine learning compiler module 302, a feature selector
module 304 a predictive correlation module 318, and a machine learning ensemble 222. The
machine learning compiler module 302, in the depicted embodiment, includes a combiner
module 306, an extender module 308, a synthesizer module 310, a function evaluator module
312, a metadata library 314, and a function selector module 316. The machine learning
ensemble 222, in the depicted embodiment, includes an orchestration module 320, a
synthesized metadata rule set 322, synthesized learned functions 324, and a translation
module 326.

The data receiver module 300, in certain embodiments, is configured to receive input
data, such as training data, test data, workload data, data management product 108 data, user
input data, or the like, from the learned function module 204, the input module 202, or a
client, either directly or indirectly. The data receiver module 300, in various embodiments,
may receive data over a local channel 108 such as an API, a shared library, a hardware
command interface, or the like; over a data network 106 such as wired or wireless LAN,
WAN, the Internet, a serial connection, a parallel connection, or the like. In certain
embodiments, the data receiver module 300 may receive data indirectly from the learned
function module 204 or another client through an intermediate module that may pre-process,
reformat, or otherwise prepare the data for the ensemble factory module 212. The data
receiver module 300 may support structured data, unstructured data, semi-structured data, or
the like.

One type of data that the data receiver module 300 may receive, as part of a new
ensemble request or the like, is initialization data. The ensemble factory module 212, in
certain embodiments, may use initialization data to train and test learned functions from
which the ensemble factory module 212 may build a machine learning ensemble 222.
Initialization data may comprise data already stored in or accessible to the data management
product 108, or may be from other sources, such as, a file on a non-volatile storage medium,
or the like. Additionally, initialization data may comprise user input data, or other data that
the learned function module 204, the input module 202, or another client provides to the data
receiver module 300 with which to build, initialize, train, and/or test a machine learning
ensemble 222.

Another type of data that the data receiver module 300 may receive, as part of an
analysis request or the like, is workload data (e.g., data with which the learned function
module 204 is to predict a result). As described above, the input module 202, either in
cooperation with the data management product 108 or independently, may receive or access
data from the data management product 108, and each column, data type, data label, or the like that the input module 202 receives may comprise a different feature. The input module 202 and/or the learned function module 204, in certain embodiments, may provide instances of received or accessed data to the data receiver module 300.

The ensemble factory module 212, in certain embodiments, may process workload data using a machine learning ensemble 222 to obtain a result, such as a prediction, a classification, a confidence metric, an answer, a recognized pattern, a rule, a threshold, a setting, a recommendation, or the like. Workload data for a specific machine learning ensemble 222, in one embodiment, has substantially the same format as the initialization data used to train and/or evaluate the machine learning ensemble 222. For example, initialization data and/or workload data may include one or more features. As used herein, a feature may comprise a column, category, data type, attribute, characteristic, label, or other grouping of data. For example, in embodiments where initialization data and/or workload data that is organized in a table format, a column of data may be a feature. Initialization data and/or workload data may include one or more instances of the associated features. In a table format, where columns of data are associated with features, a row of data is an instance.

As described below with regard to Figure 4, in one embodiment, the data receiver module 300 may maintain client data, such as initialization data and/or workload data, in a data repository 406, where the function generator module 301, the machine learning compiler module 302, or the like may access the data. The data repository 406, in one embodiment, may be part of or integrated with the data management product 108. In certain embodiments, as described below, the function generator module 301 and/or the machine learning compiler module 302 may divide initialization data into subsets, using certain subsets of data as training data for generating and training learned functions and using certain subsets of data as test data for evaluating generated learned functions.

The function generator module 301, in certain embodiments, is configured to generate a plurality of learned functions based on training data from the data receiver module 300. A learned function, as used herein, comprises a computer readable code that accepts an input and provides a result. A learned function may comprise a compiled code, a script, text, a data structure, a file, a function, or the like. In certain embodiments, a learned function may accept instances of one or more features as input, and provide a result, such as a prediction, a classification, a confidence metric, an inferred function, a regression function, an answer, a recognized pattern, a rule, a threshold, a setting, a recommendation, or the like. In another embodiment, certain learned functions may accept instances of one or more features as input,
and provide a subset of the instances, a subset of the one or more features, or the like as an output. In a further embodiment, certain learned functions may receive the output or result of one or more other learned functions as input, such as a Bayes classifier, a Boltzmann machine, or the like.

The function generator module 301 may generate learned functions from multiple different machine learning classes, models, or algorithms. For example, the function generator module 301 may generate decision trees; decision forests; kernel classifiers and regression machines with a plurality of reproducing kernels; non-kernel regression and classification machines such as logistic, CART, multi-layer neural nets with various topologies; Bayesian-type classifiers such as Naïve Bayes and Boltzmann machines; logistic regression; multinomial logistic regression; probit regression; AR; MA; ARMA; ARCH; GARCH; VAR; survival or duration analysis; MARS; radial basis functions; support vector machines; k-nearest neighbors; geospatial predictive modeling; and/or other classes of learned functions.

In one embodiment, the function generator module 301 generates learned functions pseudo-randomly, without regard to the effectiveness of the generated learned functions, without prior knowledge regarding the suitability of the generated learned functions for the associated training data, or the like. For example, the function generator module 301 may generate a total number of learned functions that is large enough that at least a subset of the generated learned functions are statistically likely to be effective. As used herein, pseudo-randomly indicates that the function generator module 301 is configured to generate learned functions in an automated manner, without input or selection of learned functions, machine learning classes or models for the learned functions, or the like by a Data Scientist, expert, or other user.

The function generator module 301, in certain embodiments, generates as many learned functions as possible for a requested machine learning ensemble 222, given one or more parameters or limitations. The learned function module 204 or another client may provide a parameter or limitation for learned function generation as part of a new ensemble request or the like to an interface module 402 as described below with regard to Figure 4, such as an amount of time; an allocation of system resources such as a number of processor nodes or cores, or an amount of volatile memory; a number of learned functions; runtime constraints on the requested ensemble such as an indicator of whether or not the requested ensemble should provide results in real-time; and/or another parameter or limitation from the learned function module 204 or another client.
The number of learned functions that the function generator module 301 may generate for building a machine learning ensemble 222 may also be limited by capabilities of the system 100, such as a number of available processors or processor cores, a current load on the system 100, a price of remote processing resources over the data network 106; or other hardware capabilities of the system 100 available to the function generator module 301. The function generator module 301 may balance the hardware capabilities of the system 100 with an amount of time available for generating learned functions and building a machine learning ensemble 222 to determine how many learned functions to generate for the machine learning ensemble 222.

In one embodiment, the function generator module 301 may generate at least 50 learned functions for a machine learning ensemble 222. In a further embodiment, the function generator module 301 may generate hundreds, thousands, or millions of learned functions, or more, for a machine learning ensemble 222. By generating an unusually large number of learned functions from different classes without regard to the suitability or effectiveness of the generated learned functions for training data, in certain embodiments, the function generator module 301 ensures that at least a subset of the generated learned functions, either individually or in combination, are useful, suitable, and/or effective for the training data without careful curation and fine tuning by a Data Scientist or other expert.

Similarly, by generating learned functions from different machine learning classes without regard to the effectiveness or the suitability of the different machine learning classes for training data, the function generator module 301, in certain embodiments, may generate learned functions that are useful, suitable, and/or effective for the training data due to the sheer amount of learned functions generated from the different machine learning classes. This brute force, trial-and-error approach to generating learned functions, in certain embodiments, eliminates or minimizes the role of a Data Scientist or other expert in generation of a machine learning ensemble 222.

The function generator module 301, in certain embodiments, divides initialization data from the data receiver module 300 into various subsets of training data, and may use different training data subsets, different combinations of multiple training data subsets, or the like to generate different learned functions. The function generator module 301 may divide the initialization data into training data subsets by feature, by instance, or both. For example, a training data subset may comprise a subset of features of initialization data, a subset of features of initialization data, a subset of both features and instances of initialization data, or the like. Varying the features and/or instances used to train different learned functions, in
certain embodiments, may further increase the likelihood that at least a subset of the
generated learned functions are useful, suitable, and/or effective. In a further embodiment,
the function generator module 301 ensures that the available initialization data is not used in
its entirety as training data for any one learned function, so that at least a portion of the
initialization data is available for each learned function as test data, which is described in
greater detail below with regard to the function evaluator module 312 of Figure 3.

In one embodiment, the function generator module 301 may also generate additional
learned functions in cooperation with the machine learning compiler module 302. The
function generator module 301 may provide a learned function request interface, allowing the
machine learning compiler module 302, the learned function module 204, another module,
another client, or the like to send a learned function request to the function generator module
301 requesting that the function generator module 301 generate one or more additional
learned functions. In one embodiment, a learned function request may include one or more
attributes for the requested one or more learned functions. For example, a learned function
request, in various embodiments, may include a machine learning class for a requested
learned function, one or more features for a requested learned function, instances from
initialization data to use as training data for a requested learned function, runtime constraints
on a requested learned function, or the like. In another embodiment, a learned function
request may identify initialization data, training data, or the like for one or more requested
learned functions and the function generator module 301 may generate the one or more
learned functions pseudo-randomly, as described above, based on the identified data.

The machine learning compiler module 302, in one embodiment, is configured to
form a machine learning ensemble 222 using learned functions from the function generator
module 301. As used herein, a machine learning ensemble 222 comprises an organized set of
a plurality of learned functions. Providing a classification, a confidence metric, an inferred
function, a regression function, an answer, a recognized pattern, a rule, a threshold, a setting,
a recommendation, or another result using a machine learning ensemble 222, in certain
embodiments, may be more accurate than using a single learned function.

The machine learning compiler module 302 is described in greater detail below with
regard to Figure 3. The machine learning compiler module 302, in certain embodiments, may
combine and/or extend learned functions to form new learned functions, may request
additional learned functions from the function generator module 301, or the like for inclusion
in a machine learning ensemble 222. In one embodiment, the machine learning compiler
module 302 evaluates learned functions from the function generator module 301 using test
data to generate evaluation metadata. The machine learning compiler module 302, in a
further embodiment, may evaluate combined learned functions, extended learned functions,
combined-extended learned functions, additional learned functions, or the like using test data
to generate evaluation metadata.

The machine learning compiler module 302, in certain embodiments, maintains
evaluation metadata in a metadata library 314, as described below with regard to Figures 3
and 4. The machine learning compiler module 302 may select learned functions (e.g. learned
functions from the function generator module 301, combined learned functions, extended
learned functions, learned functions from different machine learning classes, and/or
combined-extended learned functions) for inclusion in a machine learning ensemble 222
based on the evaluation metadata. In a further embodiment, the machine learning compiler
module 302 may synthesize the selected learned functions into a final, synthesized function
or function set for a machine learning ensemble 222 based on evaluation metadata. The
machine learning compiler module 302, in another embodiment, may include synthesized
evaluation metadata in a machine learning ensemble 222 for directing data through the
machine learning ensemble 222 or the like.

In one embodiment, the feature selector module 304 determines which features of
initialization data to use in the machine learning ensemble 222, and in the associated learned
functions, and/or which features of the initialization data to exclude from the machine
learning ensemble 222, and from the associated learned functions. As described above,
initialization data, and the training data and testing data derived from the initialization data,
may include one or more features. Learned functions and the machine learning ensembles
222 that they form are configured to receive and process instances of one or more features.
Certain features may be more predictive than others, and the more features that the machine
learning compiler module 302 processes and includes in the generated machine learning
ensemble 222, the more processing overhead used by the machine learning compiler module
302, and the more complex the generated machine learning ensemble 222 becomes.
Additionally, certain features may not contribute to the effectiveness or accuracy of the
results from a machine learning ensemble 222, but may simply add noise to the results.

The feature selector module 304, in one embodiment, cooperates with the function
generator module 301 and the machine learning compiler module 302 to evaluate the
effectiveness of various features, based on evaluation metadata from the metadata library 314
described below. For example, the function generator module 301 may generate a plurality of
learned functions for various combinations of features, and the machine learning compiler
module 302 may evaluate the learned functions and generate evaluation metadata. Based on the evaluation metadata, the feature selector module 304 may select a subset of features that are most accurate or effective, and the machine learning compiler module 302 may use learned functions that utilize the selected features to build the machine learning ensemble 222. The feature selector module 304 may select features for use in the machine learning ensemble 222 based on evaluation metadata for learned functions from the function generator module 301, combined learned functions from the combiner module 306, extended learned functions from the extender module 308, combined extended functions, synthesized learned functions from the synthesizer module 310, or the like.

In a further embodiment, the feature selector module 304 may cooperate with the machine learning compiler module 302 to build a plurality of different machine learning ensembles 222 for the same initialization data or training data, each different machine learning ensemble 222 utilizing different features of the initialization data or training data. The machine learning compiler module 302 may evaluate each different machine learning ensemble 222, using the function evaluator module 312 described below, and the feature selector module 304 may select the machine learning ensemble 222 and the associated features which are most accurate or effective based on the evaluation metadata for the different machine learning ensembles 222. In certain embodiments, the machine learning compiler module 302 may generate tens, hundreds, thousands, millions, or more different machine learning ensembles 222 so that the feature selector module 304 may select an optimal set of features (e.g. the most accurate, most effective, or the like) with little or no input from a Data Scientist, expert, or other user in the selection process.

In one embodiment, the machine learning compiler module 302 may generate a machine learning ensemble 222 for each possible combination of features from which the feature selector module 304 may select. In a further embodiment, the machine learning compiler module 302 may begin generating machine learning ensembles 222 with a minimal number of features, and may iteratively increase the number of features used to generate machine learning ensembles 222 until an increase in effectiveness or usefulness of the results of the generated machine learning ensembles 222 fails to satisfy a feature effectiveness threshold. By increasing the number of features until the increases stop being effective, in certain embodiments, the machine learning compiler module 302 may determine a minimum effective set of features for use in a machine learning ensemble 222, so that generation and use of the machine learning ensemble 222 is both effective and efficient. The feature effectiveness threshold may be predetermined or hard coded, may be selected by the learned
function module 204 or another client as part of a new ensemble request or the like, may be based on one or more parameters or limitations, or the like.

During the iterative process, in certain embodiments, once the feature selector module 304 determines that a feature is merely introducing noise, the machine learning compiler module 302 excludes the feature from future iterations, and from the machine learning ensemble 222. In one embodiment, the learned function module 204 or another client may identify one or more features as required for the machine learning ensemble 222, in a new ensemble request or the like. The feature selector module 304 may include the required features in the machine learning ensemble 222, and select one or more of the remaining optional features for inclusion in the machine learning ensemble 222 with the required features.

In a further embodiment, based on evaluation metadata from the metadata library 314, the feature selector module 304 determines which features from initialization data and/or training data are adding noise, are not predictive, are the least effective, or the like, and excludes the features from the machine learning ensemble 222. In other embodiments, the feature selector module 304 may determine which features enhance the quality of results, increase effectiveness, or the like, and selects the features for the machine learning ensemble 222.

In one embodiment, the feature selector module 304 causes the machine learning compiler module 302 to repeat generating, combining, extending, and/or evaluating learned functions while iterating through permutations of feature sets. At each iteration, the function evaluator module 312 may determine an overall effectiveness of the learned functions in aggregate for the current iteration's selected combination of features. Once the feature selector module 304 identifies a feature as noise introducing, the feature selector module may exclude the noisy feature and the machine learning compiler module 302 may generate a machine learning ensemble 222 without the excluded feature. In one embodiment, the predictive correlation module 318 determines one or more features, instances of features, or the like that correlate with higher confidence metrics (e.g. that are most effective in predicting results with high confidence). The predictive correlation module 318 may cooperate with, be integrated with, or otherwise work in concert with the feature selector module 304 to determine one or more features, instances of features, or the like that correlate with higher confidence metrics. For example, as the feature selector module 304 causes the machine learning compiler module 302 to generate and evaluate learned functions with different sets of features, the predictive correlation module 318 may determine which
features and/or instances of features correlate with higher confidence metrics, are most effective, or the like based on metadata from the metadata library 314.

The predictive correlation module 318, in certain embodiments, is configured to harvest metadata regarding which features correlate to higher confidence metrics, to determine which feature was predictive of which outcome or result, or the like. In one embodiment, the predictive correlation module 318 determines the relationship of a feature's predictive qualities for a specific outcome or result based on each instance of a particular feature. In other embodiments, the predictive correlation module 318 may determine the relationship of a feature's predictive qualities based on a subset of instances of a particular feature. For example, the predictive correlation module 318 may discover a correlation between one or more features and the confidence metric of a predicted result by attempting different combinations of features and subsets of instances within an individual feature's dataset, and measuring an overall impact on predictive quality, accuracy, confidence, or the like. The predictive correlation module 318 may determine predictive features at various granularities, such as per feature, per subset of features, per instance, or the like.

In one embodiment, the predictive correlation module 318 determines one or more features with a greatest contribution to a predicted result or confidence metric as the machine learning compiler module 302 forms the machine learning ensemble 222, based on evaluation metadata from the metadata library 314, or the like. For example, the machine learning compiler module 302 may build one or more synthesized learned functions 324 that are configured to provide one or more features with a greatest contribution as part of a result. In another embodiment, the predictive correlation module 318 may determine one or more features with a greatest contribution to a predicted result or confidence metric dynamically at runtime as the machine learning ensemble 222 determines the predicted result or confidence metric. In such embodiments, the predictive correlation module 318 may be part of, integrated with, or in communication with the machine learning ensemble 222. The predictive correlation module 318 may cooperate with the machine learning ensemble 222, such that the machine learning ensemble 222 provides a listing of one or more features that provided a greatest contribution to a predicted result or confidence metric as part of a response to an analysis request.

In determining features that are predictive, or that have a greatest contribution to a predicted result or confidence metric, the predictive correlation module 318 may balance a frequency of the contribution of a feature and/or an impact of the contribution of the feature. For example, a certain feature or set of features may contribute to the predicted result or
confidence metric frequently, for each instance or the like, but have a low impact. Another
feature or set of features may contribute relatively infrequently, but has a very high impact on
the predicted result or confidence metric (e.g. provides at or near 100% confidence or the
like). While the predictive correlation module 318 is described herein as determining features
that are predictive or that have a greatest contribution, in other embodiments, the predictive
correlation module 318 may determine one or more specific instances of a feature that are
predictive, have a greatest contribution to a predicted result or confidence metric, or the like.

In the depicted embodiment, the machine learning compiler module 302 includes a
combiner module 306. The combiner module 306 combines learned functions, forming sets,
strings, groups, trees, or clusters of combined learned functions. In certain embodiments, the
combiner module 306 combines learned functions into a prescribed order, and different
orders of learned functions may have different inputs, produce different results, or the like.
The combiner module 306 may combine learned functions in different combinations. For
example, the combiner module 306 may combine certain learned functions horizontally or in
parallel, joined at the inputs and at the outputs or the like, and may combine certain learned
functions vertically or in series, feeding the output of one learned function into the input of
another learned function.

The combiner module 306 may determine which learned functions to combine, how
to combine learned functions, or the like based on evaluation metadata for the learned
functions from the metadata library 314, generated based on an evaluation of the learned
functions using test data, as described below with regard to the function evaluator module
312. The combiner module 306 may request additional learned functions from the function
generator module 301, for combining with other learned functions. For example, the
combiner module 306 may request a new learned function with a particular input and/or
output to combine with an existing learned function, or the like.

While the combining of learned functions may be informed by evaluation metadata
for the learned functions, in certain embodiments, the combiner module 306 combines a large
number of learned functions pseudo-randomly, forming a large number of combined
functions. For example, the combiner module 306, in one embodiment, may determine each
possible combination of generated learned functions, as many combinations of generated
learned functions as possible given one or more limitations or constraints, a selected subset
of combinations of generated learned functions, or the like, for evaluation by the function
evaluator module 312. In certain embodiments, by generating a large number of combined
learned functions, the combiner module 306 is statistically likely to form one or more combined learned functions that are useful and/or effective for the training data.

In the depicted embodiment, the machine learning compiler module 302 includes an extender module 308. The extender module 308, in certain embodiments, is configured to add one or more layers to a learned function. For example, the extender module 308 may extend a learned function or combined learned function by adding a probabilistic model layer, such as a Bayesian belief network layer, a Bayes classifier layer, a Boltzman layer, or the like.

Certain classes of learned functions, such as probabilistic models, may be configured to receive either instances of one or more features as input, or the output results of other learned functions, such as a classification and a confidence metric, or the like. The extender module 308 may use these types of learned functions to extend other learned functions. The extender module 308 may extend learned functions generated by the function generator module 301 directly, may extend combined learned functions from the combiner module 306, may extend other extended learned functions, may extend synthesized learned functions from the synthesizer module 310, or the like.

In one embodiment, the extender module 308 determines which learned functions to extend, how to extend learned functions, or the like based on evaluation metadata from the metadata library 314. The extender module 308, in certain embodiments, may request one or more additional learned functions from the function generator module 301 and/or one or more additional combined learned functions from the combiner module 306, for the extender module 308 to extend.

While the extending of learned functions may be informed by evaluation metadata for the learned functions, in certain embodiments, the extender module 308 generates a large number of extended learned functions pseudo-randomly. For example, the extender module 308, in one embodiment, may extend each possible learned function and/or combination of learned functions, may extend a selected subset of learned functions, may extend as many learned functions as possible given one or more limitations or constraints, or the like, for evaluation by the function evaluator module 312. In certain embodiments, by generating a large number of extended learned functions, the extender module 308 is statistically likely to form one or more extended learned functions and/or combined extended learned functions that are useful and/or effective for the training data.

In the depicted embodiment, the machine learning compiler module 302 includes a synthesizer module 310. The synthesizer module 310, in certain embodiments, is configured
to organize a subset of learned functions into the machine learning ensemble 222, as synthesized learned functions 324. In a further embodiment, the synthesizer module 310 includes evaluation metadata from the metadata library 314 of the function evaluator module 312 in the machine learning ensemble 222 as a synthesized metadata rule set 322, so that the machine learning ensemble 222 includes synthesized learned functions 324 and evaluation metadata, the synthesized metadata rule set 322, for the synthesized learned functions 324.

The learned functions that the synthesizer module 310 synthesizes or organizes into the synthesized learned functions 324 of the machine learning ensemble 222, may include learned functions directly from the function generator module 301, combined learned functions from the combiner module 306, extended learned functions from the extender module 308, combined extended learned functions, or the like. As described below, in one embodiment, the function selector module 316 selects the learned functions for the synthesizer module 310 to include in the machine learning ensemble 222. In certain embodiments, the synthesizer module 310 organizes learned functions by preparing the learned functions and the associated evaluation metadata for processing workload data to reach a result. For example, as described below, the synthesizer module 310 may organize and/or synthesize the synthesized learned functions 324 and the synthesized metadata rule set 322 for the orchestration module 320 to use to direct workload data through the synthesized learned functions 324 to produce a result.

In one embodiment, the function evaluator module 312 evaluates the synthesized learned functions 324 that the synthesizer module 310 organizes, and the synthesizer module 310 synthesizes and/or organizes the synthesized metadata rule set 322 based on evaluation metadata that the function evaluation module 312 generates during the evaluation of the synthesized learned functions 324, from the metadata library 314 or the like.

In the depicted embodiment, the machine learning compiler module 302 includes a function evaluator module 312. The function evaluator module 312 is configured to evaluate learned functions using test data, or the like. The function evaluator module 312 may evaluate learned functions generated by the function generator module 301, learned functions combined by the combiner module 306 described above, learned functions extended by the extender module 308 described above, combined extended learned functions, synthesized learned functions 324 organized into the machine learning ensemble 222 by the synthesizer module 310 described above, or the like.

Test data for a learned function, in certain embodiments, comprises a different subset of the initialization data for the learned function than the function generator module 301 used
as training data. The function evaluator module 312, in one embodiment, evaluates a learned function by inputting the test data into the learned function to produce a result, such as a prediction, a classification, a confidence metric, an inferred function, a regression function, an answer, a recognized pattern, a rule, a threshold, a setting, a recommendation, or another result.

Test data, in certain embodiments, comprises a subset of initialization data, with a feature associated with the requested result removed, so that the function evaluator module 312 may compare the result from the learned function to the instances of the removed feature to determine the accuracy and/or effectiveness of the learned function for each test instance. For example, if the learned function module 204 or another client has requested a machine learning ensemble 222 to predict whether a customer will be a repeat customer, and provided historical customer information as initialization data, the function evaluator module 312 may input a test data set comprising one or more features of the initialization data other than whether the customer was a repeat customer into the learned function, and compare the resulting predictions to the initialization data to determine the accuracy and/or effectiveness of the learned function.

The function evaluator module 312, in one embodiment, is configured to maintain evaluation metadata for an evaluated learned function in the metadata library 314. The evaluation metadata, in certain embodiments, comprises log data generated by the function generator module 301 while generating learned functions, the function evaluator module 312 while evaluating learned functions, or the like.

In one embodiment, the evaluation metadata includes indicators of one or more training data sets that the function generator module 301 used to generate a learned function. The evaluation metadata, in another embodiment, includes indicators of one or more test data sets that the function evaluator module 312 used to evaluate a learned function. In a further embodiment, the evaluation metadata includes indicators of one or more decisions made by and/or branches taken by a learned function during an evaluation by the function evaluator module 312. The evaluation metadata, in another embodiment, includes the results determined by a learned function during an evaluation by the function evaluator module 312. In one embodiment, the evaluation metadata may include evaluation metrics, learning metrics, effectiveness metrics, convergence metrics, or the like for a learned function based on an evaluation of the learned function. An evaluation metric, learning metric, effectiveness metric, convergence metric, or the like may be based on a comparison of the results from a learned function to actual values from initialization data, and may be
represented by a correctness indicator for each evaluated instance, a percentage, a ratio, or the like. Different classes of learned functions, in certain embodiments, may have different types of evaluation metadata.

The metadata library 314, in one embodiment, provides evaluation metadata for learned functions to the feature selector module 304, the predictive correlation module 318, the combiner module 306, the extender module 308, and/or the synthesizer module 310. The metadata library 314 may provide an API, a shared library, one or more function calls, or the like providing access to evaluation metadata. The metadata library 314, in various embodiments, may store or maintain evaluation metadata in a database format, as one or more flat files, as one or more lookup tables, as a sequential log or log file, or as one or more other data structures. In one embodiment, the metadata library 314 may index evaluation metadata by learned function, by feature, by instance, by training data, by test data, by effectiveness, and/or by another category or attribute and may provide query access to the indexed evaluation metadata. The function evaluator module 312 may update the metadata library 314 in response to each evaluation of a learned function, adding evaluation metadata to the metadata library 314 or the like.

The function selector module 316, in certain embodiments, may use evaluation metadata from the metadata library 314 to select learned functions for the combiner module 306 to combine, for the extender module 308 to extend, for the synthesizer module 310 to include in the machine learning ensemble 222, or the like. For example, in one embodiment, the function selector module 316 may select learned functions based on evaluation metrics, learning metrics, effectiveness metrics, convergence metrics, or the like. In another embodiment, the function selector module 316 may select learned functions for the combiner module 306 to combine and/or for the extender module 308 to extend based on features of training data used to generate the learned functions, or the like.

The machine learning ensemble 222, in certain embodiments, provides predictive results for an analysis request by processing workload data of the analysis request using a plurality of learned functions (e.g., the synthesized learned functions 324). As described above, results from the machine learning ensemble 222, in various embodiments, may include a prediction, a classification, a confidence metric, an inferred function, a regression function, an answer, a recognized pattern, a rule, a threshold, a setting, a recommendation, and/or another result. For example, in one embodiment, the machine learning ensemble 222 provides a classification or prediction and a confidence metric or another result for each instance of workload data input into the machine learning ensemble 222, or the like.
Workload data, in certain embodiments, may be substantially similar to test data, but the missing feature from the initialization data is not known, and is to be solved for by the machine learning ensemble 222. A classification, in certain embodiments, comprises a value for a missing feature in an instance of workload data, such as a prediction, an answer, or the like. For example, if the missing feature represents a question, the classification may represent a predicted answer, and the associated confidence metric may be an estimated strength or accuracy of the predicted answer. A classification, in certain embodiments, may comprise a binary value (e.g., yes or no), a rating on a scale (e.g., 4 on a scale of 1 to 5), or another data type for a feature. A confidence metric, in certain embodiments, may comprise a percentage, a ratio, a rating on a scale, or another indicator of accuracy, effectiveness, and/or confidence.

In the depicted embodiment, the machine learning ensemble 222 includes an orchestration module 320. The orchestration module 320, in certain embodiments, is configured to direct workload data through the machine learning ensemble 222 to produce a result, such as a prediction, a classification, a confidence metric, an inferred function, a regression function, an answer, a recognized pattern, a rule, a threshold, a setting, a recommendation, and/or another result. In one embodiment, the orchestration module 320 uses evaluation metadata from the function evaluator module 312 and/or the metadata library 314, such as the synthesized metadata rule set 322, to determine how to direct workload data through the synthesized learned functions 324 of the machine learning ensemble 222. As described below with regard to Figure 8, in certain embodiments, the synthesized metadata rule set 322 comprises a set of rules or conditions from the evaluation metadata of the metadata library 314 that indicate to the orchestration module 320 which features, instances, or the like should be directed to which synthesized learned function 324.

For example, the evaluation metadata from the metadata library 314 may indicate which learned functions were trained using which features and/or instances, how effective different learned functions were at making predictions based on different features and/or instances, or the like. The synthesizer module 310 may use that evaluation metadata to determine rules for the synthesized metadata rule set 322, indicating which features, which instances, or the like the orchestration module 320 the orchestration module 320 should direct through which learned functions, in which order, or the like. The synthesized metadata rule set 322, in one embodiment, may comprise a decision tree or other data structure comprising rules which the orchestration module 320 may follow to direct workload data through the synthesized learned functions 324 of the machine learning ensemble 222.
In one embodiment, the translation module 326 translates the output of the synthesized learned functions 324 into a rule, threshold, recommendation, configuration adjustment, combined result, or other result for the result module 206 to use. For example, in certain embodiments as described above, the synthesized learned functions 324 may provide a prediction, a classification, a confidence metric, an inferred function, a regression function, an answer, a subset of the instances, a subset of the one or more features, or the like as an output or result.

In certain embodiments, the synthesized learned functions 324 may not be configured to output a desired result, such as a rule, a threshold, a setting, a recommendation, a configuration adjustment, a query result, a combined result, or the like directly, and the translation module 326 may translate the output of one or more synthesized learned functions 324, one or more machine learning ensembles 322, or the like into a rule, threshold, recommendation, configuration adjustment, query result, combined result, or other result with the result module 206 may use. The translation module 324 may programmatically translate or transform results according to a predefined schema or definition of a rule, setting, threshold, or policy of the data management product 108.

For example, the translation module 326 may combine multiple results, results from multiple machine learning ensembles 222, or the like (e.g., multiple classifications, multiple confidence metrics, or other results) into a single result for a user 110 or other client 104 of the data management product 108. In other embodiments, the machine learning ensemble 222 and/or the synthesized learned functions 324 may be configured to output a desired result directly for the result module 206, without a translation module 326.

Figure 4 depicts one embodiment of a system 400 for an ensemble factory. The system 400, in the depicted embodiment, includes several clients 404 in communication with an interface module 402 either locally or over a data network 106. The ensemble factory module 212 of Figure 4 is substantially similar to the ensemble factory module 212 of Figure 3, but further includes an interface module 402 and a data repository 406.

The interface module 402, in certain embodiments, is configured to receive requests from clients 404, to provide results to a client 404, or the like. The learned function module 202, for example, may act as a client 404, requesting a machine learning ensemble 222 from the interface module 402 for use with data from the input module 202 or the like. The interface module 402 may provide a machine learning interface to clients 404, such as an API, a shared library, a hardware command interface, or the like, over which clients 404 may make requests and receive results. The interface module 402 may support new ensemble
requests from clients 404, allowing clients to request generation of a new machine learning
ensemble 222 from the ensemble factory module 212 or the like. As described above, a new
ensemble request may include initialization data; one or more ensemble parameters; a
feature, query, question or the like for which a client 404 would like a machine learning
ensemble 222 to predict a result; or the like. The interface module 402 may support analysis
requests for a result from a machine learning ensemble 222. As described above, an analysis
request may include workload data; a feature, query, question or the like; a machine learning
ensemble 222; or may include other analysis parameters.

In certain embodiments, the ensemble factory module 212 may maintain a library of
generated machine learning ensembles 222, from which clients 404 may request results. In
such embodiments, the interface module 402 may return a reference, pointer, or other
identifier of the requested machine learning ensemble 222 to the requesting client 404, which
the client 404 may use in analysis requests. In another embodiment, in response to the
ensemble factory module 212 generating a machine learning ensemble 222 to satisfy a new
ensemble request, the interface module 402 may return the actual machine learning ensemble
222 to the client 404, for the client 404 to manage, and the client 404 may include the
machine learning ensemble 222 in each analysis request.

The interface module 402 may cooperate with the ensemble factory module 212 to
service new ensemble requests, may cooperate with the machine learning ensemble 222 to
provide a result to an analysis request, or the like. The ensemble factory module 212, in the
depicted embodiment, includes the function generator module 301, the feature selector
module 304, the predictive correlation module 318, and the machine learning compiler
module 302, as described above. The ensemble factory module 212, in the depicted
embodiment, also includes a data repository 406.

The data repository 406, in one embodiment, stores initialization data, so that the
function generator module 301, the feature selector module 304, the predictive correlation
module 318, and/or the machine learning compiler module 302 may access the initialization
data to generate, combine, extend, evaluate, and/or synthesize learned functions and machine
learning ensembles 222. The data repository 406 may provide initialization data indexed by
feature, by instance, by training data subset, by test data subset, by new ensemble request, or
the like. By maintaining initialization data in a data repository 406, in certain embodiments,
the ensemble factory module 212 ensures that the initialization data is accessible throughout
the machine learning ensemble 222 building process, for the function generator module 301
to generate learned functions, for the feature selector module 304 to determine which features
should be used in the machine learning ensemble 222, for the predictive correlation module 318 to determine which features correlate with the highest confidence metrics, for the combiner module 306 to combine learned functions, for the extender module 308 to extend learned functions, for the function evaluator module 312 to evaluate learned functions, for the synthesizer module 310 to synthesize learned functions 324 and/or metadata rule sets 322, or the like.

In the depicted embodiment, the data receiver module 300 is integrated with the interface module 402, to receive initialization data, including training data and test data, from new ensemble requests. The data receiver module 300 stores initialization data in the data repository 406. The function generator module 301 is in communication with the data repository 406, in one embodiment, so that the function generator module 301 may generate learned functions based on training data sets from the data repository 406. The feature selector module 300 and/or the predictive correlation module 318, in certain embodiments, may cooperate with the function generator module 301 and/or the machine learning compiler module 302 to determine which features to use in the machine learning ensemble 222, which features are most predictive or correlate with the highest confidence metrics, or the like.

Within the machine learning compiler module 302, the combiner module 306, the extender module 308, and the synthesizer module 310 are each in communication with both the function generator module 301 and the function evaluator module 312. The function generator module 301, as described above, may generate an initial large amount of learned functions, from different classes or the like, which the function evaluator module 312 evaluates using test data sets from the data repository 406. The combiner module 306 may combine different learned functions from the function generator module 301 to form combined learned functions, which the function evaluator module 312 evaluates using test data from the data repository 406. The combiner module 306 may also request additional learned functions from the function generator module 301.

The extender module 308, in one embodiment, extends learned functions from the function generator module 301 and/or the combiner module 306. The extender module 308 may also request additional learned functions from the function generator module 301. The function evaluator module 312 evaluates the extended learned functions using test data sets from the data repository 406. The synthesizer module 310 organizes, combines, or otherwise synthesizes learned functions from the function generator module 301, the combiner module 306, and/or the extender module 308 into synthesized learned functions 324 for the machine learning ensemble 222. The function evaluator module 312 evaluates the synthesized learned
functions 324, and the synthesizer module 310 organizes or synthesizes the evaluation metadata from the metadata library 314 into a synthesized metadata rule set 322 for the synthesized learned functions 324.

As described above, as the function evaluator module 312 evaluates learned functions from the function generator module 301, the combiner module 306, the extender module 308, and/or the synthesizer module 310, the function evaluator module 312 generates evaluation metadata for the learned functions and stores the evaluation metadata in the metadata library 314. In the depicted embodiment, in response to an evaluation by the function evaluator module 312, the function selector module 316 selects one or more learned functions based on evaluation metadata from the metadata library 314. For example, the function selector module 316 may select learned functions for the combiner module 306 to combine, for the extender module 308 to extend, for the synthesizer module 310 to synthesize, or the like.

Figure 5 depicts one embodiment 500 of learned functions 502, 504, 506 for a machine learning ensemble 222. The learned functions 502, 504, 506 are presented by way of example, and in other embodiments, other types and combinations of learned functions may be used, as described above. Further, in other embodiments, the machine learning ensemble 222 may include an orchestration module 320, a synthesized metadata rule set 322, or the like. In one embodiment, the function generator module 301 generates the learned functions 502. The learned functions 502, in the depicted embodiment, include various collections of selected learned functions 502 from different classes including a collection of decision trees 502a, configured to receive or process a subset A-F of the feature set of the machine learning ensemble 222, a collection of support vector machines ("SVMs") 502b with certain kernels and with an input space configured with particular subsets of the feature set G-L, and a selected group of regression models 502c, here depicted as a suite of single layer ("SL") neural nets trained on certain feature sets K-N.

The example combined learned functions 504, combined by the combiner module 306 or the like, include various instances of forests of decision trees 504a configured to receive or process features N-S, a collection of combined trees with support vector machine decision nodes 504b with specific kernels, their parameters and the features used to define the input space of features T-U, as well as combined functions 504c in the form of trees with a regression decision at the root and linear, tree node decisions at the leaves, configured to receive or process features L-R.

Component class extended learned functions 506, extended by the extender module 308 or the like, include a set of extended functions such as a forest of trees 506a with tree
decisions at the roots and various margin classifiers along the branches, which have been extended with a layer of Boltzman type Bayesian probabilistic classifiers. Extended learned function 506b includes a tree with various regression decisions at the roots, a combination of standard tree 504b and regression decision tree 504c and the branches are extended by a Bayes classifier layer trained with a particular training set exclusive of those used to train the nodes.

Figure 6 depicts one embodiment of a method 600 for an ensemble factory. The method 600 begins, and the data receiver module 300 receives 602 training data. The function generator module 301 generates 604 a plurality of learned functions from multiple classes based on the received 602 training data. The machine learning compiler module 302 forms 606 a machine learning ensemble comprising a subset of learned functions from at least two classes, and the method 600 ends.

Figure 7 depicts another embodiment of a method 700 for an ensemble factory. The method 700 begins, and the interface module 402 monitors 702 requests until the interface module 402 receives 702 a machine learning request from a client 404 or the like.

If the interface module 402 receives 702 a new ensemble request, the data receiver module 300 receives 704 training data for the new ensemble, as initialization data or the like. The function generator module 301 generates 706 a plurality of learned functions based on the received 704 training data, from different machine learning classes. The function evaluator module 312 evaluates 708 the plurality of generated 706 learned functions to generate evaluation metadata. The combiner module 306 combines 710 learned functions based on the metadata from the evaluation 708. The combiner module 306 may request that the function generator module 301 generate 712 additional learned functions for the combiner module 306 to combine.

The function evaluator module 312 evaluates 714 the combined 710 learned functions and generates additional evaluation metadata. The extender module 308 extends 716 one or more learned functions by adding one or more layers to the one or more learned functions, such as a probabilistic model layer or the like. In certain embodiments, the extender module 308 extends 716 combined 710 learned functions based on the evaluation 712 of the combined learned functions. The extender module 308 may request that the function generator module 301 generate 718 additional learned functions for the extender module 308 to extend. The function evaluator module 312 evaluates 720 the extended 716 learned functions. The function selector module 316 selects 722 at least two learned functions, such as the generated 706 learned functions, the combined 710 learned functions, the extended
716 learned functions, or the like, based on evaluation metadata from one or more of the evaluations 708, 714, 720.

The synthesizer module 310 synthesizes 724 the selected 722 learned functions into synthesized learned functions 324. The function evaluator module 312 evaluates 726 the synthesized learned functions 324 to generate a synthesized metadata rule set 322. The synthesizer module 310 organizes 728 the synthesized 724 learned functions 324 and the synthesized metadata rule set 322 into a machine learning ensemble 222. The interface module 402 provides 730 a result to the requesting client 404, such as the machine learning ensemble 222, a reference to the machine learning ensemble 222, an acknowledgment, or the like, and the interface module 402 continues to monitor 702 requests.

If the interface module 402 receives 702 an analysis request, the data receiver module 300 receives 732 workload data associated with the analysis request. The orchestration module 320 directs 734 the workload data through a machine learning ensemble 222 associated with the received 702 analysis request to produce a result, such as a prediction, a classification, a confidence metric, an inferred function, a regression function, an answer, a recognized pattern, a rule, a threshold, a setting, a recommendation, and/or another result. The interface module 402 provides 730 the produced result to the requesting client 404, and the interface module 402 continues to monitor 702 requests.

Figure 8 depicts one embodiment of a method 800 for directing data through a machine learning ensemble. The specific synthesized metadata rule set 322 of the depicted method 800 is presented by way of example only, and many other rules and rule sets may be used.

A new instance of workload data is presented 802 to the machine learning ensemble 222 through the interface module 402. The data is processed through the data receiver module 300 and configured for the particular analysis request as initiated by a client 404. In this embodiment the orchestration module 320 evaluates a certain set of features associates with the data instance against a set of thresholds contained within the synthesized metadata rule set 322.

A binary decision 804 passes the instance to, in one case, a certain combined and extended function 806 configured for features A-F or in the other case a different, parallel combined function 808 configured to predict against a feature set G-M. In the first case 806, if the output confidence passes 810 a certain threshold as given by the meta-data rule set the instance is passed to a synthesized, extended regression function 814 for final evaluation, else the instance is passed to a combined collection 816 whose output is a weighted voted
based processing a certain set of features. In the second case 808 a different combined
function 812 with a simple vote output results in the instance being evaluated by a set of base
learned functions extended by a Boltzman type extension 818 or, if a prescribed threshold is
meet the output of the synthesized function is the simple vote. The interface module 402
provides 820 the result of the orchestration module directing workload data through the
machine learning ensemble 222 to a requesting client 404 and the method 800 continues.

Figure 9 depicts one embodiment of a method 900 for integrating machine learning
with a data management product 108. The method 900 begins, and the input module 202
and/or the interface module 402 receives 902 a new ensemble request. In certain
embodiments the new ensemble request is in a native language of the data management
product 108 and the input module 202 and/or the interface module 402 receives 902 the new
ensemble request in cooperation with the data management product. The learned function
module 204, in cooperation with the ensemble factory module 212 or the like, generates 904
an ensemble definition for the received 902 new ensemble request.

The input module 202 and/or the data receiver module 300 receive 906 training data
specified by the received 902 new ensemble request from the data management product 108.
The function generator module 301 generates 908 a plurality of learned functions from
multiple classes based on the received 906 training data. The machine learning compiler
module 302 forms 910 a machine learning ensemble 222 comprising a subset of learned
functions from at least two classes. The learned function module 204, in cooperation with the
ensemble factory module 212 or the like, integrates 912 the machine learning ensemble 222
with the data management product 108 and the method 900 ends.

Figure 10 depicts another embodiment of a method 1000 for integrating machine
learning with a data management product 108. The method 1000 begins, and the input
module 202 and/or the interface module 402 monitors 1002 requests until the input module
202 and/or the interface module 402 receives 1002 a machine learning request from a user
110 or other client 104.

If the input module 202 and/or the interface module 402 receives 1002 a new
ensemble request, the input module 202 and/or the interface module 402 parses 1004 the new
ensemble request to resolve 1006 references to objects or other data of the data management
product 108. The input module 202 and/or the interface module 402 composes 1008 a request
to fetch training data from the data management product 108 based on the parsed 1004 new
ensemble request. The input module 202 and/or the data receiver module 300 receive 1010
the requested training data from the data management product 108. The ensemble factory
module 212 generates 1012 a machine learning ensemble 222, as described above with regard to Figures 6, 7, 9, or the like. The learned function module 204, in cooperation with the ensemble factory module 212 or the like, inserts 1014 the generated 1012 machine learning ensemble 222 into the data management product and creates 1016 a data management product function definition within the data management product 108 for the machine learning ensemble 222. The method 100 continues.

If the input module 202 and/or the interface module 402 receives 1002 an analysis request, the input module 202 and/or the interface module 402 parses 1018 the analysis request to resolve 1020 references to objects or other data of the data management product 108. The input module 202 and/or the interface module 402 composes 1022 a request to fetch workload data from the data management product 108 based on the parsed 1018 analysis request. The input module 202 and/or the data receiver module 300 receive 1024 the requested workload data from the data management product 108. The learned function module 204, in cooperation with the orchestration module 320 or the like, executes 1026 the data management product function definition to direct 1028 the workload data through the machine learning ensemble 222 associated with the received 1002 analysis request to produce a result, such as a prediction, a classification, a confidence metric, an inferred function, a regression function, an answer, a recognized pattern, a rule, a threshold, a setting, a recommendation, and/or another result. The result module 206 and/or the interface module 402 provide 1030 the produced result to the requesting user 110 or other client 104, and the method 1000 continues.
CLAIMS

1. An apparatus for machine learning in a data management product, the apparatus comprising:
   an input module configured to receive an analysis request for a data management product;
   a learned function module configured to execute one or more machine learning ensembles to predict one or more unknown values for the data management product; and
   a result module configured to provide native access, within the data management product, to the one or more unknown values.

2. The apparatus of claim 1, wherein one or more of the input module, the learned function module, and the result module are integrated with the data management product as one or more of an add-on, a plug-in, and an extension.

3. The apparatus of claim 1, wherein the result module is further configured to provide native access, within the data management product, to a confidence value corresponding to each of the one or more unknown values.

4. The apparatus of claim 1, further comprising an ensemble factory module configured to generate the one or more machine learning ensembles using training data from the data management product, the one or more machine learning ensembles configured to predict the one or more unknown values in the data management product using workload data from the data management product.

5. The apparatus of claim 1, wherein the result module provides native access through one or more of a native query language and a native interface of the data management product.
6. A method for machine learning in a data management product, the method comprising:
receiving an analysis request for a data management product;
executing one or more machine learning ensembles to predict one or more unknown values for the data management product; and
providing native access, within the data management product, to one or more predicted values corresponding to the one or more unknown values.

7. The method of claim 6, further comprising providing native access, within the data management product, to a confidence value corresponding to each of the one or more unknown values.

8. The method of claim 6, further comprising modifying a data structure of the data management product to store the one or more predicted values.

9. The method of claim 6, wherein providing native access includes providing access through one or more of a native query language and a native interface of the data management product.

10. The method of claim 6, further comprising generating the one or more machine learning ensembles using training data from the data management product, the one or more machine learning ensembles configured to predict the one or more unknown values in the data management product using workload data from the data management product.

11. The method of claim 10, further comprising receiving, by the machine learning module, a new ensemble request from the data management product, wherein generating the one or more machine learning ensembles comprises:
receiving the training data, the training data being associated with the new ensemble request;
generating a plurality of learned functions using the training data;
evaluating the plurality of learned function using test data from the training data; and
forming a machine learning ensemble comprising two or more learned functions based on the evaluation of the plurality of learned functions.
12. The method of claim 11, wherein the plurality of learned functions are generated from multiple classes using the training data and the machine learning ensemble is formed by combining a subset of the plurality of learned functions from at least two classes of the multiple classes.

13. The method of claim 10, wherein generating the one or more machine learning ensembles comprises:
   generating a plurality of learned functions;
   evaluating the plurality of learned function;
   combining the plurality of learned functions in a plurality of learned function combinations;
   evaluating the plurality of learned function combinations;
   extending the plurality of learned function combinations with one or more layers, at least one of the layers comprising a probabilistic model;
   evaluating the extended combined learned functions using test data;
   selecting a subset of the extended combined learned functions;
   synthesizing the selected subset of the extended combined learned functions with metadata generated by the evaluations; and
   organizing the synthesized subset into a machine learning ensemble.

14. The method of claim 10, wherein the one or more machine learning ensembles are generated automatically in response to one or more of a command and a query from a user of the data management product without further interaction with the user.

15. The method of claim 14, further comprising regenerating the one or more machine learning ensembles in response to a trigger event.

16. The method of claim 15, wherein the trigger event includes one or more of a change in data stored in the data management product, a manual update request, and a passing of a predetermined amount of time.

17. The method of claim 6, wherein the data management product comprises a spreadsheet product.
18. The method of claim 6, wherein the data management product comprises a database product that operates using a structured query language (SQL).

19. A method for machine learning in a data management product, the method comprising:
   providing a machine learning module in communication with a data management product;
   transmitting a new ensemble request from the data management product to the machine learning module;
   receiving training data from the data management product;
   generating a plurality of learned functions using the training data;
   forming a machine learning ensemble based on the plurality of learned functions; and
   integrating the machine learning ensemble with the data management product to provide access to machine learning results within the data management product.

20. The method of claim 19, wherein forming a machine learning ensemble based on the plurality of learned functions comprises:
   evaluating the plurality of learned function;
   combining the plurality of learned functions in a plurality of learned function combinations;
   evaluating the plurality of learned function combinations;
   extending the plurality of learned function combinations with one or more layers, at least one of the layers comprising a probabilistic model;
   evaluating the extended combined learned functions using test data;
   selecting a subset of the extended combined learned functions;
   synthesizing the selected subset of the extended combined learned functions with metadata generated by the evaluations; and
   organizing the synthesized subset into a machine learning ensemble.
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