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(57)【特許請求の範囲】
【請求項１】
　通信回線を介して通信可能なデバイスを識別するための識別情報を保持する保持手段と
、
　前記保持手段により保持されている識別情報により識別されるデバイスの中で、自身の
管理対象のデバイスのデバイス情報の更新または削除を行う管理手段と、
　自身の管理対象のデバイスと他のサーバの管理対象のデバイスとを特定可能に、前記保
持手段により保持された識別情報を当該他のサーバに送信する送信手段とを備え、
　前記送信手段は、前記保持手段により保持される識別情報で識別されるデバイスの中で
、前記管理手段によるデバイス情報の更新または削除の行なわれない期間が閾値を超えた
場合、当該デバイスを前記他のサーバの管理対象として特定可能に、前記識別情報の送信
を行うことを特徴とするサーバ。
【請求項２】
　前記送信手段による前記識別情報の送信後、前記他のサーバで管理すべきデバイスの識
別情報を前記保持手段から削除する削除手段を更に備えることを特徴とする請求項１に記
載のサーバ。
【請求項３】
　前記保持手段により保持される識別情報で識別されるデバイスの中で、前記管理手段に
よるデバイス情報の更新または削除の行なわれない期間が閾値を超えた場合、当該デバイ
スを前記他のサーバの管理対象とするか否かを確認するための画面を表示する表示手段を
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備えることを特徴とする請求項１に記載のサーバ。
【請求項４】
　他のサーバから当該他のサーバが保持するデバイスを識別するための識別情報を受信す
る受信手段と、
　前記受信手段により受信した識別情報で識別されるデバイスにおいて、前記識別情報と
ともに受信する前記他のサーバの管理対象のデバイスを特定するための属性情報に基づき
、前記他のサーバの管理対象と特定されたデバイスのデバイス情報に対しては更新または
削除を行わず、自身の管理対象のデバイスのデバイス情報に対しては更新または削除を行
う管理手段と、
　前記受信手段により受信した識別情報で識別されるデバイスのデバイス情報を表示する
表示手段とを備え、
　前記他のサーバにおいてデバイス情報の更新または削除の行なわなかった期間が閾値を
超えたことにより前記他のサーバの管理対象ではなくなったデバイスがあった場合に、前
記他のサーバから、当該デバイスの識別情報とともに前記他のサーバの管理対象ではない
ことを特定できる属性情報を前記受信手段が受信することを特徴とするサーバ。
【請求項５】
　前記デバイス情報は前記識別情報を含み、前記受信手段は前記他のサーバからデバイス
情報を受信することを特徴とする請求項４に記載のサーバ。
【請求項６】
　通信回線を介して通信可能なデバイスを識別するための識別情報を保持する保持手段を
備えるサーバにおけるデバイス管理方法であって、
　前記保持手段により保持されている識別情報により識別されるデバイスの中で、自身の
管理対象のデバイスのデバイス情報の更新または削除を行う管理ステップと、
　自身の管理対象のデバイスと他のサーバの管理対象のデバイスとを特定可能に、前記保
持手段により保持された識別情報を当該他のサーバに送信する送信ステップとを備え、
　前記送信ステップは、前記保持手段により保持される識別情報で識別されるデバイスの
中で、前記管理ステップによるデバイス情報の更新または削除の行なわれない期間が閾値
を超えた場合、当該デバイスを前記他のサーバの管理対象として特定可能に、前記識別情
報の送信を行うことを特徴とするデバイス管理方法。
【請求項７】
　前記送信ステップによる前記識別情報の送信後、前記他のサーバで管理すべきデバイス
の識別情報を前記保持手段から削除する削除ステップを更に備えることを特徴とする請求
項６に記載のデバイス管理方法。
【請求項８】
　前記保持手段により保持される識別情報で識別されるデバイスの中で、前記管理手段に
よるデバイス情報の更新または削除の行なわれない期間が閾値を超えた場合、当該デバイ
スを前記他のサーバの管理対象とするか否かを確認するための画面を表示する表示ステッ
プを備えることを特徴とする請求項６に記載のデバイス管理方法。
【請求項９】
　サーバにおけるデバイス管理方法であって、
　他のサーバから当該他のサーバが保持するデバイスを識別するための識別情報を受信す
る受信ステップと、
　前記受信ステップにより受信した識別情報で識別されるデバイスにおいて、前記識別情
報とともに受信する前記他のサーバの管理対象のデバイスを特定するための属性情報に基
づき、前記他のサーバの管理対象と特定されたデバイスのデバイス情報に対しては更新ま
たは削除を行わず、自身の管理対象のデバイスのデバイス情報に対しては更新または削除
を行う管理ステップと、
　前記受信ステップにより受信した識別情報で識別されるデバイスのデバイス情報を表示
する表示ステップとを備え、
　前記他のサーバにおいてデバイス情報の更新または削除の行なわなかった期間が閾値を
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超えたことにより前記他のサーバの管理対象ではなくなったデバイスがあった場合に、前
記他のサーバから、当該デバイスの識別情報とともに前記他のサーバの管理対象ではない
ことを特定できる属性情報を前記受信ステップが受信することを特徴とするデバイス管理
方法。
【請求項１０】
　前記デバイス情報は前記識別情報を含み、前記受信ステップは前記他のサーバからデバ
イス情報を受信することを特徴とする請求項９に記載のデバイス管理方法。
【請求項１１】
　請求項６乃至１０のいずれか１項に記載のステップをコンピュータに実行させることを
特徴とするプログラム。
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明は、管理対象デバイス情報をインポートするサーバ、デバイス管理方法、プログ
ラムに関するものである。
【背景技術】
【０００２】
　従来、複数台の管理サーバで分散してデバイスを管理するような場合、親サーバと子サ
ーバを備えるデバイス管理システムが下記特許文献１に開示されている。このようなデバ
イス管理システムにおいて、子サーバから拠点に存在するデバイスの情報を親サーバに送
信し、親サーバ側で管理対象のデバイスであるか否かの判定を行うというような例が一般
的だった。
【特許文献１】特開２００３－３１６６７４号公報
【発明の開示】
【発明が解決しようとする課題】
【０００３】
　しかしながら、上記従来例では、次のような問題点があった。
【０００４】
　親サーバ側に、子サーバから送信されてくるデバイスのデバイス情報が、管理対象であ
るか否かの判定を行うための情報を持っていなければならず、またその情報は、常に最新
のものに更新されている必要がある。
【０００５】
　また、親サーバにおいて、子サーバから送られて来るデバイスのデバイス情報と、判定
情報の比較を行うなどの処理が必要となり、管理対象のデバイスの数が多くなればなるほ
ど、親サーバ側の負荷が増大するという問題があった。
【０００６】
　更に、子サーバで管理を行っているデバイスの情報を親サーバが一元管理を行うと、子
サーバにおいて個別に設定管理している内容が、親サーバによって更新されてしまう。そ
のため、子サーバの管理下の環境において設定内容に矛盾が生じるという問題がある。
【０００７】
　本発明は、上記の課題を解決するためになされたもので、本発明の目的は、システム内
の全デバイス情報を一括して認識可能とすると同時に、システム内の複数のサーバ間にお
けるデバイス管理を効率良く行うための手法を提供することである。
【課題を解決するための手段】
【０００８】
　上記目的を達成する本発明のサーバは以下に示す構成を備える。
　通信回線を介して通信可能なデバイスを識別するための識別情報を保持する保持手段と
、前記保持手段により保持されている識別情報により識別されるデバイスの中で、自身の
管理対象のデバイスのデバイス情報の更新または削除を行う管理手段と、自身の管理対象
のデバイスと他のサーバの管理対象のデバイスとを特定可能に、前記保持手段により保持



(4) JP 5111153 B2 2012.12.26

10

20

30

40

50

された識別情報を当該他のサーバに送信する送信手段とを備え、前記送信手段は、前記保
持手段により保持される識別情報で識別されるデバイスの中で、前記管理手段によるデバ
イス情報の更新または削除の行なわれない期間が閾値を超えた場合、当該デバイスを前記
他のサーバの管理対象として特定可能に、前記識別情報の送信を行うことを特徴とする。
【０００９】
　上記目的を達成する本発明のサーバは以下に示す構成を備える。
　他のサーバから当該他のサーバが保持するデバイスを識別するための識別情報を受信す
る受信手段と、前記受信手段により受信した識別情報で識別されるデバイスにおいて、前
記識別情報とともに受信する前記他のサーバの管理対象のデバイスを特定するための属性
情報に基づき、前記他のサーバの管理対象と特定されたデバイスのデバイス情報に対して
は更新または削除を行わず、自身の管理対象のデバイスのデバイス情報に対しては更新ま
たは削除を行う管理手段と、前記受信手段により受信した識別情報で識別されるデバイス
のデバイス情報を表示する表示手段とを備え、前記他のサーバにおいてデバイス情報の更
新または削除の行なわなかった期間が閾値を超えたことにより前記他のサーバの管理対象
ではなくなったデバイスがあった場合に、前記他のサーバから、当該デバイスの識別情報
とともに前記他のサーバの管理対象ではないことを特定できる属性情報を前記受信手段が
受信することを特徴とする。
【発明の効果】
【００１０】
　本発明によれば、システム内の複数のサーバ間におけるデバイス管理を効率良く行える
。
【発明を実施するための最良の形態】
【００１１】
　次に本発明を実施するための最良の形態について図面を参照して説明する。
【００１２】
　＜システム構成の説明＞
　〔第１実施形態〕
　図１は、本発明の本実施形態を示すデバイス管理システムの構成を説明するブロック図
である。本例は、親サーバ１０２と子サーバ１０７でデバイス管理システムが構成される
である。なお、子サーバの数は複数でも構わず、またそのネットワーク構成上の階層など
に関しても特に制限はない。また、本実施形態では、管理するデバイスには、プリンタ、
複合機、ローカルＰＣが含まれるが、以下、説明上、デバイスと記す。なお、子サーバ１
０７を第１のサーバとして、親サーバを第２のサーバとして機能させるデバイス管理シス
テムを一例として、以下説明を行う。
【００１３】
　　図１において、１０１はイーサネット（登録商標）などの通信媒体（通信回線）で、
親サーバ１０２で管理されているデバイス１０３～１０５、子サーバ１０７などと通信デ
ータが交換される伝送経路となる。子サーバ１０７と親サーバ１０２とは通信回線を介し
て通信可能に構成されている。
【００１４】
　デバイス１０３～１０５はそれぞれ親サーバ１０２により直接管理されているデバイス
を表わす。なお、デバイス１０３～１０５は、多機能周辺装置であるＭＦＰ（Ｍｕｌｔｉ
ｆｕｎｃｔｉｏｎ Ｐｅｒｉｐｈｅｒａｌ）や、プリンタ機能のみを持つＳＦＰ（Ｓｉｎ
ｇｌｅ Ｆｕｎｃｔｉｏｎ Ｐｒｉｎｔｅｒ）等で構成される。
【００１５】
　１０６はルータで、親サーバ１０２が稼動する環境のネットワークと、子サーバ１０７
が稼働する環境のネットワークを接続する。ここでは説明を簡略化するためにイントラネ
ット内のネットワークを接続するルータを用いて説明するが、インターネットを経由して
親サーバ稼働環境と、子サーバ稼働環境を接続するケースも考えられる。
【００１６】
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　１０７は子サーバで、デバイス１０８～１１０を直接管理している。なお、デバイス１
０８～１１０は、ＭＦＰで構成されるが、プリンタ機能のみを持つＳＦＰで構成されてい
てもよい。
【００１７】
　１１１はルータで、子サーバ１０７が管理するネットワーク環境に異なるサブネットが
含まれているような場合に、それらのネットワークを接続する。本例では、デバイス１１
０がサブネットに接続されている。尚、サーバが管理するデバイスとしてはパーソナルコ
ンピュータ（ＰＣ）であってもよい。
【００１８】
　なお、親サーバ１０２、子サーバ１０７は、ＣＰＵ、ＲＯＭ、ＲＡＭ等を含むコントロ
ーラを備え、システムバスに接続されるインタフェースを介して、入力デバイス、出力デ
バイスが接続される。また、親サーバ１０２、子サーバ１０７は、ネットワークコントロ
ーラを備えて、デバイス１０３～１０５、ルータ１０６等と所定のプロトコルで通信を行
う。
【００１９】
　また、親サーバ１０２、子サーバ１０７が備える外部記憶装置に、オペレーティングシ
ステム（ＯＳ）を含む各種のシステムプログラム、アプリケーションがインストールされ
ている。そして、親サーバ１０２、子サーバ１０７のＣＰＵがＲＡＭにプログラムをロー
ドして実行することにより、各種のデータ処理を行う。ここで、プログラムには、後述す
るフローチャートに示す手順が含まれる。
【００２０】
　図２は、図１に示すデバイス管理システムの構成を説明するブロック図である。以下、
デバイス管理システムを構成するデバイス、サーバのハードウエアについて説明する。
【００２１】
　図２において、２０１はネットワーク媒体であって、各機器間のネットワークを構成す
る物理的なラインとして機能し、通常はイーサネット（登録商標）などが使われる。
【００２２】
　図１に示した親サーバ１０２及び子サーバ１０７は、ネットワークボード２０２、ＣＰ
Ｕボード２０３、Ｖｉｄｅｏインタフェース２０４、Ｉ／Ｏインタフェース２０５、ＤＩ
ＳＫインタフェース（ＨＤＩＦ）２０６を備える。なお、ＣＰＵボード２０３には、ＣＰ
Ｕ、ＲＯＭ、ＲＡＭが含まれる。
【００２３】
　さらに、親サーバ１０２及び子サーバ１０７は、ＣＲＴ２０７、キーボード２０８、マ
ウス２０９、ハードディスクドライブ（ＨＤ）２１０を備える。ここで、ＨＤ２１０は、
複数のハードディスクユニットが並列に接続されており、データ転送の高速化と高信頼性
を確保している。
【００２４】
　なお、このＨＤ２１０には、親サーバ１０２及び子サーバ１０７上で動作するソフトウ
エアの機能を用いて、データベースを構築可能に構成されている。ＨＤ２１０には、デバ
イスとの通信により探索される各デバイスのデバイス情報が保持されている。また、各デ
バイスのデバイス情報は、例えば図６、図９に示すように、自身が管理対象のデバイスと
他のサーバの管理対象のデバイスとを特定可能に保持される。
【００２５】
　なお、ＣＲＴ２０７は、表示装置の一例を示すが、液晶ディスプレイで構成されていて
もよい。
【００２６】
　デバイス１０３～１０５およびデバイス１０８，１０９は、周辺機器に対応したネット
ワークボード２２１、多機能周辺装置のコントローラボード２２２、モデム２２３を備え
る。さらに、デバイス１０３～１０５およびデバイス１０８，１０９は、スキャナユニッ
ト２２４、スキャナコントローラ２２５、操作パネルコントローラ２２６、操作パネル２
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２７を備える。
【００２７】
　さらに、デバイス１０３～１０５およびデバイス１０８，１０９は、ハードディスクコ
ントローラ２２８、ハードディスク（ＨＤ）２２９、プリントエンジン２３０、 オプシ
ョンコントローラ２３１、オプションＩＦ２３２を備える。また、オプションＩＦ２３２
にはフィニッシャユニット２５０を接続可能に構成されている。
【００２８】
　なお、デバイス１０３～１０５およびデバイス１０８，１０９は、本実施形態ではＭＦ
Ｐとして構成されている。
【００２９】
　デバイス１１０は、周辺機器に対応したネットワークボード２１２、プリンタ機能コン
トローラボード２１３、プリントエンジン２１４、 操作パネルコントローラ２１５、操
作パネル２１６を備える。
【００３０】
　さらに、デバイス１１０は、ハードディスクコントローラ２１７、ハードディスク２１
８、オプションコントローラ２１９、オプションＩＦ２２０を備える。
【００３１】
　なお、デバイス１１０は、本実施形態ではＳＦＰとして構成されている。
【００３２】
　図３は、図１に示した親サーバ１０２におけるソフトウエアモジュールの構成を説明す
る図である。以下、デバイス管理ソフトウエアの構成について説明する。
【００３３】
　図３において、３０１はデバイス管理アプリケーションで、対象となるデバイスのステ
ータスなどの管理情報を取得管理するデバイス管理部３０２を備える。また、デバイス管
理アプリケーション３０１は、管理対象のデバイス群の情報を管理するデバイス情報管理
部３０３と、子サーバ１０７と通信を行い、子サーバ１０７の管理デバイス情報を取得す
る子サーバ１０７の通信処理部３０４とを備える。
【００３４】
　なお、デバイス管理アプリケーション３０１は、ＣＰＵボード２０３により実行される
ことで第２の管理手段として機能する。
【００３５】
　３０５はライブラリで、ＯＳ３０６が提供するライブラリ群であり、アプリケーション
プログラムを構築する際のフレームワークとして機能する。
【００３６】
　３０７はドライバ（Ｄｒｉｖｅｒ）で、ハードウエアを制御するソフトウエアであり、
印刷に使用するプリンタドライバなども含まれる。３０８はハードディスク制御部（ＨＤ
制御部）で、ＨＤ２１０とのアクセスを制御する。３０９はネットワーク制御部で、ネッ
トワークボード２０２を介してデバイスとの通信を制御する。
【００３７】
　なお、親サーバ１０２は、上記デバイス管理ソフトを実行して、ネットワーク上に接続
されるデバイスの管理処理を行う。
【００３８】
　図４は、図１に示した子サーバ１０７におけるソフトウエアモジュールの構成を説明す
る図である。以下、デバイス管理ソフトウエアの構成について説明する。
【００３９】
　図４において、４０１はデバイス管理アプリケーションプログラムで、以下のモジュー
ルから構成される。なお、デバイス管理アプリケーション４０１は、ＣＰＵボード２０３
により実行されることで第１の管理手段として機能する。
【００４０】
　デバイス管理アプリケーション４０１は、管理すべき対象となるデバイスのステータス
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などの管理情報を取得管理するデバイス管理部４０２を備える。また、デバイス管理アプ
リケーション４０１は、管理すべき対象のデバイス群の情報を管理するデバイス情報管理
部４０３を備える。
【００４１】
　さらに、デバイス管理アプリケーション４０１は、子サーバ１０７において管理すべき
対象の印刷デバイスに対して実行された設定や情報取得などの処理タスクに関する情報を
管理するタスク情報管理部４０４を備える。
【００４２】
　さらに、デバイス管理アプリケーション４０１は、親サーバ１０２と通信を行い、親サ
ーバ１０２に自サーバにおける管理デバイス情報を送信するための親サーバとの通信処理
部４０５を備える。
【００４３】
　４０６はライブラリで、ＯＳ４０７が提供するライブラリ群であり、アプリケーション
プログラムを構築する際のフレームワークとして機能する。
【００４４】
　４０８はドライバ（Ｄｒｉｖｅｒ）で、ハードウエアを制御するソフトウエアであり、
印刷に使用するプリンタドライバなども含まれる。４０９はＨＤ制御部で、ＨＤ２１０と
のアクセスを制御する。４１０はネットワーク制御部で、ネットワークボード２０２を介
してデバイスとの通信を制御する。
【００４５】
　なお、子サーバ１０７は、上記デバイス管理ソフトを実行して、ネットワーク上に接続
されるデバイスの管理処理を行う。
【００４６】
　図５は、図１に示した子サーバ１０７のユーザインタフェースで表示されるデバイスリ
スト画面の一例を示す図である。
【００４７】
　本例は、デバイス管理ソフトにより管理される管理対象となるデバイスリストの一覧表
示例である。
【００４８】
　図５に示すように、本実施形態では、図１におけるデバイス１０８～１１０が、それぞ
れDev４～６というデバイス名称でリストアップされている例である。
【００４９】
　また、本実施形態では、デバイスリストの表示項目として、デバイス名以外にも、製品
名称、ＩＰアドレスに関する情報、ＭＡＣアドレスに関する情報を表示する。
【００５０】
　なお、図５に示すデバイスリストに表示される項目以外に、印刷デバイスのエラーなど
の情報を表わすステータス情報、デバイスの設置場所に関する情報を表示してもよい。
【００５１】
　同様に、図５に示すデバイスリストに表示される項目以外に、デバイスのホスト名やド
メインに関する情報あるいはデバイスに装着されているネットワーク通信ボードに関する
情報を表示してもよい。
【００５２】
　更には、デバイスの処理スピードなど特性に関する情報、デバイスの総処理数に関する
情報、デバイスに対して管理者が設定を行ったコメント情報などを表示する事も可能であ
る。ここで、デバイスがＭＦＰ、ＳＦＰである場合には、デバイスの処理スピードであれ
ば印刷処理スピードとなり、総処理数に関する情報であれば印刷総枚数となる。
【００５３】
　図５において、５０１はユーザインタフェースで、子サーバ１０７において、子サーバ
の管理者が管理対象のデバイスに関する管理を、親サーバ１０２に任せるか否かの選択を
行うためのチェックボックスを備える。
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【００５４】
　子サーバ１０７の管理者は、親サーバ１０２において一元管理を行ってよいと判断した
デバイスに関しては、「親サーバに管理を任せる」にチェックを付けることで、以降の管
理を放棄するという設定を行う事が可能である。
【００５５】
　一方、継続して子サーバ１０７において独自の管理、設定を行うデバイスに対しては、
チェックボックスにチェックを付けないことで、継続して管理を行うという設定が可能で
ある。
【００５６】
　なお、図５に示すユーザインタフェースでは、デバイス名がDev４、Dev５の２つのデバ
イスが親サーバ１０２の管理対象に設定されている状態に対応する。
【００５７】
　次に、ユーザインタフェース５０１を用いて管理すべきサーバ先の設定を行った際の、
子サーバ１０７における管理対象デバイス情報の例を、図６を用いて説明する。
【００５８】
　図６は、図１に示した子サーバ１０７で管理されるデバイス情報の一覧を説明する図で
ある。
【００５９】
　本例は、子サーバ１０７において管理対象となっているデバイスの情報を一元管理する
テーブル例を示す。現在、子サーバ１０７が管理しているデバイス１０８～１１０に関す
る情報が格納されている。ここで、デバイス１０８～１１０に関する情報には、デバイス
を識別するための識別情報、例えばデバイス名、ＩＰアドレス、ＭＡＣアドレスが含まれ
る例を示す。
【００６０】
　これらの情報は、子サーバ１０７上にインストールされているデバイス管理部４０２に
よって子サーバ１０７の環境下でネットワークに接続されているデバイスを探索すること
で得られる。
【００６１】
　なお、探索方法としてはＳＮＭＰ（Ｓｉｍｐｌｅ Ｎｅｔｗｏｒｋ Ｍａｎａｇｅｍｅｎ
ｔ Ｐｒｏｔｏｃｏｌ）プロトコルを用いた探索パケットを子サーバ１０７がネットワー
ク上に送信する。
【００６２】
　次に、子サーバ１０７によるＳＮＭＰ送信後、応答のあったデバイスに対する情報を取
得し、デバイス情報管理部４０３が子サーバ１０７の記憶領域（例えばＨＤ２１０）に格
納を行う事で探索が完了する。なお、探索プロトコルに関してはＳＮＭＰプロトコル以外
にも、ＳＬＰ（Ｓｅｒｖｉｃｅ Ｌｏｃａｔｉｏｎ Ｐｒｏｔｏｃｏｌ）プロトコルや、Ｗ
ＳＤ（Ｗｅｂ Ｓｅｒｖｉｃｅ Ｏｎ Ｄｅｖｉｃｅｓ）を用いた探索方法などがある。
【００６３】
　また、デバイス探索に使用するプロトコルは、子サーバ１０７における探索能力やネッ
トワーク下に存在するデバイスの機能などによって変ってくるため、使用するプロトコル
に関しては特に規定しない。
【００６４】
　図６において、６０１はデバイス名で、探索処理によってネットワーク下に接続されて
いるデバイスのデバイス名を格納する。６０２はＩＰアドレスで、探索されたデバイスの
ＩＰアドレスを格納する。
【００６５】
　６０３はＭＡＣアドレスで、探索されたデバイスのＭＡＣアドレスを格納する。６０４
は現管理サーバで、デバイス名６０１に格納されているＤｅｖ４～６（図１に示した１０
８～１１０に対応する）のデバイスを現在管理しているサーバ先の情報を格納する。
【００６６】
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　なお、図６に示すテーブルでは、現在子サーバ１０７が探索を行い、自分自身で情報を
格納した場合を想定しているため、現管理サーバ６０４のエリアには"子サーバ"と情報が
格納されている。
【００６７】
　６０５は親サーバ参照時の属性で、親サーバ１０２と連携する際に、親サーバ１０２が
子サーバ１０７の管理対象デバイス情報を参照した際に、対象デバイスの管理を親サーバ
に任せるか、子サーバ（自分自身）で継続して管理を行うかの選択状態を表わす情報が格
納される。なお、本実施形態では、子サーバ（自分自身）で継続して管理を行う場合には
、「読取専用」という情報が設定されている状態を示す。これにより、自身が管理対象の
デバイスと他のサーバの管理対象とのデバイスとを特定可能となっている。
【００６８】
　また、図５に示したユーザインタフェース５０１において、"親サーバに管理を任せる"
に対応するチェックボックスに対して管理者がチェックを付けた場合、この領域の値は"
親サーバに任せる"という状態を表わす値がセットされる。
【００６９】
　一方、図５に示したユーザインタフェース５０１において、 "親サーバに管理を任せる
"に対応するチェックボックスにチェックを付けなかった場合、この領域の値は"読取専用
"という状態を表わす値がセットされる。
【００７０】
　次に、図７を用いて親サーバ１０２が子サーバ１０７の管理対象デバイス情報を取得す
る際の処理の流れを説明する。
【００７１】
　図７は、本実施形態を示す管理装置における第１のデータ処理手順の一例を示すフロー
チャートである。本例は、親サーバ１０２が子サーバ１０７の管理対象デバイス情報を取
得する際の処理例である。なお、Ｓ７０１～Ｓ７０９は各ステップを示し、各ステップは
、図２に示したＣＰＵボード２０３のＣＰＵがＲＡＭにデバイス管理アプリケーション３
０１をロードして実行することで実現される。
【００７２】
　また、本処理は、デバイス管理アプリケーション３０１が、親サーバ１０２に登録され
ているデバイス管理関連の処理タスクを起動すべく、定期的にチェックを行うスケジュー
ラプログラムにより、チェックタイミングが来た場合にスタートする。ここで、スケジュ
ーラプログラムのチェックは一定間隔ごとに繰り返され、デバイス管理アプリケーション
３０１が起動中は、停止する事はない。
【００７３】
　Ｓ７０１で、親サーバ１０２におけるデバイス管理アプリケーション３０１のデバイス
管理部３０２において、親サーバ１０２に登録されている処理タスクの情報を取得する。
親サーバ１０２に登録されている処理タスクの例を図８に示す。
【００７４】
　図８は、図１に示した親サーバ１０２に登録されているタスク情報テーブルの一例を示
す図である。本例は、親サーバ１０２に登録されているタスク情報を一元管理している例
である。
【００７５】
　図８において、本例では、登録されているタスクの名称、登録されているタスクの種別
に関する情報、登録されているタスクの実行タイミング、登録されているタスクの処理対
象であるターゲットデバイスの情報などが格納されている。
【００７６】
　なお、実行タイミングに関しては、指定日時に１回のみ実行されるものと、周期的に実
行を行う実行間隔が情報として格納されているものがある。
【００７７】
　次に、Ｓ７０２で、Ｓ７０１において取得される情報に基づいて、子サーバ１０７から
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管理デバイスの情報を取得するタスクが登録されているか否かをデバイス管理部３０２が
判定する。
【００７８】
　ここで、子サーバ１０７からの管理デバイスの情報を取得するタスクが登録されていな
いとデバイス管理部３０２が判定した場合は、本処理を終了する。そして、次回のスケジ
ューラプログラムの起動時に備える。
【００７９】
　一方、Ｓ７０２で、子サーバ１０７から管理デバイスの情報を取得するタスクが登録さ
れているとデバイス管理部３０２が判定した場合は、Ｓ７０３へ進む。
【００８０】
　そして、Ｓ７０３で、Ｓ７０１において、子サーバ１０７から取得した処理タスク情報
の実行タイミングの情報をデバイス管理部３０２が取得する。
【００８１】
　次に、Ｓ７０４で、Ｓ７０３において取得した処理タスク情報における実行タイミング
の情報を参照し、タスク実行タイミングか否かの判定をデバイス管理部３０２が行う。
【００８２】
　ここで、デバイス管理部３０２が処理実行タイミングでないと判定した場合は、本処理
を終了する。そして、次回のスケジューラプログラムの起動時に備える。
【００８３】
　一方、Ｓ７０４で、タスク処理を実行すべきタイミングであるとデバイス管理部３０２
が判定した場合は、Ｓ７０５へ進む。
【００８４】
　次に、Ｓ７０５で、図８に示したターゲット情報を参照し、管理デバイスの情報を取得
する子サーバ１０７のリストをデバイス管理部３０２が取得する。ここでは、ターゲット
に子サーバが１つしか情報が格納されていないが、複数の子サーバの情報を格納する事が
可能である。
【００８５】
　また、格納されている情報は、ＩＰアドレスなど以降の通信処理においてターゲットを
特定するための情報が格納されているものとする。
【００８６】
　次に、Ｓ７０６で、親サーバ１０２における子サーバとの通信処理部３０４および、子
サーバ１０７における親サーバとの通信処理部４０５の間において通信を確立し、子サー
バ１０７に対して管理しているデバイスのリスト情報の取得を要求する。
【００８７】
　ここで、親サーバ１０２と子サーバ１０７との間における通信は、Ｗｅｂ Ｓｅｒｖｉ
ｃｅなどを用いるのが一般的である。
【００８８】
　しかしながら、親サーバ１０２と子サーバ１０７間における通信およびデータ交換が可
能であれば、そのプロトコルや方法に関しては何でも良い。
【００８９】
　次に、Ｓ７０７で、親サーバ１０２が子サーバ１０７から管理対象デバイスの情報を取
得し、デバイス管理部３０２が取得した情報を親サーバ１０２のＲＡＭ上や、ＨＤ２１０
などの記憶領域に一時的に格納する。
【００９０】
　なお、子サーバ１０７の管理対象デバイスに関する情報を取得する際には、親サーバ１
０２と子サーバ１０７との間の通信プロトコルで送信可能な形式にデータ変換されており
、受信時に元の形式に戻される。
【００９１】
　次に、Ｓ７０８で、Ｓ７０７において取得した子サーバ１０７の管理デバイス情報を、
親サーバ１０２の管理しているデバイス情報に追加する処理をデバイス管理部３０２が行
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う。
【００９２】
　図９は、図１に示した親サーバ１０２で管理されるデバイス情報の一覧を説明する図で
ある。本例は、親サーバ１０２において、子サーバ１０７の管理対象としているデバイス
情報を追加したテーブルの例である。
【００９３】
　図９において、９０１はデバイス名で、探索処理によってネットワーク下に接続されて
いるデバイスのデバイス名を格納する。９０２はＩＰアドレスで、探索されたデバイスの
ＩＰアドレスを格納する。
【００９４】
　９０３はＭＡＣアドレスで、探索されたデバイスのＭＡＣアドレスを格納する。９０４
は現管理サーバで、デバイス名９０１に格納されているＤｅｖ１～６（Ｄｅｖ４～６は１
０８～１１０に対応する）のデバイスを現在管理しているサーバ先の情報を格納する。
【００９５】
　９０５は親サーバ参照時の属性で、図７に示したＳ７０８の追加処理で、子サーバ１０
７が管理していたデバイス情報を追加した状態を示している。現管理サーバ９０４の情報
を参照すると、Ｄｅｖ４～６の現管理サーバが、"子サーバ"になっている事から、子サー
バ１０７より取得した管理デバイスの情報である事が分かる。
【００９６】
　また、親サーバ参照時の属性９０５を見ると、Ｄｅｖ６に関する情報が図５で示したユ
ーザインタフェース５０１でチェックボックスが設定されておらず、子サーバ１０７が未
だ管理しているため読取専用属性である事が分かる。
【００９７】
　このように本実施形態では、子サーバ１０７が管理している複数のデバイスのデバイス
情報を一括して親サーバ１０２の管理下におくことも可能である。さらには、子サーバ１
０７が管理している複数のデバイスのうち、一部のデバイスのデバイス情報を一括して親
サーバ１０２の管理下におくことも可能である。
【００９８】
　このように親サーバ１０２の管理デバイス情報にＳ７０５において取得した子サーバ１
０７の管理デバイス情報を追加した後、Ｓ７０９へ進む。
【００９９】
　そして、Ｓ７０９では、Ｓ７０５において取得した子サーバの情報リストから、更にデ
バイス情報を取得すべき子サーバがあるかどうかの判定をデバイス管理部３０２が行う。
【０１００】
　ここで、更に取得を行うべきターゲットの子サーバがあるとデバイス管理部３０２が判
定した場合は、Ｓ７０６へ戻り、上述の処理を繰り返し、ターゲットとなる子サーバがな
いとデバイス管理部３０２が判定した場合は、本処理を終了する。そして、次回のスケジ
ューラプログラムの起動時に備える。
【０１０１】
　図７に示した処理を終了した直後における、親サーバ１０２で表示されるデバイス一覧
画面の例を図８に示す。
【０１０２】
　図１０、図１１は、図１に示した親サーバ１０２で表示されるデバイス一覧画面の例を
示す図である。本例は、親サーバ１０２が、子サーバ１０７が管理すべきデバイスの情報
であって、管理対象外のデバイスのデバイス情報を表示した例である。
【０１０３】
　図１０において、１８０１は管理サーバで、図９に示した親サーバが管理するデバイス
情報の現管理サーバ９０４を元に表示される。
【０１０４】
　ここで、現管理サーバ９０４の項目を参照し、自サーバ、すなわち親サーバである場合
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は、対象デバイスの情報を通常表示し、自サーバの管理下である事を明示的に示している
。
【０１０５】
　一方、現管理サーバ９０４の情報が子サーバである場合は、子サーバより取得した直後
である事を明示的に示すため、現管理サーバ９０４の情報をＣＲＴ２０７上でグレー表示
する制御をＣＰＵボード２９３が行う。
【０１０６】
　次に、図１１に示す画面は、図１０に示した表示内容を更新、すなわち一覧情報に表示
しているデバイスから情報の再取得を行った直後の画面例である。１０９１は管理サーバ
で、管理サーバ１８０１の状態が読取専用に更新されている状態を示す。
【０１０７】
　図１２は、本実施形態を示す管理装置における第２のデータ処理手順の一例を示すフロ
ーチャートである。本例は、親サーバ１０２が子サーバ１０７の管理対象デバイス情報を
再取得してデバイス情報を更新する処理例である。なお、Ｓ２００１～Ｓ２００８は各ス
テップを示し、各ステップは、図２に示したＣＰＵボード２０３のＣＰＵがＲＡＭにデバ
イス管理アプリケーション３０１をロードして実行することで実現される。
【０１０８】
　Ｓ２００１で、図９に示す現管理サーバ９０４に設定される子サーバから管理対象とな
るデバイス情報をデバイス管理部３０２が取得するとともに、親サーバ１０２の管理対象
デバイスに加えたデバイス情報を親サーバ１０２の外部記憶領域より取得する。
【０１０９】
　次に、Ｓ２００２で、参照している管理対象となるデバイスの親サーバ参照時の属性９
０５の情報が読取専用属性か否かの判定をデバイス管理部３０２が行う。ここで、読取専
用であるとデバイス管理部３０２が判定した場合はＳ２００７へ進む。
【０１１０】
　一方、Ｓ２００２で、読取専用でないとデバイス管理部３０２が判定した場合、すなわ
ち親サーバ１０２において管理対象のデバイスであると判断した場合は、Ｓ２００３へ進
む。
【０１１１】
　そして、Ｓ２００３で、Ｓ２００２において参照しているデバイスより、デバイス情報
の取得をデバイス管理部３０２が行う。
【０１１２】
　次に、Ｓ２００４で、対象となるデバイスよりデバイス情報の取得が成功したかどうか
の判定をデバイス管理部３０２が行う。ここで、デバイス情報の取得が成功したとデバイ
ス管理部３０２が判定した場合はＳ２００５へ進み、情報取得に失敗したデバイス管理部
３０２が判定した場合は、Ｓ２００７へ進む。
【０１１３】
　そして、Ｓ２００５で、デバイス情報の取得が成功したデバイスの、現管理サーバ９０
４の情報を参照し、現管理サーバ９０４が子サーバであるか否かをデバイス管理部３０２
が判定する。ここで、現管理サーバ９０４が子サーバであるとデバイス管理部３０２が判
定した場合はＳ２００６へ進み、現管理サーバ９０４が親サーバであると判定した場合は
Ｓ２００７へ進む。
【０１１４】
　そして、Ｓ２００６で、デバイス管理部３０２が現管理サーバ９０４の情報を親サーバ
に変更する。
【０１１５】
　次に、Ｓ２００７で、上記処理を実行していない管理対象デバイスがあるかどうかの判
定をデバイス管理部３０２が行う。
【０１１６】
　ここで、未処理のデバイスがあるとデバイス管理部３０２が判定した場合は、Ｓ２００
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２に進み、上述の処理ステップを繰り返し、未処理のデバイスが無いとデバイス管理部３
０２が判定した場合はＳ２００８へ進む。
【０１１７】
　そして、Ｓ２００８で、デバイス管理部３０２は、デバイス情報の表示の更新を行い、
本処理を終了。
【０１１８】
　ここで、親サーバ１０２は、デバイス情報として現管理サーバ９０４が親サーバになっ
ているデバイスは、親サーバの管理対象であることを示すために、デバイス情報を通常表
示する。
【０１１９】
　一方、現管理サーバ９０４の情報が子サーバのままのものは、デバイス情報をグレー表
示する（図１０中では、網かけで示す）。この際、親サーバ１０２は、読取専用属性のも
のに関しては、図１１の管理サーバ１９０１に示すように、明示的に読取専用であること
を表示する。
【０１２０】
　図１３は、図１に示した親サーバ１０２で管理されるデバイス情報の一覧を説明する図
である。本例は、図９に示した一覧に対して、図１２に示す処理を実行した後の図１１に
示す表示画面に対応するデバイス情報の一覧である。
【０１２１】
　図１４は、本実施形態を示す管理装置における第３のデータ処理手順の一例を示すフロ
ーチャートである。本例は、親サーバ１０２から管理対象のデバイスの情報を取得した子
サーバ１０７側において、子サーバ１０７側での管理情報の更新処理例である。なお、Ｓ
１００１～Ｓ１００９は各ステップを示し、各ステップは、図２に示した子サーバ１０７
のＣＰＵボード２０３のＣＰＵがＲＡＭにデバイス管理アプリケーション３０１をロード
して実行することで実現される。
【０１２２】
　まず、Ｓ１００１で、親サーバ１０２より、子サーバ１０７に対してアクセス要求があ
ったことを、親サーバとの通信処理部４０５が検知したら、Ｓ１００２へ進む。
【０１２３】
　そして、Ｓ１００２では、子サーバ１０７の管理対象デバイスの情報取得要求を行った
親サーバ１０２の子サーバとの通信処理部３０４と、親サーバとの通信処理部４０５間に
おける通信を確立するための前処理を実行し、その後の処理に備える。
【０１２４】
　ここで、親サーバ１０２と子サーバ１０７の通信処理は、Webserviceを使用するのが一
般的であるが、他の通信方法を使用してデータ交換を行ってもよい。
【０１２５】
　次に、Ｓ１００３では、親サーバ１０２からの要求の種別をデバイス管理部４０２が判
定する。そして、Ｓ１００４では、Ｓ１００３において取得した親サーバ１０２からの取
得要求が、子サーバ１０７における管理対象となるデバイスの情報を取得する要求である
か否かの判断をデバイス管理部４０２が行う。ここで、デバイス管理部４０２が子サーバ
１０７における管理対象のデバイス情報を取得する要求であると判定した場合は、Ｓ１０
０５へ進む。そして、Ｓ１００５で、子サーバ１０７における管理対象のデバイスの情報
を取得する要求でないとデバイス管理部４０２が判定した場合は、本処理を終了する。
【０１２６】
　次に、Ｓ１００５で、デバイス管理部４０２は、図６に示した子サーバにおける管理対
象デバイスに関するデバイス情報を、子サーバ１０７の外部記憶領域（ＨＤ２１０）より
取得し、後述の処理ステップに備えてＲＡＭ上に展開を行う。
【０１２７】
　次に、Ｓ１００６で、Ｓ１００５においてＨＤ２１０から取得した子サーバにおける管
理対象となるデバイスのデバイス情報を親サーバ１０２に対して送信する際に送信可能な
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データ形式の情報に変換する。
【０１２８】
　そして、Ｓ１００７で、Ｓ１００６において送信可能な形式に変換された子サーバにお
ける管理対象となるデバイスのデバイス情報を、親サーバとの通信処理部４０５が親サー
バ１０２に対して送信する。
【０１２９】
　次に、Ｓ１００８で、図６に示した子サーバ１０７が管理するデバイス情報の中の、親
サーバ参照時の属性情報エリアに"親サーバに任せる"に設定されているデバイスがあるか
どうかデバイス管理部４０２が判定する。
【０１３０】
　ここで、親サーバ１０２に管理を任せると設定されているデバイスが存在するとデバイ
ス管理部４０２が判定した場合は、Ｓ１００９へ進む。
【０１３１】
　一方、Ｓ１００８で、親サーバ１０２に管理を任せるデバイスが存在しないとデバイス
管理部４０２が判定した場合は、全てのデバイスを子サーバ１０７が継続して管理を行う
設定になっているものと判定して、本処理を終了する。
【０１３２】
　次に、Ｓ１００９で、図６に示した子サーバ１０７における管理対象のデバイス情報か
ら、親サーバ１０２に任せる、すなわち子サーバ１０７における管理を放棄したデバイス
の情報をデバイス管理部４０２が削除して、本処理を終了する。
【０１３３】
　これにより、子サーバと親サーバで重複管理されるデバイスの情報は、親サーバからは
読取専用属性を設ける事で、また親サーバへ管理を委譲したデバイスの情報は子サーバか
ら削除する事により、設定系の矛盾を解消することが可能となる。
【０１３４】
　図１５は、図１に示した子サーバ１０７が管理するデバイス情報の一例を示す図である
。本例は、図６に示した子サーバ１０７が管理するデバイス情報から、Ｓ１００９を実行
した後、デバイス情報管理部４０３が参照するデバイス情報である。
【０１３５】
　尚、親サーバ１０２に管理を任せたデバイスのデバイス情報をデバイス管理部４０２が
削除する際には、親サーバ１０２からのデバイス管理の設定が完了したという旨の完了通
知を受け取ったタイミングで削除処理を行うといった構成としても良い。これにより、親
子サーバ間で、デバイス情報の委譲を確実に行える。
【０１３６】
　ここで、本実施形態において、子サーバ１０７から定期的にデバイス情報を親サーバ１
０２に送信してもよい。
【０１３７】
　また、子サーバ１０７からＳ１００７で送信するデバイス情報は、デバイスを特定する
ための特定情報（デバイス名など）と管理するのが親子サーバのどちらかを特定するため
の情報であってもよい。
【０１３８】
　例えば、子サーバ１０７が管理するデバイス情報を送る場合は、デバイス名やデバイス
の設置場所などの情報のみを送信して、親サーバ１０２では不要な管理のために必要にな
る情報を送らないようにしてもよい。
【０１３９】
　もしくは、子サーバ１０７はデバイスに関する全ての情報を送信して、親サーバ１０２
側で、デバイス情報の中で閲覧のみ可能にするか、情報の更新や削除、設定情報の配信な
どの管理まで可能にするかを制御するようにしてもよい。
【０１４０】
　次に、図５に示したＵＩ５０１において、"親サーバに管理を任せる"のチェックを付け
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ず、子サーバ１０７で継続的に管理を行う指定を行ったデバイスを、親サーバ１０２へ管
理を譲渡すべきかどうかの判定処理について説明する。
【０１４１】
　まず、図５に示したＵＩ５０１の"親サーバに管理を任せる"のチェックボックスに対し
てチェックを付けなかった場合、子サーバ１０７の管理者によって、子サーバ１０７によ
り継続的に管理を行うデバイスであると判断される。
【０１４２】
　一方、チェックボックスにチェックを付けたデバイスは、親サーバが管理すべきデバイ
スであると判断できる。
【０１４３】
　しかしながら、子サーバにおいて継続的に独自の管理を行う、すなわち親サーバから集
中管理させないデバイスであるか否かを再度判断するためには、子サーバにおいて、設定
系の処理がなされているか否かが一つの判断材料となる。
【０１４４】
　ここで、設定系の処理とは、デバイスの設定配信タスク、デバイスの再起動タスク、デ
バイスへの宛先表配信など、管理対象のデバイスに対して書込みが発生するタスクや、対
象デバイスの挙動に影響のあるタスクを設定系の処理と位置付ける。
【０１４５】
　子サーバ１０７内には、ＨＤ２１０などの外部記憶装置内に、タスク情報管理部４０４
が参照するための、図１６に示すようなタスク種別情報判定テーブルがインストール時な
どにあらかじめ格納されているものとする。
【０１４６】
　図１６は、図２に示した子サーバ１０７のＨＤ２１０に格納されるタスク種別情報判定
テーブルの一例を示す図である。本例は、タスク種別として、デバイス探索、設定配信、
再起動、エラー監視、印刷枚数取得、印刷リソース配信、アドレス帳配信等が設定された
例を示す。
【０１４７】
　図１７は、図２に示した子サーバ１０７が備えるＣＲＴ２０７に表示されるユーザイン
タフェースの一例を示す図である。本例は、親サーバへ委譲する猶予期間を設定するため
のユーザインタフェース例である。
【０１４８】
　より具体的には、タスク情報管理部４０４に対して、過去に実行された設定系のタスク
がある一定期間を超えた場合に、子サーバ１０７での継続管理を見直すタイミングである
と、子サーバ１０７の管理者に対してメッセージを表示するまでの猶予期間を設定するＵ
Ｉの例である。
【０１４９】
　図１７において、ＳＢはスピンボックスで、管理者がマウス２０９を操作することで、
親サーバにデバイス情報を委譲する猶予期間（現在表示では、「３０」日）が設定される
。ＢＴ１はＯＫボタンで、設定した猶予期間を確定するためのボタンとして機能する。Ｂ
Ｔ２はキャンセルボタンで、設定した猶予期間を取り消するためのボタンとして機能する
。
【０１５０】
　したがって、図１７に示す表示画面の状態では、閾値として「３０日間」設定系のタス
クが子サーバ１０７において実行されなかった場合に、親サーバ１０２へ管理を委譲する
メッセージを子サーバ１０７で表示するという設定である。なお、猶予期間を設定する期
間の上限、下限等に関してはここでは特に限定はない。
【０１５１】
　図１８は、図４に示した子サーバ１０７のタスク情報管理部４０４が参照するタスクの
実行履歴情報テーブルの一例を示す図である。本例は、図４に示した子サーバ１０７のデ
バイス管理部４０２が過去において実行を行ったタスクの実行履歴情報テーブルの例であ
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る。
【０１５２】
　図１８には、過去に実行したタスクに関するタスク名称、実行タスクの種別に関する情
報、実行タスクの実行日に関する情報、タスク実行時のターゲットデバイスに関する情報
などが格納されている。もちろんここに示した情報は一例であり、これ以外の情報を含ん
でいても構わない。
【０１５３】
　これら上述した図１６～図１８に示した情報を用いて、子サーバ１０７で継続管理を行
うデバイスの管理を、親サーバ１０２へ委譲すべきかどうかの判定を行う処理の流れを、
図１９を用いて説明する。
【０１５４】
　図１９は、本実施形態を示す管理装置における第４のデータ処理手順の一例を示すフロ
ーチャートである。本例は、子サーバ１０７で管理しているデバイスを、親サーバ１０２
へ委譲すべきかどうかの判定を行う処理例である。
【０１５５】
　なお、Ｓ１５０１～Ｓ１５１０は各ステップを示し、各ステップは、図２に示した子サ
ーバ１０７のＣＰＵボード２０３のＣＰＵがＲＡＭにデバイス管理アプリケーション４０
１をロードして実行することで実現される。
【０１５６】
　Ｓ１５０１で、デバイス情報管理部４０３が子サーバ１０７で図６に示す管理対象とな
っているデバイスのデバイス情報を取得する。Ｓ１５０２で、図１７に示した猶予期間を
設定するためのＵＩから、子サーバ１０７の管理者が設定を行った、設定系のタスクが実
行されなかった場合に、親サーバ１０２へデバイスの管理を委譲するための猶予期間の設
定情報を取得する。なお、上記設定情報はタスク情報管理部４０４がＨＤ２１０から読み
出す。
【０１５７】
　Ｓ１５０３では、タスク情報管理部４０４が、図１８に示した子サーバ１０７における
タスク実行履歴情報テーブルの情報を取得する。
【０１５８】
　次に、Ｓ１５０４では、Ｓ１５０１で取得した管理対象デバイスのデバイス情報を順次
参照し、現在参照しているデバイスの図６に示した親サーバ参照時の属性６０５が「読取
専用」であるか否かの判定をデバイス管理部４０２が行う。
【０１５９】
　ここで、デバイス管理部４０２が「読取専用」であると判定した場合は、Ｓ１５０５へ
進み、「読取専用」でない、すなわち親サーバへ任せる属性であると判定した場合は、Ｓ
１５０９へ進む。
【０１６０】
　そして、取得した子サーバにおけるタスク実行履歴情報と、Ｓ１５０２で取得した猶予
期間に関する情報および図１６に示したタスク種別情報判定テーブルの内容をデバイス管
理部４０２が比較を行う。
【０１６１】
　その後、Ｓ１５０５で、猶予期間内に設定系のタスクが実行されたか否かの判定をデバ
イス管理部４０２が行う。
【０１６２】
　ここで、図１６～図１８の例を用いて説明を行う。
【０１６３】
　２００７年５月３０日までが猶予期間内に設定系のタスクが実行された事になり、２０
０７年０５月３１日からは猶予期間に設定系のタスクが実行されていないとデバイス管理
部４０２により判定される事になる。
【０１６４】
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　ここで、猶予期間内に設定系のタスクが実行されているとデバイス管理部４０２により
判定された場合は、Ｓ１５１０へ進み、猶予期間内に設定系のタスクが実行されていない
とデバイス管理部４０２により判定された場合はＳ１５０６へ進む。
【０１６５】
　一方、Ｓ１５１０では、図１８に示した子サーバにおけるタスク実行履歴情報から、猶
予期間内に実行された設定系タスクのターゲットデバイスに、Ｓ１５０４で参照している
デバイスが含まれているか否かの判定をデバイス管理部４０２が行う。
【０１６６】
　ここで、設定系のタスクが実行されているとデバイス管理部４０２により判定された場
合は、子サーバ１０７において継続的に管理されているデバイスであるため、特に処理を
行わず、Ｓ１５０９へ進む。
【０１６７】
　一方、Ｓ１５１０で、判定の結果設定系のタスクが実行されていないとデバイス管理部
４０２により判定された場合は、子サーバ１０７において継続的に管理されていないデバ
イスであるため、Ｓ１５０６へ進む。
【０１６８】
　次に、Ｓ１５０６で、Ｓ１５０４において参照しているデバイスに対して、親サーバ１
０２へ管理を委譲するかどうかを示す、図２０に示すような確認用メッセージの表示をデ
バイス管理部４０２により子サーバ１０７のＣＲＴ２０７に行う。
【０１６９】
　ここで、図２０に示した確認用メッセージに対して、子サーバ管理者が管理を委譲する
かどうかを選択するため、マウス２０９を操作してボタンＢＴ２１１又はボタンＢＴ２１
２のいずれかを選択する。
【０１７０】
　図２０は、本実施形態を示す管理装置で表示されるユーザインタフェースの一例を示す
図である。本例は、子サーバ管理者がデバイスの管理を親サーバに委譲するかどうかを確
認するためのメッセージを表示する画面に対応する。
【０１７１】
　これにより、ユーザインタフェースにより容易に管理サーバの選択を行うことが可能に
なる。と同時に、一定期間設定タスクが実行されていないデバイスに関しては、管理サー
バの委譲を促すメッセージを表示する事で、実運用に合わせたサーバにより管理を行う事
が可能になる。
【０１７２】
　次に、Ｓ１５０７で、図２０に示した確認用メッセージに対して、子サーバ管理者が図
２０に示す画面において、「はい」に対応するボタンＢＴ２１１を選択しているかどうか
を判断する。すなわち、親サーバ１０２に管理権限を委譲するかどうかを判断する。
【０１７３】
　ここで、ボタンＢＴ２１１が選択されたと判定した場合、すなわち、親サーバへ管理を
委譲するとデバイス管理部４０２が判定した場合は、Ｓ１５０８へ進む。
【０１７４】
　一方、図２０において、「いいえ」に対応するボタンＢＴ２１２を選択した場合、すな
わち親サーバへ管理を委譲しないとデバイス管理部４０２が判定した場合はＳ１５０９へ
進む。
【０１７５】
　次に、Ｓ１５０８で、Ｓ１５０４において参照しているデバイスの親サーバ参照時の属
性６０５の内容を、デバイス管理部４０２が「読取専用」から「親サーバに任せる」に変
更する。
【０１７６】
　図２１は、図１に示した子サーバ１０７で管理されるデバイス情報の一覧を説明する図
である。本例は、Ｓ１５０８の実行後、すなわち、デバイス名Ｄｅｖ６の親サーバ参照時
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の属性６０５の内容が「読取専用」から「親サーバに任せる」に変更されたデバイス情報
の一覧に対応する。
【０１７７】
　次に、Ｓ１５０９では、Ｓ１５０１で取得した、子サーバ管理対象デバイスに関する情
報テーブルの中の、全ての管理対象デバイスに関してチェックを行ったか否かの判定をデ
バイス管理部４０２が行う。
【０１７８】
　ここで、未チェックのデバイスがあるとデバイス管理部４０２が判定した場合は、Ｓ１
５０４へ進み上述の処理を繰り返す。
【０１７９】
　一方、Ｓ１５０９で、全てのデバイスに対してチェックを実施したとデバイス管理部４
０２が判定した場合には、本処理を終了する。
【０１８０】
　なお、本処理はデバイス管理アプリケーション４０１によって、１日に１回程度実行さ
れるように設定されていれば良い。
【０１８１】
　次に、図２２を用いて、親サーバの管理対象デバイスの中に読取専用属性のデバイスが
含まれた場合の、親サーバにおけるタスク実行処理の流れを説明する。
【０１８２】
　図２２は、本実施形態を示す管理装置における第５のデータ処理手順の一例を示すフロ
ーチャートである。本例は、親サーバの管理対象デバイスの中に読取専用属性のデバイス
が含まれた場合の、親サーバにおけるタスク実行処理例である。
【０１８３】
　なお、Ｓ２２０１～Ｓ２２０６は各ステップを示し、各ステップは、図２に示した子サ
ーバ１０７のＣＰＵボード２０３のＣＰＵがＲＡＭにデバイス管理アプリケーション３０
１をロードして実行することで実現される。
【０１８４】
　まず、Ｓ２２０１で、デバイス管理部３０２が実行を開始したタスクの処理内容などに
関するタスクに関する情報の取得を行う。
【０１８５】
　タスク種別及び実行内容に関しては、図１６に示したタスク種別情報判定テーブルが、
親サーバにおけるデバイス管理アプリケーション３０１が参照可能な外部記憶領域となる
ＨＤ２１０などに格納されている。
【０１８６】
　次に、Ｓ２２０２では、図８に示したような親サーバに登録されている処理タスク情報
テーブルから、該当タスクのターゲットとして登録されているデバイスの情報をデバイス
管理部３０２が取得する。
【０１８７】
　次にＳ２２０３では、Ｓ２２０１で取得したタスクの種別が、ターゲットデバイスに対
して設定を行うような設定系のタスクであるか否かの判定をデバイス管理部３０２が行う
。
【０１８８】
　ここで、設定系のタスクであるとデバイス管理部３０２が判定した場合Ｓ２２０４へ進
み、設定系のタスクでないとデバイス管理部３０２が判定した場合、すなわち情報取得系
のタスクであると判定した場合は、Ｓ２２０５へ進む。
【０１８９】
　次に、Ｓ２２０４で、対象とするデバイスが読取専用属性であるか否かを、図１３に示
した親サーバ管理対象デバイス管理リストの、親サーバ参照時の属性情報を参照し、ター
ゲットデバイスが読取専用属性であるか否かの判定をデバイス管理部３０２が行う。
【０１９０】
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　次に、Ｓ２２０４で、ターゲットデバイスが「読取専用」属性であるとデバイス管理部
３０２が判定した場合は、タスク処理を実行せずにＳ２２０６へ進む。
【０１９１】
　一方、Ｓ２２０４において、ターゲットデバイスが「読取専用」でないとデバイス管理
部３０２が判定した場合は、Ｓ２２０５へ進み、ターゲットデバイスに対してタスク処理
の実行を行う。そして、タスク処理実行後、Ｓ２２０６へ進む。
【０１９２】
　次に、Ｓ２２０６で、タスクのターゲットデバイスが他にもあるか否かのチェックをデ
バイス管理部３０２が行い、タスク未実行のデバイスがあるとデバイス管理部３０２が判
定した場合は、Ｓ２２０２へ進み、上述の処理ステップを繰り返す。
【０１９３】
　一方、Ｓ２２０６で、全てのターゲットデバイスに対してタスク処理実行を行って、タ
ーゲットデバイスがないとデバイス管理部３０２が判定した場合は、本処理を終了する。
【０１９４】
　以上の処理により、子サーバにおいて継続的にデバイスの管理を続行する場合は、親サ
ーバには読取専用で存在情報を提供する事が可能となる。
【０１９５】
　また、親サーバへ管理を委譲した管理デバイスの情報は、親サーバがその管理デバイス
の情報を取得後、子サーバの管理対象デバイスから削除される。
【０１９６】
　さらに、子サーバで継続管理されているデバイスでも、設定系のタスクが未実行の場合
は管理の委譲を促すメッセージを表示することが可能となる。
【０１９７】
　〔第２実施形態〕
　以下、図２３に示すメモリマップを参照して本発明に係るサーバで読み取り可能なデー
タ処理プログラムの構成について説明する。
【０１９８】
　図２３は、本発明に係るサーバで読み取り可能な各種データ処理プログラムを格納する
記憶媒体のメモリマップを説明する図である。
【０１９９】
　なお、特に図示しないが、記憶媒体に記憶されるプログラム群を管理する情報、例えば
バージョン情報，作成者等も記憶され、かつ、プログラム読み出し側のＯＳ等に依存する
情報、例えばプログラムを識別表示するアイコン等も記憶される場合もある。
【０２００】
　さらに、各種プログラムに従属するデータも上記ディレクトリに管理されている。また
、各種プログラムをコンピュータにインストールするためのプログラムや、インストール
するプログラムが圧縮されている場合に、解凍するプログラム等も記憶される場合もある
。
【０２０１】
　本実施形態における図７、図１２、図１４、図１９、図２２に示す機能が外部からイン
ストールされるプログラムによって、ホストコンピュータにより遂行されていてもよい。
そして、その場合、ＣＤ－ＲＯＭやフラッシュメモリやＦＤ等の記憶媒体により、あるい
はネットワークを介して外部の記憶媒体から、プログラムを含む情報群を出力装置に供給
される場合でも本発明は適用されるものである。
【０２０２】
　以上のように、前述した実施形態の機能を実現するソフトウエアのプログラムコードを
記録した記憶媒体を、システムあるいは装置に供給する。そして、そのシステムあるいは
装置のコンピュータ（またはＣＰＵやＭＰＵ）が記憶媒体に格納されたプログラムコード
を読出し実行することによっても、本発明の目的が達成されることは言うまでもない。
【０２０３】
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　この場合、記憶媒体から読み出されたプログラムコード自体が本発明の新規な機能を実
現することになり、そのプログラムコードを記憶した記憶媒体は本発明を構成することに
なる。
【０２０４】
　従って、プログラムの機能を有していれば、オブジェクトコード、インタプリタにより
実行されるプログラム、ＯＳに供給するスクリプトデータ等、プログラムの形態を問わな
い。
【０２０５】
　プログラムを供給するための記憶媒体としては、例えばフレキシブルディスク、ハード
ディスク、光ディスク、光磁気ディスク、ＭＯ、ＣＤ－ＲＯＭ、ＣＤ－Ｒ、ＣＤ－ＲＷ、
磁気テープ、不揮発性のメモリカード、ＲＯＭ、ＤＶＤなどを用いることができる。
【０２０６】
　この場合、記憶媒体から読出されたプログラムコード自体が前述した実施形態の機能を
実現することになり、そのプログラムコードを記憶した記憶媒体は本発明を構成すること
になる。
【０２０７】
　その他、プログラムの供給方法としては、クライアントコンピュータのブラウザを用い
てインターネットのホームページに接続する。そして、該ホームページから本発明のコン
ピュータプログラムそのもの、もしくは、圧縮され自動インストール機能を含むファイル
をハードディスク等の記録媒体にダウンロードすることによっても供給できる。また、本
発明のプログラムを構成するプログラムコードを複数のファイルに分割し、それぞれのフ
ァイルを異なるホームページからダウンロードすることによっても実現可能である。つま
り、本発明の機能処理をコンピュータで実現するためのプログラムファイルを複数のユー
ザに対してダウンロードさせるＷＷＷサーバやｆｔｐサーバ等も本発明の請求項に含まれ
るものである。
【０２０８】
　また、本発明のプログラムを暗号化してＣＤ－ＲＯＭ等の記憶媒体に格納してユーザに
配布し、所定の条件をクリアしたユーザに対し、インターネットを介してホームページか
ら暗号化を解く鍵情報をダウンロードさせる。そして、その鍵情報を使用することにより
暗号化されたプログラムを実行してコンピュータにインストールさせて実現することも可
能である。
【０２０９】
　また、コンピュータが読み出したプログラムコードを実行することにより、前述した実
施形態の機能が実現されるだけではない。例えばそのプログラムコードの指示に基づき、
コンピュータ上で稼働しているＯＳ（オペレーティングシステム）等が実際の処理の一部
または全部を行う。そして、その処理によって前述した実施形態の機能が実現される場合
も含まれることは言うまでもない。
【０２１０】
　さらに、記憶媒体から読み出されたプログラムコードが、コンピュータに挿入された機
能拡張ボードやコンピュータに接続された機能拡張ユニットに備わるメモリに書き込ませ
る。その後、そのプログラムコードの指示に基づき、その機能拡張ボードや機能拡張ユニ
ットに備わるＣＰＵ等が実際の処理の一部または全部を行い、その処理によって前述した
実施形態の機能が実現される場合も含まれることは言うまでもない。
【０２１１】
　本発明は上記実施形態に限定されるものではなく、本発明の趣旨に基づき種々の変形（
各実施形態の有機的な組合せを含む）が可能であり、それらを本発明の範囲から除外する
ものではない。
【０２１２】
　本発明の様々な例と実施形態を示して説明したが、当業者であれば、本発明の趣旨と範
囲は、本明細書内の特定の説明に限定されるのではない。
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【０２１３】
【図１】本発明の本実施形態を示すデバイス管理システムの構成を説明するブロック図で
ある。
【図２】図１に示すデバイス管理システムの構成を説明するブロック図である。
【図３】図１に示した親サーバにおけるソフトウエアモジュールの構成を説明する図であ
る。
【図４】図１に示した子サーバにおけるソフトウエアモジュールの構成を説明する図であ
る。
【図５】図１に示した子サーバのユーザインタフェースで表示されるデバイスリスト画面
の一例を示す図である。
【図６】図１に示した子サーバで管理されるデバイス情報の一覧を説明する図である。
【図７】本実施形態を示す管理装置における第１のデータ処理手順の一例を示すフローチ
ャートである。
【図８】図１に示した親サーバに登録されているタスク情報テーブルの一例を示す図であ
る。
【図９】図１に示した親サーバで管理されるデバイス情報の一覧を説明する図である。
【図１０】図１に示した親サーバで表示されるデバイス一覧画面の例を示す図である。
【図１１】図１に示した親サーバで表示されるデバイス一覧画面の例を示す図である。
【図１２】本実施形態を示す管理装置における第２のデータ処理手順の一例を示すフロー
チャートである。
【図１３】図１に示した親サーバで管理されるデバイス情報の一覧を説明する図である。
【図１４】本実施形態を示す管理装置における第３のデータ処理手順の一例を示すフロー
チャートである。
【図１５】図１に示した子サーバが管理するデバイス情報の一例を示す図である。
【図１６】図２に示した子サーバのＨＤに格納されるタスク種別情報判定テーブルの一例
を示す図である。
【図１７】図２に示した子サーバが備えるＣＲＴに表示されるユーザインタフェースの一
例を示す図である。
【図１８】図４に示した子サーバのタスク情報管理部が参照するタスクの実行履歴情報テ
ーブルの一例を示す図である。
【図１９】本実施形態を示す管理装置における第４のデータ処理手順の一例を示すフロー
チャートである。
【図２０】本実施形態を示す管理装置で表示されるユーザインタフェースの一例を示す図
である。
【図２１】図１に示した子サーバで管理されるデバイス情報の一覧を説明する図である。
【図２２】本実施形態を示す管理装置における第５のデータ処理手順の一例を示すフロー
チャートである。
【図２３】本発明に係るサーバで読み取り可能な各種データ処理プログラムを格納する記
憶媒体のメモリマップを説明する図である。
【符号の説明】
【０２１４】
１０２　親サーバ
１０３～１０５、１０８，１０９、１１０　デバイス
１０７　子サーバ
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