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(54) Title: DYNAMIC SELECTION OF MEDIA STREAMS FOR DISPLAY

(57) Abstract

One or more streams from a nurnber of
real-time video streams available to be transmitted
across a communications network, are selected for
display on respective terminals of a first, and at
least one other user. First, a policy of the first user
for making the selection, is determined, the policy
containing conditions to be evaluated, selectable
by the first user. Then, which streams to select
for the first user is determined dynacamically by
evaluating the current conditions according to the
first user’s policy. Only the selected streams are
passed for display on the terminal of the first user,
independently of selections made for passing to
the other users. Dynamic selection from multiple
streams enables the user to concentrate on the
content not the form of presentation. Individual
control of what is displayed, independent of what
other users see, enables tailoring to suit resources
and user priorities. Both enable larger video
conferences to be handled more easily.
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DYNAMIC SELECTION OF MEDIA STREAMS FOR DISPLAY

Technical Field and Industrial Applicability

The invention relates to methods and apparatus for
selecting for display one or more from a number of real-
time medilia streams and to corresponding software,

network nodes and terminals.

Background Ar

Today’s ccmputing and network architectures readily
support the transfer of text and still graphics or
images. However, support for real-time media processing
and networking has, until very recently, been realised
entirely with overlay networks and service specific
terminal equipment for displaying such media to the
user. Voice telephony for example, 1s the most
pervasive media specific network. Broadcast video and
cable TV also use a dedicated transmission and switching
infrastructure. In the same vein, high quality video
conferencing requires leased lines and expensive
dedicated eguipment.

The most commercially successful segment of the
video conferencing market has been for so-called “Px64”
systems based cn the ITU’s H.320 series standards. Such
systems aggregate from 2 to 30 DSO (64 kbps) channels
over switched cr leased-line Time Division Multiplexing
(TDM) networks into a wideband channel (128 kbps - 2
Mbps) to transport audio, video, data and control in a
polnt-to-point manner. Multipoint conferencing is
achieved through a centralised Multicast Control Unit
(MCU) as shown 1in figure 1 which typically mixes audio
and multicasts the single current speaker to all sites.

An alternative, a distributed switching and mixing
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arrangement will be described with reference to Figure
2.

More rapid growth of this market has been hampered
by both high equipment costs and high service costs. In
addition to the cost of video COder/DECoder (CODEC)
hardware, eqgulipment costs are exacerbated i1n current
networks by the need for Inverse Multiplexers (I-MUXs)
to aggregate switched DSO circuits due to the absence of
wideband channel switching, and MCUs due to the absence
of multicast switching. Service costs have been kept
high due to bandwidth based tariffs needed to protect
revenues from voice telephony and so high bandwidth,

high quality video conferencing 1s still a luxury rarely
aftforded.

Further limitations exist at the users terminal.
Real-time media 1mposes high processing requirements,
particularly 1f the media stream needs to be
decompressed for display. Usually the resolution and
size of display monitors 1s restricted.

Figure 1 shows in schematic form a known video
conferencing arrangement. Using multicast control unit
(MCU) for multiplexing or mixing and distributing all
video streams transmitted by the network 2 to and from
users 3 gives a centralised topology. This 1s suiltable
for use with a point to point network such as the
telephone network. The expensive dedicated video mixing
or selecting equipment need be provided in only one
place while making use of the switching capability
already provided i1n the network 2. One of the users 3,

a chairman, has facilities to control the MCU, 1.

In operation, each us<r sends 1ts own video and
audio to the MCU. The chairman controls the MCU to
select one of the incoming video streams, or add the
video streams together 1n separate windows of the single
output video streams. The input audio streams would all
be mixed together, or the audio streams with most

activity could be selected for mixing and outputting.

PCT/CA98/00198



- WO 98/56177

10

15

20

25

30

35

CA 02289504 1999-11-10

The MCU duplicates its output video and audio streams
and sends them to eaCh of the users. Such arrangements
may be limited in bandwidth or number of users by the
capabilities of the MCU, or by the bandwidth of the
telephone network connections.

In another known conferencing arrangement
illustrated in Figure 2, a LAN network 4 with multicast
capability connects users 3. This obviates the need tor
a dedicated MCU. Users 3 can control which other users
they see.

Figure 3 i1llustrates the information which may pass
between a user 10 and a network 11 such as a packet
network, connecting other users 3 for video
conferencing. Awareness information of which of a users
are connected to the network 1is passed from the network
to the user 10. In response to this information, a user
can choose manually which other users he wants to see.
Video selection request information 1s then passed from

the user to the network. The network has the capability

to take the request and switch appropriate video streams
from other users 3 to the user 10.

Network restrictions have often precluded sending
streams from all users in a video conference to all
other users. Accordingly, the centralised switching
approach shown in Figure 1 involves either selecting one
of the streams from users 1, 2, 3, for daisplay, or
creating a single image stream comprising a composite
display of two cr more reduced size 1mages OY wlndows.

U.S. 4,531,024 (Colton) describes a way ot
resolving how to select a single video stream to be
transmitted to all other conference locations. The
selection is made automatically by centralised detection
of either one and only one “talker” or one and only one
video graphics transmission request. Manual override 1s

possible at each location, to select manually the video
to be viewed.
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U.S. 5,003,532 (Ashida) shows a video conference
system having a centralised image selector operating
according to requests from users or according to speaker
detection.

U.S. 5,382,972 (Karres) describes a conferencing
system which creates a composite signal with voice
sensitive switching means for moving the component
streams to different regions on the screen, and
different sizes of picture, according to who is talking.
A master user has an override control.

A further development 1s shown in U.S. 5,473,367,
1n which any conferee can assume the chairing role, and
manipulate manually the picture which will be viewed by
all. Additionally, each conferee can choose their own
picture content, or take the chair view.

U.S. 5,615,338 shows a system in which a central
controller controls the transmission from each user
terminal directly, and selects two users to transmit to
all other users according to user requests and a
predetermined priority scheme.

U.S. 5,392,223 shows a communications processor for
linking a group of workstations, to a network for video
conferencing. A workstation i1nitiates a request for
service including type of service and destination.
Bandwidth, resolution and transmission rate are
adjustable. Artificial intelligence software is used in
the processor, which reacts to the instantaneous
loadings, and indicates to the user what is possible if
the request for service can’t be fulfilled.

Another example of a decentralised
videoconferencing network is shown in U.S. 5,374,952,
using a broadband LAN. Telev.:!on signals from each
user are transmitted simultaneously at different
frequencies. Each user’s computer monitors the status
0f channel allocations and generates the channel
selecting control signals. Such dedicated LANs have

1nherent broadcasting capability which implies the
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ability to multicast, 1.e. send to a select group of
users.

None of the above systems 1s scaleable to handle
large conferences because of human cognitive limitations
in viewlng a screen with too many windows displayed
simultaneously, or with manually selecting between too
many available windows. Additionally, the users
terminal may have limited processing power and limited
display area, and the network resources may limit how

many streams can be sent to him anyway.

Disclosure of the Invention

It i1s an object of the invention to provide
improved method and apparatus.

According to the i1nvention, there i1s provided a
method of selecting for display one or more streams from
a number of real-time media streams availlable to be
transmitted across a communications network for display
on respective terminals of a first, and at least one
other user, the method comprising the steps of:
determining a policy of the first user for making the
selection, the policy comprising an indication of how
the selection should be made, the policy being
selectable by the first user; determining a condition of
at least one of the communications network and the
terminal; determining dynamically which streams to
select for the first user according to the condition and
according to the first user’s policy; and, causing only
the selected streams to be passed for display on the
terminal of the first user, independently of selections
made for passing to the other users.

Dynamic selection from multiple streams enables

Il

the user to concentrate on the content not the form of
presentation. Individual control of display policy,

independent of what other users see, enables tailoring
to suit resources and user needs. Taking i1into account

the condition enables better utilisation of limited

A A PEAL. § f 20 e ar el lhA AR MMM Bl AGEALE AR B A amms oo salmname S deSese ol AR ds B 4B R wd we b o os o o - . - . . . . s e . - . T ss sedet e 0. . resst L tigeto sl e RN AT R RNT MAP IR (g ee e o o e e s bl gt . e



10

15

20

25

30

35

CA 02289504 1999-11-10

WO 98/56177 PCT/CA98/00198

resources. Together they enable larger conferences to
be handled more easily.

Preterably, 1t 1s determined if the selection is
restricted by the condition, the policy comprising an
indication of how to make the selection when the
selection 1s restricted by the condition. This enables
optimal presentation of larger numbers of streams by

better exploiting limited resources, or enables

participation of users with diverse levels of local or
network resources.

Advantageously, the indication comprises relative
priorities between desired streams. This enables the
user to be presented with the more important streams
where a choice needs to be made, and leaves user free to
concentrate on content rather than continually making
choices.

Preferably, the condition comprises a level of
availlability of network resources. This enables more
optimal selection particularly for networks where
congestion 1s likely and is variable. It also enables
cost limiting for bandwidth tariffed networks, to ensure
optimal use of available network resources.

Advantageously, the condition comprises a level of
availability of user terminal resources. This enables
better sharing of resources, particularly where
different users have terminals with differing
limitations. The integrity of a maximum number of media
streams can be preserved.

Advantageously, activity on one or more of the
media streams 1is determined, the indication comprising
an i1ndication of how to make the selection dependent on
the activity. This enables the selectis to include the
streams most likely to be of interest and to drop
streams of less interest.

Preterably, where two or more of the media streams
originate from a single source, the indication of how to

make the selection dependent on the activity comprises
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making the selection of one of the co-originating

streams dependent on activity on another of the co-
originating streams. This enables the user to be
presented automatically with streams which are likely to
be of interest because they are associated with a stream
showlng activity.

Advantageously, the step of determining the
selected streams 1s carried out at the first user’s
terminal. This enables the method to be used with less
specialised equipment 1n the network.

Preferably, the method further comprises the step
of indicating to the network which are the selected
streams, wherein the step of passing the selected
streams comprises transmitting across the network only
the selected streams. This enables reduced bandwidth
requirements in the network and at the user network
interface.

Advantageously, the media streams comprise video
streams. As video has high bandwidth, 1t 1s more
important to utllise and share resources more
efficiently, bearing in mind human perception and
resource limitations.

Preferably, the network is a multicast capable
network. If the network 1s multicast capable, less
specialised equipment 1s necessary 1in the network and at
the users terminal.

Advantageously, the first user also transmits at
least one real-time media stream to take part in a
conference between multiple users across the
communications network. The dynamic nature ot
conference type communication makes for heavier burdens
on network and computing resources and on human
cognitive abilities, and so better management of the
selection 1s more advantageous.

According to another aspect of the invention, there
is provided software, stored on computer readable media,

for carrying out the method.
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According to another aspect of the invention, there
1s provided a method of selecting for display one or
more streams from a number of real-time media streams
avallable to be transmitted across a communications

O network for display on respective terminals of a first,
and at least one other user , the method comprising the
steps of: determining a policy of each of the users for
making their respective selection, the policy comprising
an indication of how the selection should be made, the

10 policy being selectable by the first user; determining a
condition of at least one of the communications network
and the terminal; determining dynamically which streams
to select for each user according to the condition and
according to the respective policy; and, causing only

15 the selected streams to be passed for display on the

terminal of each user, independently of selections made
for passing to the other users.

According to another aspect of the invention, there
1s provided apparatus for selecting for display, one or
20 more real-time media streams available to be transmitted
across a communications network for display on terminals
of a first user and other users, the apparatus
comprising: means for determining a policy of the first
user for making the selection, the policy comprising an
25 indication of how the selection should be made, the
policy being selectable by the first user: means for
determining a condition of at least one of the
communications network and the terminal; means for
determining dynamically which streams to select for the
30 first user according to the condition and according to
the first user’s policy; and, means for causing only the
selected streams to be passed for display on the
terminal of the first user, independently of selections
made for passing to the other users.
35 According to another aspect of the invention, there
1s provided a network node for use in passing real-time

media streams across a communications network for
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display on terminals of a first user and other users,
the node comprising apparatus for selecting streams tfor’

display on the terminal of the first user, the apparatus

comprising: means for determining a policy of the first
user for making the selection, the policy comprising an
indication of how the selection should be made, the
policy being selectable by the first user; means for
determining a condition of at least one c¢f the
communications network and the terminal; means for
determining dynamically which streams to select tfor the
first user according to the Condition anc according to
the first user’s policy; and, means for causing only the
selected streams to be passed for display on the
terminal of the first user, independently of selections
made for passing to the other users.

According to another aspect of the invention, there
is provided a terminal for displaying real-time media
streams avallable to be transmitted across a
communications network for display on the terminal and
other terminals coupled to the network, the terminal
comprising: means for coupling the terminal to the
network to receive the streams from the network, means
for determining a policy of a terminal user for making a
selection from amongst the streams, the policy
comprising an indication of how the selection should be
made, the policy being selectable by the first user;
means for determining a condition of at least one of the
communications network and the terminal; means ftor
determining dynamically which streams to select tor the
first user according to the condition and according to
the first user’s policy; means for causing only the
selected streams to be passed for display on the
terminal of the first user, independently of selections
made for passing to the other users; and means for
displaying the selected streams.

According to another aspect of the invention, there

is provided a method of selecting for display one orx
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more streams from a number of real-time media streams
avallable to be transmitted across a multicast capable
communications network for display on a users terminal,
the method comprising the steps of: determining a policy
of the user for making the selection, the policy
comprising an indication of how the selection should be
made, the policy being selectable by the user;
determining dynamically at the users terminal which
streams to select for the first user according to the
user’s policy; and, sending a request from the users
terminal to the network to transmit only the selected
streams for display on the users terminal.

Preferred features may be combined as would be

apparent to a skilled person, and may be combined with
any aspect of the invention.

To show, by way of example, how to put the
invention into practice, embodiments will now be

described with reference to the accompanying drawilings.

Brief Description of the Drawings

Figures 1 to 3 show in schematic form prior art
video conferencing arrangements;

Figure 4 shows in schematic form an embodiment of
the i1nvention;

Figure 5a shows an architecture overview of a
conferencing terminal for use in the arrangement of
Figure 4;

Figure 5b shows the architecture of Figure 5a in
more detail;

Figure 6 shows the architecture of the elements of
Figure 5b which are concerned with the membership
decision module;

Figure 7 ¢ o>ws in schematic form a GUI event
response thread of the MDM;

Figure 8 shows the thread of Figure 7 in more
detail;
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Figure 9 shows 1in schematic form the consistency
check thread of the MDM;

Figure 10 shows the consistency check thread in
more detail;

Figure 11 shows the new T_stream activity response
thread;

Figure 12 shows the thread of Figure 11 in more
detail;

Figures 13 and 14 show the new T _stream silence
thread in schematic form;

Figures 15 and 16 show the D_stream close thread in
schematic form;

Figures 1l7a(1) and l1l7a(11) show 1n schematic form
the operation of the T_stream activity monitor of Figure
6;

Figures 17b(1) and 17b(112) show the operation of
the D_stream integrity monitor of Figure 6;

Figures 17c(1) and 17c(11) show the operation of
the workstation resource monitor of Figure 6, 1n
schematic form;

Figure 17d (i) shows 1n schematic form the operation
of the congestion analysis monitor of Figure 6;

Figures 17d(11) and 17d(111) show a more detailed
example in schematic form of the operation shown in
Figure 17d(1);

Figure l7e shows 1n schematic form the operation of
the network feedback monitor of figure 6;

Figure 18a shows in schematic form the functions of
the conference awareness module of Figure 5b;

Figures 18b and 18c show operation of the
transmission and reception processes of the conference
awareness module of Figure 18a;

Figure 19 shows an embodiment of the graphical user
interface of Figure 5b; and

Figures 20 and 21 i1llustrate in schematic form

alternative embodiments of the invention.
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Mode (s) of Carrvin ut the Invention

An overall view will be described first, followed
by more detailed descriptions of the functions of
particular parts. Then some system considerations for
implementing a conferencing system will be given,
followed by a discussion of advantages and alternative
embodiments.

Figure 4 shows in schematic form how the
information passed between the user 10 and the network
12 1s altered by the provision of a dynamic selection
controller 13. The user inputs a selection policy
including criteria for making the selection. The
dynamic selection controller determines the actual
selection requests on the basis of the policy and the
conditions. The network 12 then passes the selected
media streams to the user on the basis of the reguest
made by the dynamic selection controller 13. The
selection policy can include desired requests. The
dynamic selection controller may 1ssue selection
requests 1n a (best effort) basis, to try to meet the
desired selection requests of the selection policy. The
selection controller 13 can be located in the users
terminal, or in the network.

The network 12 could be a point to point network,
1n which case one or many MCUs would be required to
enable the distribution of the media streams to multiple
users. Preferably the network 1is capable of
multicasting. Where each media stream is considered to
be a multicast group, to which users wishing to receive
the stream can apply for membership of the group, the
selection controller 13 dynamically manipulates the
membership. This enables a scalable solutior. to large
multi-party video conferences to be achieved.
Limitations of human cognitive abilities in controlling
and comprehending large numbers of video inputs, and
resource limitations in transmitting large numbers of
high bandwidth media streams, can be reduced. Thus the
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dyvnamic selection controller 13 can be seen as a
receiver-based reactive congestion control mechanism.

The network 12 could comprise a local area network
alone, or a series of connected local and wide area
networksnetworks . For example, a corporate i1ntranet or
the internet, or the public telephone network could be
used for global coverage.

In operation, a user may select his or her desired
view of a conference by selecting a set of conferees he
or she desires to view, Or by selecting a dynamic
viewlng policy, e.g. including prioritizing media
streams, or a mixture of these. The dynamic selection
controller 13 makes a best effort attempt based on users
desires,and resource conditions such as losses detected
in received media streams, direct feedback from the
network and local computing resources. The policy make
take i1nto account, media stream activity periods, and
the changing conference environment, and may express how
to respond to detected resource limitations. The first
step of determining the policy may include retrieving a
stored indication of the policy, or prompting the user
for policy inputs, or calculating the policy from
previous preferences, for example.

More details of the structure of an embodiment of a
users terminal will now be given with reference to
Figures 5A and 5B.

Figure 5A 1llustrates in schematic form a
conferencing terminal architecture overview. A media 1n
portion, 20 incliudes for example means for carrying out
video reception processes, audlo receptlion processes,
and network mon.toring. A media out portion 21 includes
means for carrying out video and audio transmission to
the network 24. The media out portion may be dispensed
with to give a terminal suitable only for receiving,
e.g. for monitoring or entertainment purposes. A
command and control portion 22 communicates with the

media 1in portion and the media out portion. There may
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be some direct connection between the command and
control portion 22 and the network 24, e.g. for sending
and receiving conference awareness messages relating to
each of the users of the conference.

5 A workstation resource monitor 23 can be provided
for feeding information to the command and control
portion 22.

Figure 5B shows more details of the conferencing
terminal architecture shown in Figure 5A. Each of the
10 parts will be described in terms of processes which can
be run simultaneously on the users terminal, either by
multi-tasking a single central processor, or distributed

across multiple processors in the terminal. The

hardware configuration 1s a matter of design choice.

15 As part ot the media 1n section 20, multiple video
reception processors 26 are provided, one for each
1ncoming video stream. Each video reception process 26
1ncludes a display stream (D_stream) integrity monitor
27 ftor monitoring the integrity of the display stream,

20 e.g. the number or rate of packets or frames which are
lost or delayed. EBach video reception process also
includes a D_stream processing module 28 for decoding
the incoming media stream. This may involve building up
video frames from the stream of packets, and performing

25 any decompression as regquired.

Each video reception process 26 also includes a
network signalling module 29 for carryving out network
signalling functions.

An interprocess communication (IPC) function is

30 provided for communicating between processors, e.g. by

message passing, Or using shared memory.

A network feedback monitcr 30 is provided, for
monitoring messages received from the network. A
congestion analysis monitor 31 is provided for

35 determining network congestion.
A single audio reception process 32 is provided

even where there are multiple input audio streams. This



10

15

20

25

30

35

CA 02289504 1999-11-10

WO 98/56177 15 PCT/CA98/00198

1s convenient because normally only a single audio
output 1s provided to the user, mixed from all the input
audio streams, or the most active of the input audio
streams. The audio and reception process 32 includes a
trigger stream (T-stream) activity monitor 33, a

T_stream processing module 34, and a network signalling

module 35. The audio 1s designated the trigger stream
since 1t 1s often used for triggering display of the
video stream corresponding to the loudest audio input
stream.

A command and control process 36 includes a
conference awarsness module 37, a membership decision
module MDM 38, and a graphical user interface, GUI 39.
The MDM 1s at tne heart of the dynamic selection control
function, and will be described in more detail below.

A video transmission process 40 is provided for the
outgoing video to other users of the conference. It
comprises a D_stream processing module 41 and a network
signaling module 42. An audio transmission process 43
1includes a T_stream processing module 44 and a network
signaling module 45, for handling the outgoing audio
stream from the terminal to the other users. The video
transmission and audio transmission processes would not
be needed 1f the terminal were to be used only as a
receiver.

A work station resource monitor 46 is provided for
monitoring the local resources such as processing power,
memory, and display capability.

The operation of the MDM 38, and the processors
which are linked with it will now be described with
reference to Figure 6. The MDM 38 receives 1inputs from
the T_stream activity monitor (TAM) 33, the workstation
resource monitor (WRM) 46, and from the congestion
analysis monitor (CAM) 31. It also receives inputs from
the graphical user interface (GUI) 39, and outputs
selection requests in the form of connection membership

signals to the network. In this way, the MDM can make
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connection membership requests based on the user’s
viewlng policy and the current conditions, on a best
effort basis. The MDM could be arranged to receive
inputs from a subset of the inputs according to need.
For example, 1f the workstation resource 1is always
likely to be more limiting than the network resources,
the MDM could operate upon inputs from only the GUI and
the WRM, without needing local or foreign congestion
inputs. Where network congestion may be a problem, it
1s useful to divide it 1into local or foreign congestion
to enable the MDM to take appropriate action. For
example, where there 1s local congestion, 1t may be
appropriate to request fewer media streams to be
transmitted. Where the congestion 1s foreign, 1t 1is
more likely to affect only some of the input streams.
Thus 1t may be appropriate not to reduce the number of
media streams requested, but simply choose media streams
which are not affected by the foreign congestion.

The operation of the MDM 38 will be explained below
1in terms of five threads of operation, run in parallel.
These threads are explained with reference to Figures 7
to 16. The operation of each of the monitors shown in
Figure 6 will be eXplained with reference to Figures 17a
to 17e. Other elements of the terminal will be
described thereafter.

The five threads of the MDM cover the response to
GUI events, a periodic consistency check to see 1if
additional streams can be displayed, and responses to

new T_stream activity or silence, and the response to a

closing of a D-stream by 1ts originator.

MDM Thread 1, GUI events response, Fig.

Figure 7 1llustrates i1n schematic form an overview
of this thread. On detection of a GUI event, 60, passed
to the MDM by the interprocess communication (IPC), the
event 1s determined to relate to a state change, or to

locking or unlocking of a stream. In the former case,
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the state 1s upcated at 61, while in the latter case,
the stream 1s lccked or unlocked at 62 and violation of’
any predetermined constraints 1s resolved at 63, before
the display 1s updated at 64. Lockling a stream means
giving it the highest priority, to ensure it 1s
displayed all of the time, regardless of activity on the

corresponding audio stream. Obviously, 1if too many
streams are locked, a constraint may be violated, such
as a workstation resource constraint, or local or
foreign network constraints.

Figure 8 shows an example of how the thread could
be 1mplemented, in more detail. In response to the GUI
event 70, locking or unlocking, or setting updating 1is
determined at 71. At 72, violation of constraint 1 1is
detected. This 1s concerned with the number of streams
which can be displayed simultaneously by the user’s
terminal. It would be a predetermined number, but could
be varied according to user-defined window sizes for
example. If the constraint 1s not viclated, a locking
flag, F_lock 1s cleared at 76, and the display 1is
updated by a visual management process 77. If a
violation of constraint 1 is detected, at 73, the thread
tries to remove display streams corresponding to silent
audio channel, until conformance with the constraint is
achieved. Then the locking flag is cleared at 76 and
the display updated at 77.

If there are insufficient silent streams, at 74,
the thread tries to remove the display streams
corresponding to the least active audio stream, until
conformance with constraint 1 is achieved. If
contormance 1s achieved, the lock flag i1s cleared at 76,
otherwise the flag 1s set at 75, and the display
updated.

Violations of other constraints are more
conveniently dealt with by other threads, to enable
asynchronous or synchronous response as desired. This

can assist i1n maintaining an optimum trade-off between
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rapid response to changes in conditions, and vet avoid
disturbing oscillatory responses.

The determination of which streams are silent or
less active, will be made by the T-stream activity
monitor 33 shown in Figures 5b and 6, explained in more
detail below. The types of settings which can be
altered 1n response to a GUI event, will be explained in

more detail with reference to the detailed description
of the GUI.

MDM Thread 2 Consistency Check, Fig. 9

Figure 9 shows an overview of this thread in
schematic form. Violations of a series of constraints
are detected at 100, and resolved at 101 before the
displayed streams are updated at 103. Tf no violations
are detected, an attempt is made at step 102 to display
additional streams if resources permit.

An example of how the thread might be implemented
1s shown in more detail in Figure 10. This thread is
repeated periodically, and the period can be determined
according to the speed of response required. It may be
appropriate to repeat it every 2 to 10 seconds or so.

After the waiting period at 105, the lock flag 1s
Checked at 106. If it is clear, the first constraint to
be checked is constraint 3, relating to foreign network
congestion. If critical, as determined by the
congestion analysis monitor (CaM) 31, at 108, all
display streams violating this constraint are removed
ftrom the display, and a flag is set indicating foreign
network congestion, at 109. After the display 1is
updated at 110, an aging counter for the foreign network
congestion flag is updated at 111, so that the flag will
clear itself after a period of time, to enable the
atfected streams to be requested agalin in case the
foreign network congestion was only a temporary
condition. The other constraints are not checked until

the foreign network congestion constraint is met .
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At 112, 1f the foreign network congestion
constraint 1s mest, then the next step 1s to detect
violation of constraint 4, indicating critical local
network congestion. An attempt 1s made to remove from

5 display the D_stream with most silence in 1ts
corresponding audio stream among those showilng
congestion ( step 113 ). If constraint 2 relating to
bandwidth and tariff constraints in the network, or
constraint 5 relating to computing resources locally,

10 are violated, then at step 113, an attempt 1s made to
remove from display the D_stream with most silence 1in
1ts corresponding audio stream. If no silent T streams
are found at step 113, then at 114 the stream with the
least activity 1s removed from the display. If no

15 T_streams with activity are found, then it is assumed
that too many display streams are locked, to give
unconditional display, and at 115, the lock flag 1s set
to reflect this. The thread is cycled again after the
foreign congestion flag is aged at 111.

20 If none of the above-mentioned constraints are
violated, then at 118, under utilisation of resources 1is
detected by assessing whether all constraints are 1n a
safe condition, meaning they are not close to a critical
condition. In this case, at 119, the most active of the

25 display streams not yet displayed 1s selected at 119.

If there are no active T _streams, then a search 1s made
for a T _stream i1n the silent state, and the least silent

1s displayed. Otherwise the thread i1s repeated.

30 MDM Thread 3, New T Stream Activity Response

Figure 11 shows an overview. The thread 1is
triggered by new T_stream activity 140 passed to the MDM
by the T _stream activity monitor 33, using the IPC. If
there 1s a constraint violation detected at 141, a test

35 transmission is made without display, to determine if

the available resources allow for another stream, at
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143. TIf the test is successful, the new stream is
displayed at 142, otherwise it is rejected at 144.

Figure 12 shows an example of how the thread might
be i1mplemented. Following the event at 140, a check is
made at 148 to see if the locked flag or the file
congestion flag is set. If so, the thread is ended.
Otherwise at 149, constraint 1, relating to the display
capabilities, 1s tested. If the constraint is violated,
at 150 a search i1s made for the most silent D stream to
be replaced. If one is found, the new display stream
replaces the silent one at 151, and the management of
the display is completed at 152. Otherwise, if no
silent stream is found, the thread is ended.

It no violation of constraint 1 was found, at 153,
under utilization of resources is detected by
determining that constraints 2, 4 and 5 are in a safe
condition. This enables the new display stream to be
displayed straight away at 157. If one or more of the
constraints are not safe, the search is made for a
silent D_stream to be dropped, at 150 if none is found,
the thread verifies there are no critical states in
constraints 2, 4 or 5 at 154, then enters a test mode.
This involves an invisible display of the new active
D_stream to monitor for short term critical violations,
at 155, before committing the stream to be displayed or

removing 1t at 156 if critical violations are found.

MDM

Thread 4, New T Streams Silence

Figure 13 shows an overview of this thread. When a

new silence event occurs at 200, the most active
undisplayed D_stream is used to replace a silent one at
201.

Figure 14 shows an example with more details of how
this thread might be implemented. Following the event
at 200, the thread searches for the most active display
stream, providing there are sufficient resources, and

providing the foreign congestion flag is clear. If none
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are found, the thread ends. If any are found, at 206,
the silent stream 1s removed, and the active stream 1s
selected for display, at 206. The visual management

process occurs at 207.

MDM Thread 5, D Stream Close

Figure 15 shows an overview of this thread. At
240, the thread starts on a D_stream close event 240,
notified to the MDM by the confidence awareness module
37 or by the D_stream processing module 28 and the
network signalling module 29. At 241 the closed
D stream is replaced with the most active undisplayed
D_stream.

An example of how the thread might be implemented
1s shown in more detail in Figure 16. On detecting the
D stream close events 240, the thread ends 1f that
D stream 1s not currently displayed. If 1t i1s locked
and displaved, then at 241, the thread sends a
communication to the GUI indicating that 1t should be
unlocked. If the relevant D_stream 1s currently
displayed and is not locked, the closed stream 1s
removed from the display at 240. At 243, a search 1s
made for the most active D _stream to display, provided
there are sufficient resources, and provided 1ts foreign
congestion flag 1s clear. In this case at 244, the new
stream 1s displayed, and at 245, the visual management
uptake process 1s carried out. If no active stream 1is
found for display, a search 1s made for any streams in a
silent state, at 246. The least silent is selected 1if
there are sufficient resources and if there i1ts foreign
congestion flag is clear. It 1s displayed at 244,

otherwise the thread ends.

Th ration of the Monitors,

Feeding information to the threads described above,
are the wvarious monitors shown in Figure 6. These

include the T-stream activity monitor (TAM), the
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D_stream integrity monitor (DIM), the work station
resource monitor, (WRM), the congestion analysis monitor
(CAM) , and the network feedback monitor (NFM). For each
of these, a description will follow including details of
counters, states, variables and thresholds where

appropriate.

T Stream Activity Monitor (TAM) FIG 17a
Description

The TAM provides an 1ndication as the state of the
T_Stream (either silent or active) as well as a degree
of silence or activity. This aids the MDM in

arbiltrating between two or more candidate streams (for
DISPLAY or UNDISPLAY) .

For every timeslice {(which 1is of fixed duration), if

activity exists on the T_Stream, the counter TAM DEGREE
1s incremented, otherwise it 1s decremented if no
activity exists. In order for an ACTIVITY event to
occur, the TAM_HI THR threshold must be overrun,
similarly a SILENT event occurs when the TAM LOW THR 1S
underrun. If an activity is detected, the appropriate

event signal 1s dispatched and the state indicator
TAM_STATE 1s updated.

Desirable Properties

It 1s desirable to have a relatively quick response
to NEW activity. The system should not be overly
sensitive however, which relies on properly setting of

the various variables. The system should also not begin

to oscillate and hence the purpose of the GRACE range.

Variables
TAM_MIN = Minimum Value of the counter (zero)

TAM_MAX = Maximum Value of the counter (implications on
memory/silent period)
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TAM_HI THR = Threshold that delimits the lower bound of
the activity range

TAM _LOW_THR
the silence range

TAM_STATE = {0=8Silent | 1l=Active}
TAM_DEGREE = RANGE [TAM_MIN, TAM MAX]
TIMESLICE

Threshold that delimits the upper bound of

f

Fixed unit of time, common to a media type.

Figure 17a (1) 1llustrates the range of values which
may be taken by the counter TAM DEGREE, between minimum
and maximum values. A counter may be incremented or
decremented each time slice. The counterstate TAM STATE
can be either silent or active, according to the value
of the counter. A grace interval 1s provided to give
some hysteresis i1n the transition between silence and
active states.

The operation of the monitor is shown in Figure
17a(11). At 250, instantaneous T _stream activity within
the current time slice 1s detected, and the counter 1is
1incremented at 251. At 252 1t i1s determined whether the
counter crosses the transition from the grace region to

the active region. If so, at 253, the new activity

event 1s communicated to the MDM. If the increment does
not cause a transition from the grace region to the
activity region, indicated by crossing the TAM HI THR
threshold in Figure 17a(i1), the thread ends. If no

activity 1s detected, the counter 1s decremented at 254,

and at 255 1t 1s determined whether the decrement of the
counter has caused 1t to cross threshold TAM LOW THR,
shown in Figure 17a(1). If so, at 256, a communication
1s sent to the MDM to indicate a new silence event.

It can be seen that the thresholds and the
TIMESLICE period and the maximum and minimum counter
values can be adjusted to achieve a suitably quick
response to new actaivity without flooding the MDM with
too many messages caused by inevitable brief silence

periods during speech for example.
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The D Stream Integrity Monitor ( DIM ) FIG 17b

D i 1 ON

The DIM provides a short-term indication as to the
state of the D_Stream. Either data loss or missed
deadlines constitute a Loss of Integrity (LOI) which is
indicated by the DIM_STATE variable. The DIM DEGREE

counter 1s normalized to a percentage figure indicating
the degree of integrity exhibited by the stream. The DIM
aids the MDM by indicating the nature (either local or
foreign) of LOI as well as the correlation that exists
between various D_STREAMS experiencing LOI.

For every TIMESLICE (which 1s of fixed duration), a
D_STREAM 1s monitored for an instantaneous LOI. If
detected, DIM_DEGREE 1s incremented by DIM 1L0SS FACTOR
(DLF) . The DLF 1s specific not only to a media type, but

also to a particular media stream. It represents the
maximum loss rate allowed which would not significantly
degrade the perceived media stream presentation. For
example, assuming the D_STREAM represents a 20 fps video
stream, where a timeslice 1s equivalent to one video
frame duration (0.05 s), one could set the DLF to 10 to
1ndicated that a one-in-ten frame loss rate is
acceptable.

If no instantaneous LOI 1s detected within a
timeslice, DIM_DEGREE 1s decremented. In order for a NEW
LOI Event to occur, the DIM_HI THR threshold must be
overrun, similarly a NEW INTEGRITY Event occurs when the
DIM_LOW_THR 1s underrun. If an event is detected, the

appropriate event signal 1s dispatched and the state
1ndicator DIM_STATE is updated.

Desirable Properties

It 1s desirable to have some tolerance to transient
LOI, however any ongoing LOI should be detected an dealt
with appropriately. The system should not be overly

sensitive however, which relies on properly setting of
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the various variables. The system should alsoc not begin
to oscillate and hence the purpose of the GRACE range.

Variables
DIM_MIN = Minimum Value of the counter DIM DEGREE (zero)
DIM_MAX = Maximum Value of the counter DIM DEGREE

(1mplications on memory/silent period)

DIM_HI THR = Threshold that delimits the lower bound of
the LOI range

DIM_LOW_THR = Threshold that delimits the upper bound of
the INTEGRITY range

DIM_STATE = {INTEGRITY | LOI}

DIM_DEGREE = RANGE [DIM_MIN, DIM MAX] normalized to a
percentage

TIMESLICE = Fixed unit of time, common to a media type

DIM_LOSS_FACTOR (DLF) = Media stream & type specific,
loss tolerance figure

DIM_INT = Constant media type multiplving factor of DLF.
Allows a margin of tolerance to i1nitial loss.

DIM_GRACE = Constant media type multiplying factor of
DLF. Mitigates against oscillations.

DIM_LOI = Constant media type multiplving factor of DLF.
Determines degree of ”“short-term” memory.

Figure 17b(1) shows the range of the counter
DIM_DEGREE, between minimum and maximum values. The
counter can show a state of loss of integrity (LOI), or
integrity. A grace interval 1s provided to give
hystereses i1n the transition between states.

As shown 1in Figure 17b(11), at 260, 1f some loss of
1ntegrity 1s detected instantaneously in the D stream to
which the thread relates, the counter is incremented by
a number of units according to the DLF. By incrementing
the counter by more than one unit, yet decrementing 1t
one unit at a time when no loss of integrity 1is
detected, at 264, the system can be made sensitive to
differing acceptable frame loss rates.
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At 262, 1t 1s determine whether threshold
DIM_HI_THR 1s overrun. If so, at 263, the MDM is

alerted. Otherwise, the thread ends. If known loss of
integrity is detected, the counter is decremented at

S 264, and at 265 it is determined whether the counter
passes through the transition to the integrity state, by
comparison with threshold DIM_LOW THR shown in Figure

17b(1). If so, an indication of a new integrity event
1s sent to the MDM.
10

The Workstation Resource Monitor, WRM., FIG 17c¢
Descraiption

The WRM provides a short-term indication of the

state of various workstation resources such as CPU,

15 Memory, and Network Bandwidth usage. For each resource,
a monitor 1is created which can be in one of three
possible states, namely SAFE, WARNING, or CRITICAL. The
WRM_WARN and WRM_CRIT variables can be set to determine

the utilization figures which will trigger these events.
20 When the monitor changes state, a signal 1s send to

alert the MDM.

The variable WRM_NUM_SAMPLES i is used to determine
the number of past samples which should be incorporated
into the averaging calculation. This provides some

25 defense against transients, however causes the monitor
CO react slower to the over-utilization of resources.
WRM_NUM_SAMPLES_1 should be sized based on the

granularity of the TIMESLICE and the desired sensitivity
of the monitor.

30 The wvariable WRM_DEGREE i is used to maintain
absolute quantity resource ficures. It may be polled
periodically by the MDM. An example could be the

1nstantaneous network bandwidth usage at a particular

1nstance, which may be required to monitor user-imposed
35 tariff limits.
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Variables

WRM STATE 1 = {SAFE | WARNING | CRITICAL} State ot
resources monitor 1.

WRM_NUM_SAMPLES 1 (WNSi) = Number of previous samples to
include 1n averaging process.

WRM DEGREE_1 = Resource specific absolute quantity
TIMESLICE = Fixed unit of time used for periodic polling

of resources.
WRM WARN = Determines the boundary between the SAFE and

WARNING Event states.
WRM CRIT = Determines the boundary between the WARNING
and CRITICAL Event states.

Figure 17c (i) illustrates the range of values tor
WRM DEGREE-I, expressed as a percentage of 1ts maximum
value. The thresholds WRM_WARN, and WRM _CRIT, separate
the range of possible values into safe, warning and
critical states.

As shown 1n Figure 17c(11), a sample of the
resource utilization i1s taken at 270, averaged at 271,
and the state is updated at 272. If the state has
changed, the MDM 1s alerted at 273.

The Congestion Analvsis Monitor AM) FIG 17

Description

The Congestion Analysis Monitor (CAM) accepts 1input
signals from the D_Stream Integrity Monitor(s) (DIMs)
and the Network Feedback Monitor (NFM) informing about
any LOI or congestion experienced by incoming D_Streams.
It processes these inputs in such a fashion that i1t may
present as output to the Membership Decision Module
(MDM) , an indication as to which streams are
experiencing LOCAL versus FOREIGN network congestion.
The output information is presented in the form of two
pairs of {Set, State} variables indicating the
particular D_Stream ids experiencing either local or

foreign congestion, as well as a state indicating the

severity of the congestion.
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The process used to build these two pairs of
variables 1s shown in Figure 17d(1), 1in overview. The
NFM 1is considered the chief indicator of foreign
congestion and so these 1ndications are immediately used
to create the foreign congestion set CAM F SET at 300.
If the DIM reports that a majority (CAM _CRIT PER) of
recelived D_Streams are experiencing some form of LOI, a
CRITICAL LOCAL LOI 1s assumed at 301 (1mplying massive
local congestion in the network) and is communicated to
the MDM. Otherwise, a two step process 1s i1mplemented
to determine whether any sort of correlation exists
between the degrees of LOI experienced by congested
D_Streams. The first step at 302 attempts to i1identify
whether there exists a subset of congested D _Streams (at
least CAM_MAJ_PER %) that have DIM _DEGREEs within a
standard deviation figure (CAM_MAJ STD ) of the complete

set’s MEAN (M). This first step tests for a very tightly

correlated majority of D_Streams and would therefore
indicate a CRITICAL congestion state <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>