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(57) ABSTRACT 

A video encoding System includes a Video Source providing 
a multiple frame Video Signal, a compressed data interface, 
a host interface and a video encoding device. The Video 
encoding device includes a video input processor, a global 
controller, a motion estimation processor, a digital Signal 
processor and a bit-Stream processor. The Video input pro 
ceSSor receives the Video signal. The global controller con 
trols the global operation of the Video encoding device. The 
motion estimation processor is connected to the global 
controller. The digital Signal processor is connected to the 
global controller and to the motion estimation processor. The 
bit-stream processor is connected to the digital Signal pro 
ceSSor, the global controller and the compressed data inter 
face. The global controller Stores encoding commands 
received from the host interface thereby programming the 
Video input processor, the motion estimation processor, the 
digital signal processor and the bit-stream processor. 
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VIDEO ENCODING DEVICE 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application a continuation application of U.S. 
Ser. No. 09/010.859, filed Jan. 22, 1998, which is incorpo 
rated in its entirety by reference herein. 

FIELD OF THE INVENTION 

0002 The present invention relates to video encoding 
devices in general and to Single chip Video encoding devices, 
in particular. 

BACKGROUND OF THE INVENTION 

0.003 Methods for encoding an audio-visual signal are 
known in the art. According to these methods, a Video signal 
is digitized, analyzed and encoded in a compressed manner. 
These methods are implemented in computer Systems, either 
in Software, hardware or a combined Software-hardware 
form. 

0004 Most hardware encoding systems consist of a set of 
Semiconductor circuits, which are arranged on a large circuit 
board. State of the art encoding Systems include a single 
Semiconductor circuit, which is based on a high power 
processor. 

0005 Reference is now made to FIG. 1, which is a 
schematic illustration of a video encoding circuit, referenced 
10, which is known in the art. 
0006 Circuit 10 includes a motion estimation processor 
12, a motion estimation memory unit 14 connected to the 
motion estimation processor 12, a Reduced Instruction Set 
Computer (RISC) processor 16 connected to the motion 
estimation processor 12 and an image buffer 18, connected 
to RISC processor 16. 
0007 RISC processor 16 transfers a portion of video 
signal from image buffer 18 to memory unit 14. Motion 
estimation processor 12 analyzes the motion of the Video 
Signal. Motion estimation processor 12 utilizes memory unit 
14 as a Storage area for the Video signal portion which is 
currently processed by it. When the motion estimation 
processor 12 completed analyzing the motion of a Video 
Signal portion, it transferS the results of the motion estima 
tion analysis to the RISC processor 16. 
0008. The RISC processor 16 performs all other process 
ing and encoding tasks which the Video signal has to 
undergo, such as discrete COSINE transform (DCT), quan 
tization, entropy encoding, bit-stream production and the 
like. The RISC processor 16 utilizes the image buffer 18 as 
a storage area for the Video Signal portion which is currently 
processed by it, and as a temporary Storage for its compu 
tational purposes. 
0009. It will be appreciated by-those skilled in the art that 
Such encoding Systems have Several disadvantages. For 
example, one disadvantage of circuit 10 is that each of the 
processing units 12 and 16 have a separate Storage area. 
Accordingly, each of the processed portions of Video signal, 
such as and ISO/IEC 13818 (MPEG-2) macro-blocks, have 
to be transferred to both memory unit 14 and image buffer 
18. RISC processor 16 has to access image buffer 18 for the 
Same data, each time this data is required. Such Retrieval of 
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large data blocks, many times, greatly increases data traffic 
Volume over the encoding System data transmission lines. 

0010 Another disadvantage is that circuit 10 is able to 
execute all processing and encoding tasks in a Serial manner, 
thereby capable of processing only a single macro-block at 
a time, requiring high operational processor frequencies. 
Circuit 10 receives a macro-block, processes it and produces 
an encoded bit-stream. Internally, the RISC processor 16 
operates in the Same manner. 

0011 Hence, as long as the RISC processor 10 hasn’t 
completed transmitting the encoded bit-Stream of a Selected 
macro-block, it cannot receive the next macro-block. 

0012. It will be appreciated by those skilled in the art that 
the operational frequency of circuit 10 has a direct affect 
over the heat produced by it, thereby requiring large cooling 
elements as well as massive cooling devices Such as fans and 
the like. 

0013. It will be appreciated by those skilled in the art that 
Such circuit structure requires that input-output (I\O) opera 
tions have to be performed extremely fast, thereby greatly 
increasing the Storage memory bandwidth requirements. 

0014) Another disadvantage of such systems is that all 
processing and encoding procedures (excluding motion esti 
mation) are executed by the same RISC processor. In this 
case, the same circuit performs various types of computa 
tions, which makes the utilization of the processors hard 
ware resources very inefficient. 

0015 Methods for estimating motion in a video signal are 
known in the art. According to these methods a frame is 
compared with previous frames. The difference between the 
frames is used to estimate a level of motion. These methods 
analyze a frame and map it, thereby indicating areas in frame 
which have no motion over previous frames and areas in the 
frame which are assigned with a motion level. 

0016. According to one such like method each pixel in 
the Search area is analyzed. This method requires a vast 
number of estimation operations and is thereby extremely 
resource consuming. This method is also called a full 
exhaustive Search. 

0017 According to another method, known in the art, the 
Search area is Scanned in a center weighted manner, which 
can be logarithmic, and the like, whereby the center of the 
Search area is Scanned thoroughly at full resolution and the 
rest of the Search area is Scanned at lower resolution. Areas 
which detected as having Some motion, in the low resolution 
Search, are Scanned again in full resolution. This reduces the 
overall number of estimation operations. 

0018 Reference is now made to FIG. 2, which is a 
schematic illustration of a Digital Signal Processing (DSP) 
processor, referenced 50, which is known in the art. 

0019 DSP processor 50 is of a single instruction multiple 
data (SIMD) type machine. It includes a plurality of iden 
tical processing units (P.U.) 52,5660, 64, 68 and 72, and a 
random access memory (RAM) 61. RAM 61 is divided into 
segments 54, 58, 62, 66, 70 and 74. 
0020 Each memory segment is exclusively assigned and 
connected to a processing unit, whereas RAM segment units 
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54, 58, 62, 66, 70 and 74 are assigned to and connected to 
processing units (P.U.) 52, 56, 60, 64, 68 and 72, respec 
tively. 

0021. This structure has several disadvantages. One dis 
advantage of Such machine is that the same operation is 
performed by all of the processing units at Same time. 

0022. Another disadvantage of the SIMD machine is that 
the data is not shared among the processing units. For 
example, processing unit 56 can acceSS data contained in 
RAM segment 66 via processing unit 64 only. It cannot do 
so directly. It will be appreciated by those skilled in the art 
that Such a configuration is inefficient. 
0023. A further disadvantage is that individual operations 
that vary for different data items cannot be efficiently 
performed by an SIMD machine. The programming of such 
operations into the processing units, is very difficult. Such 
individual operations can be only performed in a Serial 
manner, while masking all irrelevant data, resulting in 
Shutting off most of the processing units. The utilization of 
the hardware resources in an SIMD machine during such 
programming operations is very low, and performance of the 
machine are dramatically decreased. 

0024. Another disadvantage relates to the interconnection 
Structure between the processing units. It will be appreciated 
that, a processing unit within an SIMD machine is connected 
to a limited number of neighboring processing units. Hence 
communication between Such a processing unit and a pro 
cessing unit riot connected thereto, is often a complex 
operation. 

0.025 Bit-Stream processing and generation, in a conven 
tional encoding circuit, is performed by a general purpose 
processor. Bit-Stream generation requires Some specific 
operations, which can not be performed efficiently by a 
general purpose processor. In order to perform Such special 
operation, a general purpose processor uses a Small portion 
of its processing resources, while Shutting off rest of them. 
Therefore, the disadvantage is that the resources of Such 
processor are not utilized efficiently. 

SUMMARY OF THE PRESENT INVENTION 

0026. It is an object of the present invention to provide a 
novel device for encoding an audio-visual signal, which 
overcomes the disadvantages of the prior art. 

0027. There is therefore provided, in accordance with a 
preferred embodiment of the present invention, a Video 
encoding System which includes a Video Source providing a 
multiple frame Video Signal, a compressed data interface, a 
host interface and a Video encoding device. The Video 
encoding device includes a video input processor, a global 
controller, a motion estimation processor, a digital Signal 
processor and a bit-Stream processor. The Video input pro 
ceSSor receives the Video signal. The global controller con 
trols the global operation of the Video encoding device. The 
motion estimation processor is connected to the global 
controller. The digital Signal processor is connected to the 
global controller and to the motion estimation processor. The 
bit-Stream processor is connected to the digital Signal pro 
ceSSor, the global controller and the compressed data inter 
face. The global controller Stores encoding commands 
received from the host interface thereby programming the 
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Video input processor, the motion estimation processor, the 
digital signal processor and the bit-Stream processor. 
0028. There is also provided, in accordance with a pre 
ferred embodiment of the present invention, a Video camera 
including an optical assembly, a light Sensitive device, 
detecting light via the optical assembly, thereby producing a 
Video signal and a video encoding device, connected to the 
light Sensitive device. The Video encoding device includes a 
Video Source providing a multiple frame Video signal, a 
compressed data interface, a host interface and a video 
encoding device. The Video encoding device includes a 
Video input processor, a global controller, a motion estima 
tion processor, a digital Signal processor and a bit-Stream 
processor. The Video input processor receives the Video 
Signal. The global controller controls the global operation of 
the Video encoding device. The motion estimation processor 
is connected to the global controller. The digital Signal 
processor is connected to the global controller and to the 
motion estimation processor. The bit-stream processor is 
connected to the digital Signal processor, the global control 
ler and the compressed data interface. The global controller 
Stores encoding commands received from the host interface 
thereby programming the Video input processor, the motion 
estimation processor, the digital Signal processor and the 
bit-stream processor. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0029. The present invention will be understood and 
appreciated more fully from the following detailed descrip 
tion taken in conjunction with the drawings in which: 
0030 FIG. 1 is a schematic illustration of an encoding 
circuit, known in the art; 
0031 FIG. 2 is a schematic illustration of an DSP unit, 
which is known in the art; 
0032 FIG. 3 is a schematic illustration of a video encod 
ing device, constructed and operative in accordance with a 
preferred embodiment of the invention; 
0033 FIG. 4 is a schematic illustration of a video encod 
ing device, constructed and operative in accordance with 
another preferred embodiment of the invention; 
0034 FIG. 5 is a schematic illustration in detail of the 
motion estimation processor, of the Video encoding device 
of the device of FIG. 3, constructed and operative in 
accordance with a further preferred embodiment of the 
invention; 
0035 FIG. 6 is a schematic illustration of a video frame, 
including three resolution representation of a portion of this 
frame, 
0036 FIG. 7 is a schematic illustration in detail of the 
digital Signal processor, of the Video encoding device of 
FIG. 3, constructed and operative in accordance with 
another preferred embodiment of the invention; 
0037 FIG. 8 is a schematic illustration in detail of a 
digital signal processor, constructed and operative in accor 
dance with a further preferred embodiment of the invention; 
0038 FIG. 9 is a schematic illustration in detail of the 
video input processor, of the encoding device of FIG. 3, 
constructed and operative in accordance with a further 
preferred embodiment of the invention; 
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0039 FIG. 10 is a schematic illustration in detail of the 
bit-stream processor, of the encoding device of FIG. 3, 
constructed and operative in accordance with another pre 
ferred embodiment of the invention; 
0040 FIG. 11 is a schematic illustration in detail of the 
global controller of the encoding device of FIG. 3, con 
Structed and operative in accordance with another preferred 
embodiment of the invention; and 
0041 FIG. 12 is a schematic illustration in detail of the 
encoding device of FIG. 3, incorporated in a Video camera, 
constructed and operative in accordance with a further 
preferred embodiment of the invention. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

0042. The present invention overcomes the disadvan 
tages of the prior art by providing a novel approach to Video 
compression processing and a novel Structure for a device, 
according to this approach. 
0043. The device according to the invention is a mas 
Sively parallel digital Video processor designed, for the 
purpose of real-time video encoding, like MPEG. This 
device can be incorporated in a single chip, and installed in 
digital camcorders, recordable digital video disk (DVD), PC 
and WorkStation multimedia, educational and training Sys 
tems, Video conferencing, broadcast equipment, Security, 
content creation/authoring/video editing equipment, and the 
like. 

0044) Reference is now made to FIG. 3, which is a 
Schematic illustration of a Video encoding device, generally 
referenced 100, constructed and operative in accordance 
with a preferred embodiment of the invention. 
0045. Device 100 includes a video input processor 106, a 
motion estimation processor 108, a digital Signal processor 
104, a bit-stream processor 102 and a global controller 110. 
0046) The video input processor 106 is connected to the 
global controller 110. The motion estimation processor 108 
is connected to the global controller 110 and to the digital 
Signal processor 104. The digital Signal processor 104 is 
connected to the global controller 110 and to the bit-stream 
processor 102, which is also connected to the global con 
troller 110. 

0047 The bit-stream processor 102 is further connected 
to a compressed data interface 128. The global controller 
110 is further connected to a host interface 120 and to a 
memory unit 122. The input of the video input processor 106 
is further connected to a digital video Source (not shown) via 
a digital video interface 124. Such a host is typically a user 
interface which is operative to receive commands, opera 
tional parameters, and the like, from a user or a Supervising 
System and also to provide to the user information received 
from device 100. 

0.048 Device 100 operates in two modes: a programming 
mode and an operational mode. Device 100 is operative to 
run according to both modes at the same time. In the 
programming mode, an external host transfers the data and 
control parameters to the global controller 110, via the host 
interface 120. 

0049. The global controller 110 can transfer the data and 
control Signals to the Video input processor 106, motion 
estimation processor 108, digital signal processor 104 and 
bit-stream processor 102. 
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0050. In the operational mode, the video input processor 
106 captures motion video signal from an external Video 
Source via the digitized video interface 124. Video input 
processor 106 also performs preprocessing of the Video 
Signal, Such as Spatial filtering, noise reduction, image 
quality improvement, image size adjustment, and the like, 
color format conversion, and the like, thereby producing 
preprocessed video data. 
0051 Video input processor 106 accumulates the prepro 
cessed Video data into data blocks and transferS them to the 
global controller 110. Global controller 110 stores the data 
blocks in memory unit 122. In the present example, the 
device operates under MPEG-2 video compression standard. 
Hence, a data block represents an MPEG-2 macro-block, 
which is a sixteen by sixteen 16x16 matrix of luminance 
pixels and two, four or eight, eight by eight 8x8 matrices 
of chrominance pixels, as defined by the MPEG-2 standard. 
A reference frame represents a picture which is compared 
Versus current picture during the motion estimation. 
0052 The global controller 110 retrieves a current picture 
macro-block and reference picture macro-blocks from the 
memory unit 122 and loads them to the motion estimation 
processor 108. Motion estimation processor 108 compares 
the current picture macro-block with the respective refer 
ence frame macro-blocks, thereby producing an estimation 
of the motion of the current picture macro-block. 
0053. The motion estimation processor 108 uses this 
estimation to remove temporal redundancy of the video 
signal, as will be described in detail hereinbelow. The 
motion estimation processor 108 transfers the resulting 
motion estimation data to the global controller 110. Motion 
estimation processor 108 also transfers the current picture 
macro-block and the corresponding reference frames macro 
blocks to the digital Signal processor 104. 
0054 Digital signal processor 104 (DSP) executes pro 
cedures which are intended to remove the Spatial redun 
dancy of the Video signal, thereby producing a Sequence of 
compression commands, as will be described in detail here 
inbelow. This sequence of compression commands includes 
instruction as to which frame of the original Video signal is 
to be compressed into an I-frame, a B-frame or a P-frame, 
and according to which reference frames. 
0055. Then, the digital signal processor 104 transfers the 
Sequence of compressed data to the bit-stream processor 102 
and to the global controller 110. The bit-stream processor 
102 performs a Series of encoding procedures, Such as 
entropy encoding, and the like, as will be described in detail 
hereinbelow. 

0056. The bit-stream processor 102 compresses data into 
an MPEG-2 standard format data, in accordance with the 
Sequence of compression commands. 

0057 Then, the bit-stream processor 102 transfers the 
MPEG-2 standard format data to the compressed data inter 
face 128. It will be noted that compressed data interface 128 
can be connected to any data receptacle element Such as a 
Storage unit or a communication transmission line. 
0.058 Global controller 110 controls and schedules the 
Video input processor 106 the motion estimation processor 
108, the digital signal processor 104 and the bit-stream 
processor 102. 
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0059 Global controller 110 also governs the data transfer 
among the motion estimation processor 108, digital Signal 
processor 104 and the bit-stream processor 102. 
0060. The global controller 110 also connects between 
the external host and video input processor 106, motion 
estimation processor 108, digital signal processor 104 and 
bit-Stream processor 102. In the operational mode, an exter 
nal host can access the register file 408 (FIG. 10) of global 
controller 110 for read and/or write operations. 
0061 According to one aspect of the invention, in opera 
tional mode, macro-blocks are fed into device 100, in a 
horizontal or vertical raster Scan manner, from the top left 
macro-block through to the right bottom macro-block, of a 
specified frame. Device 100 processes a number of succes 
Sive macro-blocks, at the same time. For example, while the 
bit-Stream processor 102 processes the i-th macro-block, 
digital Signal processor 104 processes the i+1-th macro 
block and motion estimation processor 108 processes the 
i+2-th through i+4-th macro-blockS. 
0.062 According to another example, while the bit-stream 
processor 102 processes the i-th macro-block, digital Signal 
processor 104 processes the k-th macro-block and motion 
estimation processor 108 processes the j-th through j+m-th 
macro-blocks, wherein izkai and me 1. 
0.063. Device 100 overcomes a disadvantage of the prior 
art by using memory unit 122 as a shared Storage area which 
is accessible to all of its internal units, via global controller 
110. In the present example, all access to Storage unit 122 is 
provided via global controller 110. 

0.064 Reference is now made to FIG. 4, which is a 
Schematic illustration of a Video encoding device, generally 
referenced 200, constructed and operative in accordance 
with another preferred embodiment of the invention. 
0065 Device 200 is generally similar to device 100 and 
includes a video input processor 206, a motion estimation 
processor 208, a digital Signal processor 204, a bit-Stream 
processor 202 and a global controller 210. 
0.066 Device 200 is also connected to a compressed data 
interface 228, a memory unit 222, a digital video Source (not 
shown) via a digital video interface 224 and a host interface 
220. In device 200, all of the internal components are 
connected directly to memory unit 222. 
0067. Accordingly, video input processor 206, motion 
estimation processor 208, digital Signal processor 204, bit 
Stream processor 202 and global controller 210 can, each, 
access any Storage address within memory unit 222, directly, 
thereby performing any I\O operation. 

0068. It will be noted that a shared memory structure 
according to the invention can include a combination of the 
examples disclosed in FIGS. 3 and 4, whereby some 
components are directly connected to memory unit and the 
rest are connected to the memory unit via a mediating 
element, such as global controller 110. 
0069. Referring back to FIG. 3, it is noted that according 
to another aspect of the invention, memory unit 110 can 
partitioned into many Sub-areas, whereby each of the inter 
nal units of device 100, is granted an access level which is 
Selected from a list of access levels. Such as read-write, read 
only, write only, no access and the like. It will be appreciated 
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by those skilled that Such a structure provides tremendous 
flexibility, whereby the amount of memory assigned to a 
Selected internal unit can be increased or decreased dynami 
cally, in real-time. 
0070 According to another aspect of the present inven 
tion, device 100 performs different processing and encoding 
procedures in parallel, by processing a number of Successive 
macro-blocks simultaneously. Hence, a Selected macro 
block is permitted to be present in the device 100 for an 
extended period of time, with comparison to device 10 
(FIG. 1), thereby greatly reducing the operational frequency 
of device 100, by factor of at least five. 

0071 Reference is now made to FIGS. 5 and 6. FIG. 5 
is a Schematic illustration in detail of motion estimation 
processor 108, constructed and operative in accordance with 
a further preferred embodiment of the invention. FIG. 6 is 
a Schematic illustration of a Video frame, generally refer 
enced 170, including three resolution representation of a 
portion of this frame, generally referenced A, B and C. 

0072 Motion estimation processor 108 includes a low 
resolution processor 150, a full resolution processor 152, a 
hyper resolution processor 154 and a local-controller 158. 
The frame input of the motion estimation processor 108 is 
connected to the inputs of the low resolution processor 150, 
the full resolution processor 152, the hyper resolution pro 
CCSSO. 

0073. The frame output of motion estimation processor 
108 is connected to the hyper resolution processor 154. The 
local-controller 158 is connected to the low resolution 
processor 150, the full resolution processor 152 and the 
hyper resolution processor and the control port of the motion 
estimation processor 108, which is connected to global 
controller 110 (FIG. 3). 
0074) Referring now to FIG. 6, frame 170 is a 6x6 
matrix which includes a digital representation of a Video 
frame Fi. The currently scanned block is block B, which is 
a 4x4 matrix from pixel B:(1,1) to pixel B:(4.4). Frame 
170 is provided to processors 150, 152 and 154 (FIG. 5). 
0075) Referring back to FIG. 5, motion estimation pro 
ceSSor 108 can operate in two modes: a programming mode 
and an operational mode. The motion estimation processor 
can operate according to both modes at the same time. 

0076. In the programming mode, the global controller 
110 (FIG. 3) provides control parameters as well as data 
parameters, to micro-controller 158, via the control port. 

0077 Local-controller 158 controls and synchronizes 
processors 150, 152 and 154. According to a preferred 
embodiment of the present invention, processors 150, 152 
and 154 operate either in a parallel or in a Serial manner. 

0078. In an example of parallel operation, the low reso 
lution processor 150 processes i-th macro-block, while the 
full resolution processor 152 processes I-1-th macro-block, 
whereas the hyper resolution processor 154 processes 1-2-th 
macro-block, all at the same time. 

0079. In an example of serial operation, the low resolu 
tion processor 150 processes i-th macro-block, while both 
full resolution processor 152 and the hyper resolution pro 
ceSSor 154 process I--1-th macro-block in a Serial manner. 
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0080 Low resolution processor 150 operates as follows. 
The global controller 110 loads the current picture macro 
block and the reference pictures data blocks into the low 
resolution processor 150. The low resolution processor 150 
performs a resolution reduction, resulting in decreasing the 
amount of image data. The low resolution processor 150 can 
perform the resolution reduction by different methods, like 
decimation, low pass filtering, non-linear filtering, and the 
like. 

0081 Reference is now made to FIG. 6. In the present 
example, low resolution processor 150 (FIG. 5) generates a 
low resolution block A from block B. Block A is a 2x2 
matrix, wherein pixel A:(1,1) is a combined representation 
of pixels B:(1,1), B:(1,2), B:(2,1) and B:(2.2), pixel A:(2,1) 
is a combined representation of pixels B:(3,1), B:(3,2), 
B:(4,1) and B:(4,2), pixel A:(1,2) is a combined represen 
tation of pixels B:(1,3), B:(1,4), B:(2.3) and B:(2.4) and 
pixel A.(2.2) is a combined representation of pixels B:(3,3), 
B:(3,4), B:(4.3) and B:(4.4). 
0082 It will be noted that such pixel combination can be 
performed in many ways Such as calculating the average 
value of the combined pixels, Selecting the dominant one, 
and the like. 

0.083. The resolution reduction of the present example is 
at a ratio of 1:4. It will be noted that low resolution processor 
150 can perform a resolution reduction at any ratio desired. 

0084. After low resolution processor completes the reso 
lution reduction, then, it performs a Search procedure. The 
low resolution processor 150 can performs different types of 
Search, like full exhaustive Search, telescopic Search, and the 
like, thereby producing low resolution motion analysis. 
After the search is completed, the global controller 110 
(FIG. 3) reads the low resolution motion analysis data from 
the low resolution processor 150, via the local controller 
158. 

0085. Full resolution processor 152 operates as follows: 
The global controller 110 loads the current picture block 
(referenced B in FIG. 6) and the reference pictures data 
block into the full resolution processor 152, according to the 
low resolution motion analysis. Then, the full resolution 
processor 152 performs a Search procedure. 

0.086 The full resolution processor 152 can perform 
different types of Search, like full exhaustive Search, tele 
Scopic Search, and the like, thereby producing full resolution 
motion analysis. After the Search is completed, the global 
controller 110 reads the full resolution motion analysis data 
from the full resolution processor 152, via the local control 
ler 158. 

0.087 Full resolution processor 152 and hyper resolution 
processor 154 can have a shared Storage area. This aspect of 
the invention reduces the memory requirements of the 
encoding System. 

0088 Hyper resolution processor 154 operates as fol 
lows: The global controller 110 loads the current picture 
macro-block and the reference pictures data blocks into the 
hyper resolution processor 154. The hyper resolution pro 
ceSSor 154 multiplies the resolution of the image data, 
enabling a motion prediction with a resolution higher than a 
Single pixel Step. 
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0089) Hyper resolution processor 154 can perform the 
resolution multiplication by different methods, like Zero 
order interpolation, first order interpolation, and the like. 
0090. With reference to FIG. 6, in the present example, 
hyper resolution processor 154 (FIG. 5) generates a hyper 
resolution block C from block B. Block C is a 9x9 matrix, 
wherein pixels C:(1,1), C:(3,1), C:(5,1), C:(7,1), C:(1,3), 
C:(3,3), C:(5.3), C:(7.3), C:(1.5), C:(3,5), C:(5.5), C:(7.5), 
C:(1.7), C:(3,7), C:(5.7) and C:(7.7) are equal to pixels 
B:(1,1), B:(2,1), B:(3,1), B:(4,1), B:(1,2), B:(2.2), B:(3,2), 
B:(4,2), B:(1,3), B:(2.3), B:(3,3), B:(4.3), B:(1,4), B:(2.4), 
B:(3,4) and B:(4,4), respectively. 
0091) Each other pixel in block C. can be an interpolation 
of Selected B: pixels adjacent to its respective place therein. 
For example, pixel C:(2.2) is an interpolation of pixels 
B:(1,1), B:(1,2), B:(2,1) and B:(2.2). Pixel C:(2,1) is an 
interpolation of pixels B:(1,1), and B:(2,1). Pixel C:(1,0) is 
an interpolation of pixels B:(1,0), and B:(1,1). 
0092. The resolution enhancement of the present 
example is at a ratio of 4:1. It will be noted that hyper 
resolution processor 154 can perform a resolution enhance 
ment at any ratio desired. 
0093. After the hyper resolution processor 154 completes 
the resolution multiplication, it performs a Search procedure. 
The hyper resolution processor 154 can perform different 
types of Search, like full exhaustive Search, telescopic 
Search, and the like, thereby producing hyper resolution 
motion analysis. After the Search is completed, the global 
controller 110 reads the hyper resolution motion analysis 
data, from the hyper resolution processor 154, via the local 
controller 158. 

0094. A motion estimation processor according to 
another embodiment of the invention can include as many 
resolution processors as desired, wherein Some resolution 
processors are low resolution processors, at a variety of low 
resolutions and other resolution processors are hyper reso 
lution processors, at a variety of hyper resolutions. 
0.095 Reference is now made to FIG. 7, which is a 
Schematic illustration in detail of digital signal processor 
104, of FIG. 3, constructed and operative in accordance with 
another preferred embodiment of the invention. 
0096 Digital signal processor 104 includes a master 
controller 250, a random access unit (RAM) 270 and N 
processing units 252, 254, 256, 258, 260 and 262. Each 
processing unit 252,254, 256,258, 260 and 262 is connected 
to the master controller 250 and to the RAM 270. 

0097. The processing units 252,254, 256, 258, 260 and 
262 are further connected to motion estimation processor 
108 and to the global controller 110 (FIG. 3), for retrieving 
macro block data therefrom. 

0098 Digital signal processor 104 can operate in two 
modes: a programming mode and an operational mode. 
Digital Signal processor 104 can operate according to both 
modes at the same time. In the programming mode, the 
global controller 110 (FIG. 3) transfers data and control 
parameters to/from master controller 250. The master con 
troller 250 can independently program each processing unit 
252,254, 256, 258, 260 and 262. 
0099. In the operational mode, the master controller 250 
and all processing units 252,254, 256, 258, 260 and 262, 
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operate in parallel. The motion estimation processor 108 
(FIG. 3) transfers the current macro-block and the reference 
macro-blocks data to the processing units 252, 254, 256, 
258, 260 and 262 of the digital signal processor 104. In the 
present example, the motion estimation processor 108 (FIG. 
3) provides luminance macro-blocks and the global control 
ler 110 provides chrominance macro-blocks retrieved from 
memory unit 122. 
0100. The global controller 110 transfers the appropriate 
data (like motion vectors, macro-block type, perdition type, 
and the like) to the master controller 250. The master 
controller 250 performs Special processing procedures Such 
as like rate control, DCT type Selection, macro-block type 
Selection and the like. 

0101 The master controller 250 distributes control 
instructions to the processing units 252,254, 256, 258, 260 
and 262, and receives processed data from each of these 
processing units. Processing units 252, 254, 256, 258, 260 
and 262 perform processing procedures on large data blocks, 
Such as discrete cosine transform (DCT), inverse discrete 
cosine transform (IDCT), quantization, inverse quantization, 
frame type decisions, and the like. 
0102) Each of these processing units processes different 
data blockS. Each processing unit can access the data blockS 
associated with other processing units, in RAM 270. All 
processing unit can execute different operations in parallel. 
The processing units transfer the processed coefficient data 
to the bit-stream processor 102 (FIG. 3). The master con 
troller 250 of the digital signal processor 104 transfers the 
appropriate data (like macro-block type, DCT type, quan 
tizer scale, etc.) to the global controller 110 (FIG. 3). 
0103) The present invention overcomes the disadvan 
tages of the prior art by configuring the master controller 250 
So as to perform individual processing tasks on Some data 
items while the processing units 252,254, 256,258, 260 and 
262, Simultaneously perform massive processing tasks on 
large data blockS. 
0104. According to the present example, the master con 
troller 250 temporarily assigns a storage area in RAM 270, 
to each of the processing unit 252,254, 256, 258, 260 and 
262. 

0105 Hence, each processing unit 252, 254, 256, 258, 
260 and 262 can access the data which is associated with the 
other processing units. It will be appreciated by those skilled 
in the art that Such a structure greatly enhances the efficiency 
of processing and data transfer operations in DSP 104. Such 
parallel acceSS Structure of the processing units also allows 
very fast and efficient data transfer to and from the digital 
Signal processor 104. 

0106 Reference is now made to FIG. 8, which is a 
Schematic illustration in detail of a digital signal processor, 
generally referenced 144, constructed and operative in 
accordance with a further preferred embodiment of the 
invention. 

0107 Digital signal processor 144 is generally similar to 
digital Signal processor 104, with a slightly different 
memory Structure. Digital Signal processor 144 includes a 
master controller 288, N processing units 271, 274, 276, 
280, 282 and 286 and N/2 random access units (RAM) 272, 
278 and 284. 
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0.108 Each RAM unit is connected to two processing 
unit. Processing units 271 and 274 are connected to RAM 
unit 272. Processing units 276 and 280 are connected to 
RAM unit 278. Processing units 282 and 286 are connected 
to RAM unit 284. 

0109 Each processing unit is able to access any address 
in the RAM unit connected thereto. 

0110. According to FIGS. 7 and 8 it will be appreciated 
that the invention is not limited to any shared memory 
Structure between processing units. 
0111 Reference is now made to FIG. 9, which is a 
schematic illustration in detail of video input processor 106, 
of FIG. 3, constructed and operative in accordance with a 
further preferred embodiment of the invention. 
0112 Video input processor 106 includes a video capture 
unit 230, a video preprocessor 232 and a temporary video 
storage 236. The inputs of the video capture unit 230, the 
Video preprocessor 232 and the temporary Video storage 236 
are connected to the video input processor 106 (FIG.3). The 
input of the video capture unit 230 is connected to video 
input processor 106. The video capture unit 230 is connected 
to the video preprocessor 232. The video preprocessor 232 
is connected to the temporary video Storage 236. The output 
of the temporary Video Storage 236 is connected to the global 
controller 110. 

0113 Video input processor 106 operates in two modes: 
programming and operational. Video input processor 106 is 
operative to run according to both modes at the same time. 
In the programming mode, the global controller 110 (FIG. 
3) loads data and control parameters to the video capture unit 
230, to the video preprocessor 232 and to the temporary 
video storage 236. 
0114. In the operational mode, the video capture unit 230 
acquires the input video signal. The Video capture unit 230 
is Self Synchronized with the input video signal, according to 
its format (NTSC, PAL, SECAM, and the like), program 
mable resolution (DI, SIF, QSIF, and the like), and the like. 
0115 The video capture unit 230 also provides video 
Synchronization signals (like a new frame start, a new field 
start, etc.) to the global controller 110. 
0116. The video preprocessor 232 performs a series of 
Video processing procedures to enhance the captured Video 
Signal. The Video processing procedures can include a color 
format conversion, Size reduction, noise reduction, edge 
Sharpening, image quality improvement, and the like. 
0117 The temporary video storage 236 accumulates the 
processed video Signal and provides a “data ready” Signal to 
the global controller 110 (FIG.3). The global controller 110 
reads the accumulated image data from the temporary video 
storage 236. The global controller 110 also provides control 
Signals to the Video input processor 106. 
0118. The usage of the temporary video storage 236 
allows to efficiently adjust the data rates of an external Video 
Signal and the internal data transfer. The Video input pro 
ceSSor 106 can accumulate the processed video Signal in a 
real time variable rate whereas the global controller 110 can 
transfer the accumulated data to the memory unit 122 in a 
burst. This greatly reduces the memory bandwidth require 
ments, and makes the usage of a memory unit 122 more 
efficient. 
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0119 Reference is now made to FIG. 10, which is a 
schematic illustration in detail of bit-stream processor 102, 
of FIG. 3, constructed and operative in accordance with a 
further preferred embodiment of the invention. 

0120 Bit-stream processor 102 includes a local process 
ing unit 356, an entropy encoder 358, a temporary coefficient 
storage 360, a bit-stream formatter 352, an output buffer 354 
and a micro-controller 350. The input of the bit-stream 
processor 102 is connected to the input of the temporary 
coefficient storage 360 and of the local processing unit 356. 
The temporary coefficient storage 360 is connected to the 
entropy encoder 358. The entropy encoder 358 is further 
connected to the local processing unit 356 and to the 
bit-stream formatter 352. The local processing unit 356 is 
further connected to the output of the bit-Stream processor 
102. The bit-stream formatter 352 is connected to the output 
buffer 354. The output of the output buffer 354 is connected 
to the output of the bit-stream processor 102. The input of 
the micro-controller 158 is connected to the input of the 
bit-stream processor 102. The micro-controller 158 of the 
bit-Stream processor 102 is connected to the processing unit, 
the entropy encoder 358, temporary coefficient storage 360, 
bit-stream formatter 352 and output buffer 354. 

0121 The bit-stream processor 102 can operate in two 
modes: programming and operational. Bit-Stream processor 
102 is operative to run according to both modes at the same 
time. 

0122). In the programming mode, the global controller 
110 (FIG. 3) loads the data and control parameters to 
micro-controller 350 and to local processing unit 356. The 
digital signal processor 104 (FIG. 3) loads the processed 
coefficients to the temporary coefficient storage 360. 

0123. In the operational mode, the entropy encoder 358 
loads the data from the local processing unit 356 registers 
and the temporary coefficient storage 360. The entropy 
encoder 358 performs a Series of encoding procedures, like 
ZigZag/alternate Scan, run-length encoding, variable length 
encoding of data, and the like, thereby producing encoded 
data. 

0.124. The local processing unit 356 performs arithmetic 
and logical operations required to Support the entropy 
encoding. The local processing unit 356 also provides a 
temporary Storage for the data loaded from the global 
controller 110 (FIG. 3) in the programming mode. 
0125) The bit-stream formatter 352 reads the encoded 
data from the entropy encoder 358 and formats it into a 
standard bit-stream. The output buffer 354 provides a tem 
porary Storage to the bit-Stream data. The micro-controller 
350 provides the control and synchronization signals to the 
local processing unit 356, the entropy encoder 358, the 
temporary coefficient storage 360, the bit-stream formatter 
352 and the output buffer 354. 

0.126 The global controller 110 can put the bit-stream 
processor 102 into programming or operational mode by 
loading an appropriate control Signal to the micro-controller 
158 of the bit-stream processor 102. 
0127 Entropy encoding and computational operations in 
the bit-stream processor 102 are performed in parallel, by 
operating entropy encoder 358 and processing unit 356, 
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simultaneously. This allows a very efficient utilization of the 
bit-stream processor 102 resources. 
0128 Reference is now made to FIG. 11, which is a 
schematic illustration in detail of global controller 110, of 
FIG. 3, constructed and operative in accordance with 
another preferred embodiment of the invention. 
0.129 Global controller 110 includes a memory controller 
400, an exchange unit 406, a register file 408, a processing 
unit 410, a host storage 404 and a micro-controller 402. The 
input of the micro-controller 402 is connected to the input of 
the global controller 110. The micro-controller 402 is con 
nected to the memory controller 400, exchange unit 406, 
register file 408, processing unit, host storage 404 and to 
output of global controller 110. The external storage inter 
face of the global controller 110 is connected to the memory 
controller 400. The input/output of the memory controller 
400 is connected to the input/output of the global controller 
110 respectively. The exchange unit 406 is connected to the 
register file 408. The register file 408 is connected to the 
processing unit 410 and to the host storage 404 of the global 
controller 110. The host storage 404 is connected to the host 
interface 120 (FIG. 3). 
0130. With further reference to FIG. 3, the global con 
troller 110 schedules, synchronizes and controls motion 
estimation processor 108, digital signal processor 104, bit 
stream processor 102 and video input processor 106. The 
global controller 110 controls the internal data transfer of 
device 100 and the external data transfer from device 100 to 
external devices Such as memory unit 122, an external host, 
and the like. The global controller 110 can also initializes 
and performs a variety of testing procedures on motion 
estimation processor 108, digital signal processor 104, bit 
stream processor 102 and video input processor 106 and also 
memory unit 122. The global controller 110 is a massively 
parallel processor, capable of Simultaneous execution of 
computational operations, internal data transfer and external 
data transfer. 

0131 The global controller 110 operates in two modes: 
programming and operational. Global controller 110 is 
operative to run according to both modes at the same time. 
0.132. According to the programming mode, an external 
host loads the data and control parameters to the host Storage 
404. The external host instruct the global controller 110 to 
perform according to the operational mode by loading a 
predetermined control Signal into the host Storage 404. 
0.133 According to the operational mode, the micro 
controller 402 is synchronized to an external video source by 
the Video Synchronization Signal which comes from the 
video input processor 106 (FIG. 3). 
0134) The micro-controller 402 provides control and syn 
chronization Signals to the motion estimation processor 108, 
the digital signal processor 104, the bit-stream processor 102 
and the video input processor 106. The micro-controller 402 
can also instruct each of these units to perform in accordance 
with a programming mode or an operational mode. 
0.135 According to the operational mode, the global 
controller 110 loads a new frame from the video input 
processor 106 to the memory controller 400. The memory 
controller 400 transfers this data to the external storage. The 
memory controller 400 also reads the current and reference 
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frames macro-blocks from the external Storage and transfers 
them to the motion estimation processor 108 (FIG. 3). 
0136. The memory controller 400 provides the control 
signals, addresses and the like to memory unit 122 (FIG.3). 
0.137 According to the operational mode, the exchange 
unit 406 of the global controller 110 reads and writes 
different data items to and from the motion estimation 
processor 108, the digital signal processor 104, the bit 
stream processor 102 and the video input processor 106. 
0.138. The exchange unit 406 transfers the data to and 
from the register file 408. In order to support the simulta 
neous parallel processing of multiple macro-blocks in device 
100, register file 408 maintains a memory structure such as 
a Stack, which contains the Sets of parameters associated 
with each macro-block. 

0.139. This memory structure can be divided into multiple 
stacks of variable depth. The processing unit 410 can read 
the data from the register file 408, perform various arith 
metic and logical operations, and Store the processed data 
back into register file 408. 
0140. The register file 408 can access the host storage 
404 to retrieve the data which an external host loaded into 
the host Storage 404 during the programming mode. 
0.141. The register file 408 can also transfer the data to the 
host Storage 404, Such that an external host can access the 
data during both programming and operational modes. 

0142 Reference is now made to FIG. 12, which is a 
schematic illustration of encoding device 100, incorporated 
in a video camera, generally referenced 500, constructed and 
operative in accordance with another preferred embodiment 
of the invention. 

0143 Camera 500 includes an optical assembly 502, a 
charge coupled device (CCD) 510, a host interface 504, a 
random access memory 506, a communication interface 520, 
two storage units 508 and 516 and encoding device 100. 
0144. Device 100 is connected to charge coupled device 
510, host interface 504, a communication interface 520, 
random access memory 506 and storage units 508 and 516. 
0145 Host interface 504 includes a display 514 and a 
keyboard 512 and can be used to display the status of 
encoding device 100 as well as to receive instructions from 
a SC. 

0146 Storage unit 508 is a tape based storage device. 
Storage unit 516 is a disk based Storage device, Such as a 
magnetic hard drive, an optical Storage device, a magneto 
optical storage device and the like. It will be noted that other 
types of Storage devices can also be used for this purpose, 
like Semiconductor based memory units Such as flash 
memory, RAM and the like. 
0147 CCD 510 converts light, arriving from the optical 
assembly 502, representing an image, into an electrical 
signal. CCD 510 is preferably a digital light sensitive device 
which can be replaced by an analog light Sensitive device, 
followed by an analog to digital converter, for converting an 
analog video signal into a digital Video signal. 
0148. Then, CCD510 provides the digital video signal to 
video input processor 106, of encoding device 100. The 
encoding device 100 encodes the digital video Signal, pro 
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duces an encoded video Signal and provides it at the output 
of bit-stream processor 102. During the encoding process, 
the encoding device 100 uses a random access memory 506 
as a temporary Storage area for Video data as well as analysis 
data, produced by its inner components. 
0149 Encoding device 100 provides the encoded video 
signal to storage devices 508 and 516, and to communication 
interface 520. 

0150. It will be appreciated that any of the storage units 
508 and 516 as well as the communication interface 520 can 
provide digital video signal as input for device 100. In the 
present example, Storage device 516 is also connected to 
device 100 via the video input processor 106. 
0151. It will be noted that the present invention provides 
an encoding device which can easily be adapted to ISO/IEC 
11172 (MPEG-1) as well as other encoding standards which 
are similar to MPEG such as ISO/IEC H.320, H.261 and 
H.263, as well as different motion JPEG methods. 
0152. It will be appreciated by persons skilled in the art 
that the present invention is not limited to what has been 
particularly shown and described hereinabove. Rather the 
Scope of the present invention is defined by the claims which 
follow. 

1-31. (Canceled) 
32. A motion estimation device comprising: 
a motion estimation processor, 
a global controller; and 
a plurality of resolution processors connected to the 

global controller, the plurality of resolution processors 
analyzing development of a digital Video signal in time 
and performing motion analysis upon the digital Video 
Signal, wherein the global controller is adapted to 
control the plurality of resolution processors and inter 
face with the motion estimation processor. 

33. The motion estimation device according to claim 32, 
wherein the plurality of resolution processors comprise at 
least one low resolution processor adapted to produce low 
resolution motion analysis. 

34. The motion estimation device according to claim 33, 
wherein the at least one low resolution processor is adapted 
to reduce resolution of a Selected frame before producing 
low motion analysis. 

35. The motion estimation device according to claim 32, 
wherein the plurality of resolution processors comprise at 
least one full resolution processor adapted to produce full 
resolution motion analysis. 

36. The motion estimation device according to claim 32, 
wherein the plurality of resolution processors comprise at 
least one hyper resolution processor adapted to produce 
hyper resolution motion analysis. 

37. The motion estimation device according to claim 36, 
wherein the at least one hyper resolution processor is 
adapted to enhance resolution of a Selected frame before 
producing hyper resolution motion analysis. 

38. The motion estimation device according to claim 32, 
wherein the plurality of resolution processors are at least 
adapted to acquire and Store motion analysis information in 
at least one Storage unit. 

39. The motion estimation device according to claim 32, 
wherein the plurality of resolution processors are each at 
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least adapted to operate according to a same corresponding least adapted to operate up one of a Same portion and 
program command and a different corresponding program different portions of information comprising a digital video 
command. Signal. 

40. The motion estimation device according to claim 32, 
wherein the plurality of resolution processors are each at k . . . . 


