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DATA VIEW OF A MODELLING SYSTEM

Part 1 SHAPES VECTOR

1 Shapes Vector Introduction

Shapes Vector is the name given by the inventors to a particular collection of highly
versatile but independent systems that can be used to make real world systems
observable by a human operator. By providing an observation system the human
may be able to detect using one or more of their senses anomalies and the like in the
real world system. More particularly, the invention/s disclosed herein are in the field

of information observation and management.

To assist the reader, a particular combination of these elements is described in an
example. The example is in the field of computer network intrusion detection,
network security management and event surveillance in computer networks. It will
however be apparent to those skilled in the art that the elements herein described can
exist and operate separately and in different fields and combinations to that used in

the example.

The different system elements developed by the inventors are the result of the use of
several unusual paradigms that while separately make a their contribution also act
synergistically to enhance the overall performance and utility of the arrangement they

form part of.

An embodiment in the computer network field is used to illustrate an observation
paradigm that works with a collection of elements, to provide a near real-time way for
observing information infrastructures and data movement. The user (human
observer) is provided sophisticated controls and interaction mechanisms that will

make it easier for them to detect computer network intrusion and critical security
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management events in real time as well as allow them to better analyse past events.

The user may be computer assisted as will be noted where appropriate.

However, as stated previously each of the elements of the system disclosed herein are
also capable of being used independently of the other. It is possible for each of them
to be used in different combinations, alone or in conjunction with other elements as
well as being the precursor for elements not yet created to suit a particular

environment or application.

Whilst the Shapes Vector embodiment provided is primarily meant to aid computer
intrusion detection, the system and or components of it, can be arranged to suit a
variety of other applications, e.g data and knowledge mining, command and control,

and macro logistics.

Shapes Vector is a development in which a number of key technologies have been

created that include:

* a high-performance multi-layer observation facility presenting the user with a
semantically dense depiction of the network under consideration. To cater to the
individual observational capacities and preferences of user analysts, the specifics of
the depiction are highly user-customable and allow use of more than just the users
visual and mental skill;

* a framework for “intelligent agents”; artificial intelligent software entities which are
tasked with co-operatively processing voluminous raw factual observations. The
agents can generate a semantically higher-level picture of the network, which
incorporates security relevant knowledge explicitly or implicitly contained within the

raw input (however, such agents can be used to process other types of knowledge);
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* special user interface hardware designed especially to support Defensive Information
Operations in which several user analysts operate in real-time collaboration (Team-
Based Defensive Information Operations).

* an inferencing strategy which can coexist with traditional deductive mechanisms.

This inferencing strategy can introduce certainty measures for related concepts.

The subject matter of this disclosure is complicated and it is both a hindrance and a
necessity to present particular elements of the Shapes Vector system in the same

document.

However, it will be apparent to those skilled in the art that each element that makes
up the Shapes Vector system is capable of independent existence and operation in

different environments.

To reflect to some degree the independence of the elements disclosed, this
specification is comprised of different parts that each have their own paragraph
numbering but page numbering is consistent with their being included in a single

document.

Part 1
Shapes Vector Introduction
Part 2
Shapes Vector Master Architecture and Intelligent Agent Architecture
Part 3
Data View Specification
Part 4
Geo View Specification
Part 5
Tardis (Event Handler) Specification
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A detailed index of the various parts and sections is provided on the last pages of the
specification to assist random access to the information provided herein or to make

cross-referencing simpler.

Part 1 is an overview of the Shapes Vector embodiment that describes a particular
environment and discloses in a general way some of the elements that make up the
total system. Parts 2, 3, 4 and 5 disclose fundamental aspects of the Intelligent Agent
Architecture, Data View, Geo View and the Tardis (Event Handler) specification
respectively, terms that will be more familiar once the specification is read and

understood.

This patent specification introduces the Shapes Vector system by firstly describing in
Sections 1 and 2 of Part 1, the details of its top-level architecture. Included are details
of the hardware and software components present in a system presently under
construction. Section 3 of Part 1, gives an overview of the first set of observation
(some times referred to as visualisation) paradigms, which have been incorporated
into the system. Two different views of computer/telecommunications networks are
described in this section, both presenting a three-dimensional “cyberspace” but with
vastly different approaches to the types of entities modelled in the space and how
they are positioned (and dynamically repositioned). Some preliminary comments are
offered as to the effectiveness of one of these views, “Geo View”, for network defence.
“Geo View” is another of those terms that will be better understood after a reading of

the document.

A description of the intelligent agent architecture follows in Section 4 of Part 1,
including an overview of the multi-layered Shapes Vector Knowledge Architecture

(SVKA) plus details of the inferencing strategies. The knowledge processing approach
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is very general, and is applicable to a wide variety of problems. Sections 5 and 6 of
Part 1 describe special techniques employed within the Tardis (Event Handling)
system to assist a user analyst to observe the time-varying behaviour of a network.
Two principal mechanisms are detailed, Synthetic Strobes and Selective Zoom, along
with some hypotheses as to how such mechanisms might be extended to offer even

greater flexibility. Section 7 of Part 1 of the patent specification details a comparative

analysis of related research and a set of conclusions summarising the broad thrusts of

the Shapes Vector system.

More detailed disclosures of these elements of the invention are provided in Parts 2, 3,

4 and 5.

In reading this specification, it should be noted that while some issues are dealt with
in detail, the specification is also used to disclose as many of the paradigms and
strategies employed as possible, rather than discussing any one paradigm in depth. In
an attempt to provide an example of how these paradigms and strategies are used,
several new mechanisms for dealing with information in a real-time environment are
described in the context of the information security field but in no way are the

examples meant to limit the application of the mechanisms revealed.

Observation is a term used in this specification to embody the ability of a human to
observe by experience through a variety of their senses. The senses most used by a
human user include sight, hearing and touch. In the embodiment and system
developed thus far all of those senses have been catered for. However, the term
observe is not used in any limiting way. It may become possible for a human’s other
senses to be used to advantage not only in the scenario of computer system security

but others within the realm of the imagination of the designer using the principles and
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ideas disclosed herein. A human could possibly usefully use their other senses of

smell, taste and balance in particular future applications.

In this specification the term clients is used to refer to a source of events based on real
and virtual objects operating in the real world and the term monitors is used to refer

to one or more recipient systems that make the events observable to a human user.

The following discussion will provide background information relating to the
described embodiment of the invention or existing paradigms and strategies and
when it does so it is intended purely to facilitate a better understanding of the
invention/s disclosed herein. However, it should be appreciated that any discussion
of background information is not an acknowledgment or admission that any of that
material was published, known or part of the common general knowledge as at the

tiling date of the application.

2 Architectural Components

2.1 Primary Functional Architecture

At the coarsest level, the Shapes Vector system can be considered to be composed of a
series of “macro-objects,” shown in Figure 1. These modules interact with one another
in various ways: the lines in the figure indicate which objects interact with others. The
functions performed by each of these macro-objects and the purpose and meaning of

the various inter-object interactions are described in the parts and sections that follow.

2.1.1 Configuration Interface and I/O Sub-system

The Configuration Interface and I/ O macro-objects collectively encapsulate all

functionality, involving interaction with the user of the Shapes Vector system. They in
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turn interact with the Display, Tardis (Event Management) and Intelligent Agent
macro-objects to carry out the user’s request. In addition to being the point of user
interaction with the system, this user-interface macro-object also provides the ability
to customise this interaction. Refer to Figure 1, which displays the Functional
Architecture of Shapes Vector. A user can interactively specify key parameters, which

govern the visual and other environments generated by Shapes Vector and the modes

of interaction with those environments. Such configurations can be stored and

retrieved across sessions allowing for personal customisation.

Individual users can set up multiple configurations for different roles for which they
might wish to use the system. Extensive undo/redo capabilities are provided in order

to assist with the investigation of desired configurations.

The observation of the Shapes Vector world is user-customable by direct interaction
with a structure called the “Master Table” (see Section 3). In this table the user can in
one example, associate visual attributes, such as shape, colour and texture, with

classes of objects and their security-relevant attributes.

A user interacts with the Shapes Vector system via any number of input and output
devices, which may be configured according to each individual user’s preferences.
The input devices may be configured at a device-specific level, for example by setting
the acceleration of a trackball, and at a functional level, by way of further example, by
assigning a trackball to steer a visual navigation through a 3-dimensional virtual
world representative of a computer network. The Appendix to Part 1 describes the

typical user interface hardware presented to a Shapes Vector user.

2.1.2 Sensors
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Sensors can take many forms. They can be logical or physical. A typical example
would be an Ethernet packet sniffer set to tap raw packets on a network. In another
example, the sensor can be the output of a PC located at a remote part of a network,
which undertakes pre-processing before sending its readings of itself or the network
back to the main Shapes Vector system components. Other examples are Software or
Hardware to capture packets in a digital communication network, to examine the
internal or operating state of a computer or to analyse audit records created by a

computer of network device. Sensors transmit their data into the level one portion of

the Intelligent Agent Gestalt (this term will also have more meaning after further
reading of the specification) for further processing. Some of the processing involved
could entail massaging of data for Knowledge Base storage, or perhaps simple logical

deductions (first order logic facts).

2.1.3 Intelligent Agent Architecture

2.1.3.1 Knowledge Base

The Knowledge object is essentially a knowledge base containing facts about the
overall domain of discourse relevant to Shapes Vector. The knowledge is represented
in terms of context-free Entities and Relationships, allowing for its efficient storage in
a relational database. Entities constitute not only physical devices such as computers
and printers, but also logical objects such as files and directories. Each entity possesses
a set of security-relevant attributes, which are stored within the knowledge base. For
each stored observation of an entity attribute, there is accompanying meta-data that
includes the time of discovery, which agent or sensor discovered it and an expiry time
for the data. The current knowledge base models several types of inter-entity

relationships, including physical connectivity, physical or logical containment,
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bindings between processors and processes, roles of processes in client-server

communications, origin and destination of packet entities, and so on.

2.1.3.2 Intelligent Agents and Ontologies

The Intelligent Agent macro-object encapsulates the artificial intelligence aspects of
the Shapes Vector system. It specifically incorporates a (potentially very large) family
of intelligent agent, software entities imbued with expert knowledge in some
particular domain of discourse over which they may make deductions. Agents within
the Shapes Vector systems are arranged into a series of “abstraction layers” or “logical

levels” with each agent existing at only one such layer. Agents operate by accepting

knowledge of a particular abstraction, possibly from several sources in lower layers,
and generating new knowledge of a higher level of abstraction through a deductive
process. An agent that resides at layer n of the Shapes Vector Knowledge Architecture
must receive its input knowledge in the form of assertions in a knowledge
representation known as the “Level n Shapes Vector ontology”. Any deductive
product from such an agent is expressed in terms of the (more abstract) “Level n+1

Shapes Vector ontology”.

Entities in the Intelligent Agent macro-object can be broken into categories: data-
driven entities and goal-driven entities. The former group is characterised by a
processing model wherein all possible combinations of input facts are considered with
an eye towards generating the maximum set of outputs. A common method employed
being forward chaining. Goal-driven entities adhere to a different execution model:
given a desirable output, combinations of inputs are considered until that output is

indicated, or all combinations are exhausted.
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Intelligent Agents and the goals and functionality of the Shapes Vector Knowledge
Architecture are covered in more depth in Section 4 of this part of the specification

and in Part 2 of the specification.

2.1.4 The Tardis

The Tardis is a real-time event management system. Its task is to schedule and
translate the semantic deductions from Intelligent Agents and sensors into events
capable of being visualised by the display module or sub-system. The Tardis also
encapsulates the Shapes Vector system’s notion of time. In fact, the operator can shift
the system along the temporal axis (up to the present) in order to replay events, or

undertake analyses as a result of speeded-up or slowed-down notions of system time.

2.1.5 Monitor

Monitor preferably renders three-dimensional (3D) views of objects and their
interactions in real-time. As can be seen, there are a number of basic views defined all
of which can be navigated. Each different view is based on a fundamental
visualisation paradigm. For example, Geo View is based on location of virtual objects
within a space-time definition, whereas Data View’s location of virtual objects within

its space is based on the data interaction.

Several reusable modules make up the composition of each view. These include
elements such as data structures identifying the shapes, textures, and visual
relationships permitted for each class of object, as well as common rendering methods

for representing the view’s Universe.

The paradigms for some of the views are discussed in more detail in later sections. It
will be appreciated that the visualisation paradigms are in fact specific embodiments

of the observational requirement of the system, wherein a human user can use one or
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more of their senses to receive information, that could include aural and haptic

interaction.

2.2 The Hardware

In a preferred embodiment of this invention, the hardware architecture of the Shapes
Vector system consists of a primary server equipped with a powerful computational
engine and high-performance 3D graphics capabilities, a database server, a dedicated
100BaseT Ethernet network, one PC with specialised 3D audio hardware, and one PC
with user input devices attached. A preferred configuration is shown schematically in

Figure 2.

The preferred observational environment of the Shapes Vector world can be rendered
in 3D stereo to provide aural information and preferably viewed using Crystal Eyes ™
shutter glasses synchronised to the display to provide purely visual information.
Crystal Eyes ™ was chosen for visualisation, as this product allows the user to be
immersed in a 3D world on a large screen while still permitting real world interaction
with fellow team-members and the undertaking of associated tasks, e.g. writing with a

pencil and pad, that are features not available with head-mounted displays.

In addition to 3D graphics capabilities, there is a sound rendering board, which is
used to generate multi-channel real-time 3D audio. Both the 3D graphics and sound
rendering board make use of head tracking information in producing their output.
The graphics renderer makes use of tracking information to alter the perspective of
the displayed world so that the user experiences the effect of moving around a fixed
virtual world. The sound renderer makes use of head movement tracking information
to alter the sound-scape so that the user also experiences the effect of moving around
in a fixed world with relevant sounds. That is, where a particular sound source will be

perceived to be coming from the same fixed place irrespective of the users head
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movement. The perception of direction in 3D sound is enhanced by the ability to turn
one’s head and listen. For instance, it is often difficult to determine whether a sound is
coming from in front or behind without twisting one’s head slightly and listening to
determine in which ear a sound is received first or loudest. These perceptive abilities
are second nature to humans and utilisation of them is a useful enhancement of the

information presentation capabilities of Shapes Vector.

A joystick and rudder pedals preferably provide the primary means of navigation in
the 3D world. User input to the system is to be provided primarily through the touch
screen and via voice recognition software running on a PC. Haptic actuators are
realisable using audio components to provide a feeling of say roughness as the user
navigates over a portion of the virtual world. Many other actuators are possible

depending on the degree of feedback and altering required by the user.

The initial prototype of Shapes Vector had the user input/output devices connected to
a workstation or PC with software connecting the remote peripherals with the User
Interface proper. The layout of the Shapes Vector workstation (ie, the physical
arrangement of the user interface hardware) will vary depending upon the
operational role and the requirements of individual users, as described in the

Appendix to Part 1 of the specifcation.

2.3 System Software

In the embodiment described herein Shapes Vector is implemented as a distributed
system with individual software components that communicate between each other
via TCP/IP sockets. A simple custom protocol exists for encoding inter-process
communication. To limit performance degradation due to complex operating system
interaction, the system processes are used only for relatively long-lived elements of
control (e.g. the knowledge base server, or an intelligent agent). Shorter-lived control

is implemented through threads.
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Figure 3 indicates where the primary software modules will be running in the initial
system as well as a schematic of the hardware modules they are associated with.
While most of the implementation of the Shapes Vector system has been custom-
coded, the system does make use of a number of different software technologies to
supply service functionality. Intelligent Agents make extensive use of NASA’s CLIPS
system as a forward chaining engine, and also use Quintus Prolog ™ to implement
backward chaining elements. Additionally, the knowledge base and its associated
servers are preferably implemented using the Oracle ™ relational database

management system.

The graphics engine of the Display macro-object is preferably built upon an in-house
C++ implementation of the Java 3D API and utilises OpenGL ™ for the low-level
rendering. The User Interface elements are built using Sun Visual Workshop ™ to

produce X Windows Motif ™ GUI elements.

3 The “Classical” Visualisation Paradigm

The classical visualisation paradigm refers to methods that are derived from
mechanisms such as geographic layout, and relatively static rules for objects. While
some may not regard what is described here as entirely “classical”, it serves to
distinguish some of the visualisation methods from the relatively more “bizarre” and
therefore potentially more interesting visualisation paradigms described in this

specification.

Using by way of example information security as the environment to be modelled and
observed the fundamental basis of the classical visualisation paradigm is to associate a
security-relevant attribute with a visual entity or a visual property of an entity, eg.

shape, colour, or texture.
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A Shapes Vector hypothesis is that any visualisation paradigm is not only “sensitive”
to its application, ie. some paradigms are better suited to specific classes of
application, but that the implementation of the paradigm is sensitive to the specific
user. It is thus claimed that not only should a visualisation system be customable to
take into account the type of application, but also it must have highly customable
features to take into account individual requirements and idiosyncrasies of the

observer. That is, the customisability of the system is very fine-grained.

In fine grained customable systems, it is important that journal records and roll-back

facilities are available in the certain knowledge that users will make so many changes

that they will “lose” their way and not be sure how to return to a visual setting they

find more optimal than the one they are currently employing.

In an embodiment, users can associate attributes to shapes, colour, texture, etc. via
manipulation of a master table, which describes all visual entities (with security-
relevant attributes) the system is able to monitor. This table contains user-customable
definitions for shapes, colours, and textures employed in the visualisation of the
entity. For example, the security attribute “read enable” can be associated with
different colours, transparencies or textures. Part of the essence of Shapes Vector
involves utilising the visualisation process as a method for users to divine (via
inductive inference) patterns in the “security cyberspace”. These patterns have an
attached semantic. Typically, we expect users to note anomalies from the myriad
system activities that represent authorised use of the system. Given these anomalies,
the user will be able to examine them more closely via visualisation, or bring into play
a set of Intelligent Agents to aid an in depth analysis by undertaking deductive

inference.
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Not withstanding the above, there is also a semantic gap between what an Intelligent
Agent can deduce and what a user can discern using their senses. The approach in this
embodiment is based on the hypothesis that in most cases the observational interface
element will be employed for highlighting macro matters, while the agents will focus
on micro matters. These micro deductions can be fed to the visualisation engine so
that a user can observe potential overall state changes in a system, thereby permitting

a user to oversee and correlate events in very large networks.

3.1 Geo View

Geo View is perhaps the most classical of the visualisation paradigms. Its basis is a

two dimensional plane located in three-dimensional space. The plane represents the

traditional geographic plane: location in the virtual plane represents the physical
location of objects. Figure 4 is a depiction of a small network where the primary points
of interest involve a set of computers and the data that is flowing between them. The
sizes, shape, and texture of objects all carry an associated semantic. The double
pyramid shapes with a third pyramid embedded at the top are representative of
computers with network interfaces. Also quite visible is the packet flow between the
computers in the star network. Although not explained here, to the trained eye the
start of a telnet session, some web traffic, as well as X Windows elements is also

represented.

The Shapes Vector system permits a user to select classes of objects and render them
above the plane. In fact it is possible to render different classes of objects at different
levels above or below the geographic base plane. This rendering tactic allows a user to
focus on objects of interest without losing them in the context of the overall system.

This “selective zoom” facility is described further in Section 5.2 of this part.



WO 02/088924 PCT/AU02/00527

16

Figure 5 depicts a scene inside a machine object. In this view, two processors each
with several processes are depicted. In an animated view of this scene the amount of
processing power each of the processes is consuming is represented by their rate of
rotation. Again, the size, texture, and specific aspects of their shape can and are used

to depict various semantics.

The transparent cube depicts a readable directory in which is contained a number of

files of various types.

In addition to the visualisation of various objects, the human observer can attach
sounds and possibly haptic characteristics to objects. In particular, the system is
capable of compiling a “sound signature” for an object (e.g. a process) and plays the

resulting sound through speakers or headphones. This facility is quite powerful when

detecting event changes that may have security significance. Indeed, in a concept
demonstrator, a change in the code space of a process causes a distinct change in its
sound. This alerts the user when listening to a process (e.g. printer daemon) with a
well-known characteristic sound that something is not quite right. By inspecting the
process visually, further confirmation can be forthcoming by noting that its
characteristic appearance, e.g. colour, has changed. The use of haptic attributes can

also be advantageous in certain circumstances.

One of the major issues that arise out of Geo View other than the basic geographic
location of nodes, is the structural relationship of objects contained in a node. For
example, how does one depict the structural relationship of files? Figure 5 gives some
indication of a preferred view in a directory containing files and possibly further
directories is rendered in a particular way. In a system such as UNIX, there is an well-
understood tree structure inherent in its file system. In other operating systems, the

structure is not so precise. In the description so far, Geo View still lacks a level of
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structural integrity, but it must be realised that any further structure, which is
imposed, may invalidate the use of the view for various applications or specific user

requirements.

Shapes Vector avoids some of the problems posed above by providing a further level
of customisation by permitting a user to specify the structural relationship between
classes of objects from a predetermined list (e.g. tree, ring). A run-time parser has been
constructed to ensure that any structural specification must satisfy certain constraints,
which guarantee that “nonsensical”, or circular relationships, which are impossible to

display, are not introduced.

1. Geo View is a three-dimensional virtual universe in which a real-world or
virtual object may be represented by one or more virtual objects whose visual

attributes are derived from attributes of the real-world object via a flexible

user-specifiable mapping (called herein a “Master Table”). The placement of
virtual objects typically having a shape within the universe is governed by the
absolute or relative geographical location of the real-world object, and also by a
flexible set of user-specified layout rules. Layout rules permit the specification
of a structured layout for groups of shapes whose real-world objects and
virtual objects have some commonality. The list of structures includes, but is
not limited to linear, grids, star, ring and graph.

2. Changes to the visual attributes of shapes (e.g., size or height above a plane)
may be made dynamically by a user (human observer). Such changes may be
applied to all shapes in the universe or to those which match user-specified
criteria. This facility is termed herein “Selective Zoom”.

3. The user may configure Audio cues (sounds and/or voices) to denote the

attributes of represented objects (through a Master-Table configuration), or to
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denote the occurrence of a real-world event. Such cues may be associated with
a point in three-dimensional space (i.e., positional sound), or they may be
ambient.

4. The representation of real-world objects with rapidly time-changing attributes
may be simplified by the use of Synthetic Strobes, flexible user-specified filters
which shift changes in the visual attributes of a shape from one time-domain to
another. Synthetic Strobes may be applied across the entire universe or
selectively according to a flexible user-specification. Such strobes may also be
used to shift slow changes in the attributes of a shape into a faster domain
(e.g., so that a human may perceive patterns in very slowly altering real-world
objects).

5. A user may select shapes within a Geo View universe (either interactively or by
a flexible user-specified condition) and choose to have the corresponding set of
shapes in another view (e.g., a Data View or a different Geo View) highlighted
in a visual manner. The specification of the condition defining correspondence

of shapes between universes may be made in a flexible user-defined fashion.

A user may also specify structural arrangements to be used by Geo View in its layout
functions. For example, “located-in”, “in-between”, and “attached-to” are some of the
operators available. These allow a flexible layout of shapes and objects preserving
user required properties without requiring specific coordinates being supplied for all

objects.

3.2 Data View

A problem with Geo View is that important events can be missed if heavily
interacting objects or important events are geographically dispersed and not
sufficiently noticeable. In Section 5 of this part, we discuss mechanisms that can be
utilised to avoid this problem in some circumstances. However, in this section we
describe a preferred view that is also intended to address parts of this problem. Parts 3

and 4 of the specification provides a more detailed account of this approach.
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Geo View has its roots in depicting actions and events that have physical devices and
their location as an overriding theme. Of course logical entities are shown, but again
they have a geographic theme. Data View, as its name suggests, is intended to provide
a view where the basic paradigm is simply one of data driven events (eg. byte
transfer) rather than geographic location. Heavily interacting objects, eg. producers
and consumers of data, can be depicted as being located “close together”. Unlike Geo
View, where the location of an object tends to be relatively static during its lifetime
(copying of files is simply a special case of bringing a new object into existence)
interaction and data transfer between objects in Data View may be more dynamic.
Thus, the location of objects is expected to be more dynamic. Therefore, rules are
preferred so as to define the layout of objects not only from the perspective of whether

interaction occurred, but also the amount of interaction, and the rate of interaction.

It is intended in a preferred embodiment to utilise Newtonian celestial mechanics and
model interaction as forces on the interaction of objects as fundamental rules for the

data view layout.

Each object has a mass that is based on its “size” (size is user defined eg. the size of a
file or code in a process). User defined interaction between objects causes the
equivalent of an electric charge to build. This charge is attractive, whereas “gravity”
resulting from mass is repulsive. The build-up of charge tends to negate the force of
gravity thereby causing objects to move closer together until some form of
equilibrium is reached. Of course we need to adjust the basic Coulomb and Newton’s
laws in order for the forces to balance appropriately. To do so, we are lead to set
axiomatically several calibration points. That is, we must decide axiomatically some
equilibrium points; e.g. two objects of identical mass are in equilibrium X units apart
with Y bytes per second flowing between them. Without these calibration points, the
distance and motion of the objects may not provide optimal viewing. Further to this

requirement, it can be inferred that the force formulae must be open to tinkering on a
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per user basis in order to permit each user to highlight specific interactions based on
higher semantics related to the user’s security mission. A further rule, which is
preferred in this embodiment, is the rate of “decay” of charge on an object. Otherwise,
interacting objects will simply move closer and closer together over time. This may be
appropriate for some types of visual depiction for a user, but not for others. For
example, retained charge is useful for a user to examine accumulative interaction over
a time slice, but charge decay is a useful rule when examining interaction rates over a

given time period.

The interaction mechanism described herein serves to indicate the basis for interaction
between objects and their location in space to provide visual depiction of objects and

their clusters for examination by a user in order to arrive at inductive hypotheses.

Figure 6 shows how Data View might visualise a collection of data-oriented objects
(eg. files and/ or servers) which interact with one another to varying degrees. Despite
using proximity to show whether an object is interacting with another, further visual

mechanisms are needed for the user to be able to analyse the type of data interaction,

and the current state of affairs of interaction within a specified time slice. Hence we
still need visual markers which directly link one object to another, for example an
open socket connection between two processes, which actually has data in transit.
These objects could initially be very far apart due to previous low interaction status.
However, since they are now interacting a specific connection marker may be needed
to highlight this fact. Given the type of interaction, the force formulae may be
adjusted so as to provide a stronger effect of interaction. However, this mechanism is
restricted to classes of objects and the interaction type, whereas the user may be
particularly interested in interaction between two particular object instances. Hence a

visual marker link would be more appropriate. Yet, one can imagine the complexity of
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a view if all markers are shown simultaneously. Hence actual connection lines, their
size, shape, colour, motion and location, may be switched on and off via a set of

defined criteria.

As for Geo View, Data View in its preferred embodiment, will come with its own
Master Table describing shapes and textures for various attributes, as well as an input
mechanism to describe relationships between objects based on a series of interaction
possibilities. The objects presented in Data View may in some cases be quite different
from those found in Geo View, while in other cases they will be similar or identical.
Clearly the defining difference lies in the fact that Data View’s Master Table will focus

less on physical entities and more closely on logical entities and data driven events.
Thus the preferred main features of Data View are as follows:

1. A set of one or more two-dimensional virtual universes in which a real-world
object may be represented by one or more shapes whose visual attributes are
derived from attributes of the real-world object via a flexible user-specifiable
mapping (called a “Master Table”). In one embodiment each universe is

represented as a disc in a plane. The placement of a shape within a universe is

governed by degree of interaction between the represented object and other
objects represented in
that universe. As an alternative, the view may be constructed as a set of one
or more three-dimensional virtual universes with similar properties.

2. Interaction between a pair of real-world objects causes the pair of shapes that
represent them to be mutually attracted. The magnitude of this force is
mathematically derived from the level of interaction. Real world Objects which

interact are furthermore mutually repelled by a “gravitational force”, the
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