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Title of the Invention

Method for Selecting Features Used in Continuous-Valued Regression

Analysis
Field of the Invention

This invention relates generally to continuous-valued regression analysis, and more
particularly to selecting a subset of features from a set of available features when

performing continuous-valued regression analysis.
Background of the Invention

Regression analysis models a relationship between a dependent variable and one or
more independent variables. Regression analysis can determine how a typical
dependent variable changes when any one of the independent variables is varied,
while the other independent variables remain the same. Most commonly, regression
analysis estimates a conditional expectation of the dependent variable given the

independent variables.

Of particular interest to this invention is selecting features used in continuous-
valued regression analysis, Procedures for regression analysis include neural
networks, and support vector machines (SVM). Typical applications of regression
analysis include time series prediction, e.g., the prediction of future values of an
electrical power demand based on past values, and prediction of an unknown
quantity of interest based on available measurements, e.g., the prediction of a
person’s lifespan based on measurements of height, weight, blood pressure, and

hair length, for example.
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Feature selection determines a subset of the available features used in regression
analysis. In the above example of an application for predicting lifespan, the subset
of useful features can include height, weight, and blood pressure, while hair length
18 not useful. In this application, the feature selection procedure should only select
the subset of useful features, e.g. height, weight, and blood pressure, and the
procedure should exclude the useless feature, e.g., hair length. By eliminating
uscless features, the feature selection can reduce the time for subsequent prediction.
By eliminating useless features, feature selection can also improve the accuracy of

subsequent predictions, and lead to models that are easier to interpret.

Many feature selection procedures use simple measures of linear dependence, such
as correlation, to select useful features. Those approaches can fail when the
relationships among the variables are nonlinear. Wrapper techniques greedily select
a small number of features at a time by evaluating a specific, potentially nonlinear,
regression analysis problem. Because wrapper techniques greedily select a small
subset of the features, wrapper techniques cannot determine the best overall
combination of features. Wrapper techniques are often computationally intensive,
and because wrapper techniques directly incorporate a regression method as a
subroutine, wrapper techniques are directly tied {o that particular regression

analysis method.

The well known RELIEF feature selection procedure avoids most of the undesirable
properties of other feature selection methods, see generally U.S. Patent 7,233,931
issued to Lee, et al. on June 19, 2007, “Feature regulation for hierarchical decision
learning,” incorporated herein by reference. That method is not greedy, not

computationally intensive, and not tied to a specific regression analysis method.
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However, the RELIEF procedure works only for classification and categorical
problems, i.e., problems in which the dependent variable can take a value from a
small set of discrete values. An example of a categorical problem would be a
disease detection problem, where the dependent variable can take one of two
possible values indicating presence or absence of the disease. In contrast to
categorical problems, continuous-valued problems have dependent variables that
can take values from an infinite set of values, for example all real numbers. In this

case, we refer to the values taken on by the dependent variable as “target values.”

Summary of the Invention

The embodiments of the invention provide a method for selecting features for
continuous-valued problems, such as continuous-valued regression analysis
problems. The method is not greedy, can be applied to problems in which nonlinear
relationships between features and target values exist, and the method can be used

with any regression analysis method.

Brief Description of the Drawings

Fig. 1 is a flow diagram of a method for selecting features used in continuous-

valued regression analysis according to embodiments of the invention,
Detailed Description of the Preferred Embodiment
The embodiments of our invention provide a method for selecting features used in

continuous-valued regression analysis. Feature selection for binary classification

are well known, particularly the well known RELIEF method, see U.S. Patent
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7,233,931 above. The RELIEF method works well when there are a large number
of useless features. The basic idea of the RELIEF method is to decompose an
arbitrary nonlinear problem into a set of locally linear problems using local training,

and then estimate the feature relevance globally in a large margin framework with

the £ regularization.

The RELIEF method selects features that have nearby values that are usually in the
same class. Features for which examples with nearby values do not necessarily
share the same class are not selected. Because the RELIEF method examines
neighboring features from the same class, or from different classes, it naturally

applies to binary classification.

However, the RELIEF method does not apply to continuous-valued regression
analysis. Therefore, an object of the invention is to adapt the RELIEF method to

continuous-valued regression analysis.

One previous attempt to adapt the RELIEF method to continuous-valued regression
analysis locally estimates a rate of change of a target value with respect to the
feature values, and selects features for which changes in the feature value has a
predictable relationship to the change in target value, see U.S. Patent 7,233,931.
That approach works in some situations, but it can be very sensitive to a size of the
neighborhood selected for estimating relationships between features and target

values.

In our method as shown in Fig. 1 and described in greater detail below, we

categorize the continuous output into categorical discrete-valued output 121. Our
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method thresholds 120 the continuous-valued target values y, at one or more

threshold values V,,. The threshold values define two or more classes into which the

target values are partitioned.

Selecting a single threshold value V,, to be a median of the target values in a

training data set 110 results in balanced classes, i.e., the number of examples in
each class are substantially the same. Other threshold values can be selected based

on application-specific knowledge.

For the case of a single threshold value, we define a first class and a second class as
yf - 1 iy <ym
| 2 Hy>ym

where y' is a discrete class label.

Selecting V,,, to be the median value of target values y over the training set is

usually a good threshold value because this guarantees that the number of examples
of the first class is substantially the same as the number of examples of the second

class.
After performing the thresholding to assign a binary class, the class values 121 can
be used along with the feature values 111 in the logistic RELIEF method, or in any

other categorical feature selection method.

Nonlinear Regression Analysis Method
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After feature selection has been performed, the selected features can be used as
input to a regression analysis method 140. Our feature selection method can select
features with nonlinear relationships to the predicted value. Therefore, it is natural

to use a nonlinear regression analysis method with the selected features.

Regression Analysis

Our regression analysis is a heteroscedastic (having differing variances) support
vector regression with least absolute deviation and €1 regularization, the set of

training data © 110 includes a set of M pairs
D = {(ley&): s (XM*;YM)} C A X R,

where X denotes a space of input patterns, e.g., X = R* .

Each pair includes an input vector X;, and a target output value ¥;. A function ¥ =

F(X) estimates the target output y; from the corresponding input vector X;. The

target output is determined from the training data set 110.

Our regression analysis is trained by solving the following optimization problem

min A}%W]E;%ﬂ%ﬁT (K+&),@+C’Z(5£”§“§f+ﬁi)

W.,4.bo & 8"
st Y- (WIX;+ 87K, +b) <e+&,
(WIX, + 87K +b) - Y; <6 + &,
= D6 > 0,Vi,
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where & and &% are slack variables, i.e. the variables that indicate the degree of

misclassification, £ is an error tolerance, / is a parameter that controls a strength of
the €1 regularization, i.e., the relative importance of minimizing the €1 norm of W

compared to minimizing the training error, W is a linear coefficient vector, K is a
kernel matrix, £ is a coefficient vector for the kernel matrix, and C is a parameter

that controls a goodness of fit.

The label for a new test example is estimated according to a prediction function

(X)) =WTX + Z BK(X;,X)+b

The linear term in the prediction function is helpful when highly correlated features,
Le., features with a strong linear relationship with the dependent variable, exist in
the training data. The nature of nonlinear kernel term in our regression analysis has
complementary role by exploiting nonlinear relationships between the features and

the dependent variable.
Method for Feature Selection for Continuous-Values Regression

Our method uses:
1. A feature selection method that can also be applied to categorical data.
We refer to this as the “categorical feature selection method.” In our
implementation, we use a variant of RELIEF as our feature selection
method for categorical data.
2. A regression analysis method. In our implementation, we use

heteroscedastic support vector regression with least absolute deviation

and £; regularization,
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Figure 1 shows our method 100 for selecting features for continuous-valued
regression analysis. The method can be performed in a processor 101 including

memory and input/output interfaces as known in the art.

Input to the method is training data 110. The training data includes features 111 and

corresponding continues target values y 112,

The continuous-valued target values y are thresholded and discretized 120 at one or
more threshold values y,, 119 to produce discrete target values 121. The threshold

values define two or more classes into which the target values can be partitioned.

One of the threshold values is selected as the median of the target values to result in
two balanced classes. Other thresholds can be selected based on application-specific

knowledge.

Categorical feature selection 130 is applied to the features 111 using the discrete-

values targets 121 to produce selected features 131.

The selected features 131 and the continuous target values 112 are input into the
regression analysis method 140 to produce a prediction function 141 relating the

continuous-values targets to the selected features.
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1. A method for selecting features used in continuous-valued regression analysis,
comprising the steps of:

providing a training data set as input, wherein the training data set includes
features and corresponding target values, wherein the target values are continuous,
and there is one target value for each feature;

thresholding and discretizing each target value with respect to a threshold
value to produce a discretized target value; and

applying categorical feature selection to the features using the discretized
target values to produces selected features, wherein the steps are performed in a

Processor.

2. The method of claim 1, further comprising the step of:

performing continuous-valued regression analysis using the selected features.

3. The method of claim 1, wherein the thresholding and discretizing step is with

respect to one or more threshold values into which the target values are partitioned.
4. The method of claim 3, further comprising the step of:
selecting a single threshold value to be a median of the target values in the

training data set to results in balanced classes.

5. The method of claim 2, wherein the one or more threshold values are based on

application-specific knowledge.

6. The method of claim 1, wherein the regression analysis is nonlinear.

7. The method of claim 1, wherein the regression analysis is a heteroscedastic

support vector regression with least absolute deviation and ¢; regularization.
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Abstract

A method selects features used in continuous-valued regression analysis. Training
data input to the method includes features and corresponding target values,
wherein the target values are continuous, and there is one target value for each
feature. Each threshold value is thresholded and discretized with respect to a
threshold value fo produce a discretized target value, Then, categorical feature
selection is applied to the features, using the discrete target values, to produces

selected features. The selected values can be used in any regression analysis.

Representative Drawing
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