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ESTIMATING AND PREDICTING TOOTH
WEAR USING INTRA-ORAL 3D SCANS

BACKGROUND

Tooth wear (associated with Bruxism) and gingival recession are both conditions
that, if not treated in a timely manner by dental professionals, can have serious medical
consequences. In the case of Bruxism, lateral movements and tooth grinding can cause
significant tooth wear and lead to muscle pain, temporomandibular joint issues, and
headaches. In some cases, this may lead to the dentin being exposed, dental decay, and
even tooth fracture. Despite the potential severity of these consequences, the tools
available to dental professionals for diagnosing and assessing the severity of tooth wear
and gingival recession are limited. In the case of tooth wear, these tools include patient
questionnaires, clinical examination by a dentist, and bite force measurements. Clinical
examinations may be performed using the Individual Tooth-Wear Index, which provides a
rating between 0 and 3 based on visual assessment by a dentist. Accordingly, a need

exists for additional tools to assess tooth wear, particularly using intra-oral 3D scans.

SUMMARY

A first method for estimating teeth wear, consistent with the present invention,
includes receiving a 3D digital model of teeth and segmenting the 3D digital model of
teeth to identify individual teeth within the 3D digital model of teeth. A digital model of a
tooth is selected from the segmented 3D digital model of teeth, and an original shape of
the selected tooth is predicted to obtain a digital model of a predicted original shape. The
digital model of the tooth is compared with the digital model of the predicted original
shape to estimate wear areas in the tooth.

A second method for predicting teeth wear, consistent with present invention,
includes receiving a 3D digital model of teeth. A mapping function is applied to the
digital model of the teeth based upon values relating to tooth wear. Wear areas in the

teeth are predicted based upon the applying step.
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BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are incorporated in and constitute a part of this
specification and, together with the description, explain the advantages and principles of
the invention. In the drawings,

FIG. 1 is a diagram of a system for detecting tooth wear using a 3D digital model
based upon intra-oral 3D scans;

FIG. 2 illustrates a 3D model of teeth from intra-oral scans;

FIG. 3 illustrates a 3D model of teeth segmented to digitally separate each tooth;

FIG. 4 is a flow chart of a method for segmenting teeth in a 3D digital model;

FIG. 5 illustrates over-segmentation of teeth by a geometric hill-climbing method;

FIG. 6 illustrates detection of boundary vertices between teeth in a 3D digital
model;

FIGS. 7A and 7B illustrate morphological clean up to fix boundaries between teeth
in a 3D digital model,

FIGS. 8A and 8B illustrate removal of non-aligned boundaries in 3D digital model,;

FIGS. 9A-9H illustrate merging of the results of segmentation methods to segment
teeth in a 3D digital model;

FIG. 10 is a flow chart of a method of estimating tooth wear using 3D scans;

FIG. 11 is a diagram of a user interface for displaying estimated tooth wear;

FIG. 12 is a flow chart of a method of predicting tooth wear using 3D scans; and

FIG. 13 is a diagram of a user interface for displaying predicted tooth wear.

DETAILED DESCRIPTION

Embodiments includes analyzing tooth wear from a single 3D scan of the patient's
dentition. One approach is based on estimating the original shape of the surface through
use of a database (or collection) of known tooth shapes and learned mathematical model
and for reconstructing shape, and then comparing this estimated original shape with the
current shape of the surface. Another approach is based upon comparing the current shape
of the surface with annotated scans where the annotation indicates an amount of tooth
wear.

A method for determining tooth wear based upon comparison of multiple 3D scans

of a patient is described in U.S. Patent Application Serial No. 14/321318, entitled
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“Detecting Tooth Wear Using Intra-Oral 3D Scans,” and filed July 1, 2014, which is

incorporated herein by reference as if fully set forth.

3D Scan Acquisition and Segmentation

FIG. 1 is a diagram of a system 10 for detecting tooth wear using a digital 3D
model based upon intra-oral 3D scans. System 10 includes a processor 20 receiving
digital 3D models of teeth (12) from intra-oral 3D scans or scans of impressions of teeth.
System 10 can also include an electronic display device 16, such as a liquid crystal display
(LCD) device, for displaying indications of tooth wear and an input device 18 for
receiving user commands or other information. An example of digital 3D model of a
patient’s teeth from a scan is shown in FIG. 2. Systems to generate digital 3D images or
models based upon image sets from multiple views are disclosed in U.S. Patent Nos.
7,956,862 and 7,605,817, both of which are incorporated herein by reference as if fully set
forth. These systems can use an intra-oral scanner to obtain digital images from multiple
views of teeth or other intra-oral structures, and those digital images are processed to
generate a digital 3D model representing the scanned teeth. System 10 can be
implemented with, for example, a desktop, notebook, or tablet computer. System 10 can
receive the 3D scans locally or remotely via a network.

For certain diagnostic tasks, the individual teeth in the model need to be segmented
from one another before the desired analysis or manipulation can be performed. In some
cases, a software interface may be presented in order for a user to perform this
segmentation, or some parts of it, manually. However, this process can be quite labor
intensive and tedious. As such, the automation of this task is desirable. An example of
teeth that have been segmented in a digital model is shown in FIG. 3. The segmentation
provides for separating individual teeth in the digital 3D model, as represented by the
shading in FIG. 3, and each tooth in the model can essentially be digitally separated from
the other teeth for further processing to detect tooth wear. Using a segmented digital 3D
model for comparing or analyzing individual teeth is more accurate than comparing whole
or partial arches within the model.

Described herein are techniques for tooth segmentation within a digital 3D model.
The technique is a combination of two separate algorithms and combines the strengths of
both of them. The first algorithm is a geometric hill-climbing approach which takes into

account topological structures such as height and curvature. The second algorithm is a
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machine learning approach which classifies each point on the surface as belonging to
either a boundary or a non-boundary. Alternatively, the second algorithm is interstice
detection which classifies a set of planes (or points) that approximate the intersticial
spaces between teeth. The second algorithm can be complementary to the first algorithm
(geometric hill-climbing) and combined with the first algorithm to produce a resulting
segmentation. As another alternative to the second algorithm, the first algorithm can be
combined with user input estimating centroids of teeth in the digital 3D model. Instead of
merging the results of two algorithms, only one algorithm can be used to segment the
digital 3D model such as any one of the algorithms described herein.

The 3D scans addressed herein are represented as triangular meshes. The
triangular mesh is common representation of 3D surfaces and has two components. The
first component, referred to as the vertices of the mesh, are simply the coordinates of the
3D points that have been reconstructed on the surface —i.e., a point cloud. The second
component, the mesh faces, encodes the connections between points on the object and is
an efficient way of interpolating between the discrete sample points on the continuous
surface. Each face is a triangle defined by three vertices, resulting in a surface that can be
represented as a set of small triangular planar patches.

FIG. 4 is a flow chart of a method 22 for segmenting teeth in a digital 3D model.
Method 22 can be implemented in software or firmware modules, for example, for
execution by processor 20. Method 22 can alternatively be implemented in hardware
modules or a combination of software and hardware.

Method 22 includes receiving a digital 3D model of a patient’s teeth (step 24) and
optionally aligning the model (step 25). Method 22 then involving segmenting the model
by geometric hill-climbing (step 26) and point classification (step 28). Optionally, post
processing on boundaries of the segmentation by point classification is performed (step
32). As an alternative to point classification, the model can be segmented by interstice
detection (step 29). As another alternative to point classification, method 22 can receive
user input identifying centroids of each tooth in the model (step 31).

The results of the segmentation methods are iteratively merged (step 30). In
particular, the results of segmentation by hill-climbing are merged with the results of
segmentation by point classification or interstice detection or user input identifying the
centroids. The merged segmentation can optionally be refined based upon manual, for

example user-entered, input (step 34). The results of the segmentation are stored (step
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38). The segmentation results in a separate mesh for each tooth from the digital 3D
model, as illustrated in FIG. 3. These steps are described in more detail below.

The optional alignment step 25 can be implemented using a Support Vector
Regression (SVR) method to find the occlusal plane fitted to a mesh of the teeth in the
digital 3D model. The alignment can be used to have the teeth in the digital 3D model

essentially aligned with the Y axis.
The alignment can use the LIBSVM toolbox and & — S¥ & method. The kernel is

chosen to be linear and = = 5. The training is based on the assumption that teeth are
roughly pointing up along the Y axis. The output is sample points from the occlusal plane
which is given to a simple principal component analysis (PCA) method to find the normal
direction. SVR uses a linear loss function with a zero part within the margins which
performs better for teeth dataset than the quadratic loss function in regular least square
regression methods. It helps to decrease the effect of gingiva cut-lines which can be very
jagged and bumpy in mesh scans. It also tries to rule out the vertical points on the teeth
(buccal part) and give more weight of importance to the horizontal points on teeth (cuspal
part) in determining the occusal plane orientation. The RANSAC method and Robust
PCA method can alternatively be used for the alignment.

Table 1 provides exemplary pseudocode for implementing the alignment step.

Table 1 - Pseudocode for Normal Direction Extraction

Input: a 3D mesh with a set of vertices V specified in 3D coordinate system X,Y and Z.
Y represents the rough direction of vertical axis in which the teeth point upwards.

Output: the normal vector perpendicular to occlusal plane which represents the correct
upward direction of teeth.

Assumptions: Teeth are roughly pointing up along the Y axis. The mesh has been
truncated below the gum line.

Method steps:

1 Subtract the mean of data points to centralize the data points around (0,0,0).

2 | Apply the Support Vector Regression with linear kernel and margin value ¢ to find
the occlusal plane.

3 Find the normal direction of the occlusal plane by geometrical methods or applying
a simple PCA.

Segmentation by Geometric Hill-Climbing
One of the algorithms for segmentation is based upon geometric operations on the

mesh. Specifically, the main idea behind this approach is that, if one starts from any point
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on the surface and moves upwards through a series of points, one will converge to a high
point that is a local maximum. In most cases it would be expected all points on a tooth (or
on the same cusp of a tooth) will converge to the same local maximum. This type of
segmentation can produce very accurate boundaries between teeth, but it typically results
in an over-segmentation in which a single tooth may be divided into multiple segments.

Before performing the segmentation, the mesh is preprocessed using Laplacian
smoothing. This preprocessing is an effective way of removing high-frequency noise in
the surface reconstruction.

An energy function is then computed for each vertex on the mesh, on which the
algorithm will attempt to find local maxima later in the hill-climbing process. The energy
function at each vertex is composed of two terms, where for the 7-th vertex:

Ji=yit

where y; is the y-coordinate (height) of the i-th vertex, di is its angular divergence, and
A >0 is a weighting parameter. The parameter A can be any value greater than zero or,
alternatively, A can be equal to zero.

Angular divergence is a measure of overall curvature around a point. For a face F
comprised of vertices vi, v;, and vk, with normal vectors #, 1, and nx, respectively, the

angular divergence is given by:
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If the area around a face is completely flat, then all the normal vectors of all three of its
vertices will point in the same direction, and the Dr will be zero. Then the angular
divergence of the i-th vertex v; is the mean of the angular divergences of the faces of
which vi is a part.

Once the energy fi is computed for each vertex, segmentation is performed
according to a hill-climbing procedure. Conceptually, the algorithm can be understood as
follows. For each vertex on the surface, the algorithm initializes a hill-climb, in which at
each iteration it moves to the connected neighbor (as defined by the faces) that has the
highest energy function value. The algorithm continues climbing until it reaches a local
maximum that has higher energy than all of its neighbors. All vertices that were passed
through along this route are assigned to this local maximum, and all such paths that
converge to this local maximum define a segment. This process is repeated until all

vertices on the mesh have been traversed.
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This segmentation assigns vertices to segments defined by local energy maxima
that can be reached through a monotonically-increasing path through the energy function.
The energy function f; is defined such that each iteration of hill-climbing moves upwards
in height, but is discouraged from crossing an area with high curvature by the angular
divergence term. This helps ensure that the boundaries between teeth are not crossed.

An example of a segmentation produced by this algorithm is shown in FIG. 5. As
can be seen, the algorithm over-segments the teeth by separating each cusp of a tooth into
its own segment — this can be understood intuitively as a result of the hill-climbing
procedure, since each cusp will have its own unique local maximum. For example, the
digital model of tooth 40 is segmented into five sections. However, the boundaries
produced by this approach are quite precise and accurately separate teeth from one
another.

Table 2 provides exemplary pseudocode for implementing the geometric hill-

climbing algorithm.

Table 2 - Pseudocode for Hill-Climbing Segmentation

Input: a 3D mesh with a set of vertices V specified in 3D coordinate system X,Y and Z.
Y represents the vertical axis or the general direction in which the teeth point upwards.
The mesh also has a set of triangulations or faces F based on the vertices.

Output: Segmented mesh, where for each vertex vi in the mesh, a label I; corresponding to
the segment to which that vertex belongs is assigned.

Assumptions: Teeth are roughly pointing up along the Y axis. The mesh has been
truncated below the gum line.

Method steps:
1 Perform mesh Laplacian smoothing to reduce error
2 For each vertex viin V, compute the surface normal at that vertex
3 For each face f; in F, compute the divergence of the face as
Be= ENE -Lf“;rﬂx} + m&_liﬂsng;} E + Efms":n’g o b where ni, nj and nk are the

normal directions of vertices i, j, and k of the face

Apply the divergence value of every face to all the individual vertices of the face

Compute the energy function value at each vertex as y + lambda * D¢

For each vertex determine the maximum function value in a local neighborhood

Assign all vertices to a segment assigned to the local maximum value in step 6

Repeat steps 6 to 7 until a local maximum is reached

O |0 (|||~

Assign the appropriate cluster labels to each vertex

Segmentation by Point Classification
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The segmentation by point classification is a data-driven approach. Unlike the
geometric hill-climbing approach, this approach relies on manually provided groundtruth
segmentation. Groundtruth can be obtained from a user providing nearly accurate
segmentation manually using mesh manipulation tools such as the MeshLab system. A
selection of an individual tooth can be made using a face selection tool. Individual teeth
are selected in this manner and saved as individual mesh files. Using the original mesh
and the individual teeth files, a labeling of the vertices in the original mesh can then be
inferred. Once groundtruth for a full scan is completed, the inferred labels of all the
segments can be visualized.

From this groundtruth labeling, the boundary vertices between segments can be
determined. For each vertex the distribution of vertex labels around that vertex is
examined. If the distribution is not unimodal (i.e., the vertex labels are predominantly the
same), then that vertex is considered an interior vertex. If not, the vertex is considered a
boundary vertex. This data can be manually entered one time, for example, as training
data and then used repeatedly in the point classification algorithm.

Given the groundtruth boundary vertices labels from multiple training meshes, the
algorithm provides for a function that is capable of predicting whether a vertex on a mesh
lies in the interior of a tooth or on the boundary between teeth. In particular, the algorithm
can classify or label points in the mesh as being on a tooth or on a boundary between
teeth. This process involves two tasks: feature extraction and classification. FIG. 6
illustrates detection of boundary vertices 42 between teeth in a digital 3D model.

Table 3 provides exemplary pseudocode for implementing the point classification

(machine learning) training data algorithm.
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Table 3 - Pseudocode for Machine Learning Training

Input: Multiple 3D meshes with a sets of vertices V specified in 3D coordinate system
X,Y and Z. Y represents the vertical axis or the general direction in which the teeth point
upwards. The mesh also has a set of triangulations or faces F based on the vertices. Also
the groundtruth segmentation in the form of the vertices corresponding to boundaries and
those in the interior as indicated by manual annotation.

Output: A predictive model that is capable of generating the boundary vertex prediction
labels for a query set of vertices.

Assumptions: Teeth are roughly pointing up along the Y axis. The mesh has been
truncated below the gum line.

Method steps:
1 For each vertex in every mesh in the training set of data, compute the following
features:

a. Normal direction

b. Absolute, mean and Gaussian curvature
c. Shape context
d. Mesh fourier
e. Spin image
f. Mesh local covariance

2 Construct a data matrix X which is M X N where M is the total number of vertices
in all the meshes and N is the total number of feature dimensions when all features
in step 1 are concatenated

3 Train a RUSBoosted decision tree classifier that can predict the labels
corresponding to whether a vertex lies on the boundary or not. (An alternate
classifier can be used.)

Feature Extraction

In order to perform this task, the point classification algorithm extracts many
characteristic features for every vertex in the mesh. It is often difficult to determine which
features are useful in a segmentation algorithm. There are many features which can be
used for segmentation in this framework, including but not limited to multi-scale surface
curvature, singular values extracted from PCA of local shape, shape diameter, distances
from medial surface points, average geodesic distances, shape contexts, and spin images.
Of these, the algorithm implements the following features: absolute and mean curvature,
direction of normal at vertex, local covariance of the mesh around the vertex and its

principal Eigen values, spin images, Fourier features, shape contexts, and PCA features.
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Classification

Given the feature set for a vertex X, the function f is defined as follows: f: X ->
{1,0}, that is the function f maps the set of features X to eithera 1 or 0. A value 1
indicates that vertex is a boundary vertex and the value O indicates otherwise. This
function can be one or a combination of many classification methods such as support
vector machines, decision trees, conditional random fields, and the like. Additionally, in
the segmentation as a classification problem, there is a class imbalance. The number of
interior vertices is much greater than the number of boundary vertices. The ratio of
interior vertices to boundary vertices is typically 100:1. In such extreme class imbalance
situations, regular classifiers are not optimal. This is because it is possible to obtain very
high accuracy by always predicting that a vertex is in the interior, and that would be
practically useless since no vertices would be classified as being on a boundary. To
remedy this issue, one option involves using classifier ensembles such as boosting.

The classification algorithm uses RUSBoosting on decision stumps as a classifier.
RUSBoost stands for random undersampling boosting and is known to handle the class
imbalance very well. Additionally RUSBoost is already implemented in the MATLAB
program “fitensemble” function. Based on preliminary analysis, RUSBoost was
performed on 700 decision stumps. This number was chosen using cross-validation on the
training set with the resubstitution loss as the metric. For our experiments, we used a
“leave-scan-out” cross-validation scheme. Our dataset consisted of 39 scans, and for
every test scan the remaining 38 scans were used for training. The resulting predictions
were compared to the groundtruth boundary labels of the test scan. A confusion matrix
can then be obtained by comparing the groundtruth labels with the predicted labels. From
this we obtained the false alarm rate and the hit rate. With cross-validation testing on 39
scans we obtained an 80% hit rate and 1.7% false alarm rate on average.

Table 4 provides exemplary pseudocode for implementing the point classification

(machine learning) algorithm.

-10-
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Table 4 - Pseudocode for Machine Learning Prediction

Input: a 3D mesh with a set of vertices V specified in 3D coordinate system X,Y and Z.
Y represents the vertical axis or the general direction in which the teeth point upwards.
The mesh also has a set of triangulations or faces F based on the vertices.

Output: Binarized mesh where for each vertex v; in the mesh, a label Ii corresponding to
whether the vertex belongs to a boundary or not.

Assumptions: Teeth are roughly pointing up along the Y axis. The mesh has been
truncated below the gum line.

Method steps:

1 For each vertex viin V, compute the following features:
a. Normal direction

b. Absolute, mean and Gaussian curvature

c. Shape context

d. Mesh fourier

e. Spin image

f Mesh local covariance

2 Construct a data matrix X which is M X N where M is the number of vertices in the
mesh and N is the total number of feature dimensions when all features in step 1 are
concatenated

3 Predict using the learned decision tree RUSBoost classifier the labels corresponding

to whether a vertex lies on the boundary or not

Segmentation by Interstice Detection
As an alternative to point classification, the second algorithm for segmentation can
use interstice detection (step 29 in method 22). Table 5 provides exemplary pseudocode

for implementing the interstice detection algorithm.

-11-
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Table 5 - Pseudocode for Interstice Detection

Input: a 3D mesh with a set of vertices V specified in 3D coordinate system X,Y and Z.
Y represents the vertical axis or the general direction in which the teeth point upwards.
The mesh also has a set of triangulations or faces F based on the vertices.

Output: a set of planes that approximate the intersticial spaces between each pair of teeth.

Assumptions: Teeth are roughly pointing up along the Y axis.

Method steps:

1 Form a plan-view range image of the mesh. That is, a range image from the top
view, where each pixel represents the height of the surface at the corresponding
point.

2 Estimate a one-dimensional parameterization of the dental arch using the Locally-

Linear Embedding (LLE) algorithm, which results in a curve that represents the
general shape of the arch and passes roughly through the centers of the teeth.

3 Compute a set of evenly-spaced sample points along the one-dimensional
parameterization.

4 For each sample point along the curve, compute the sum of heights in the range
image along a line normal to the curve at that point.

5 Intersticial spaces are identified as sample points that are local minima in the sum of

heights computed in step 4. The orientation of the intersticial space is given by the
direction of the normal to the one-dimensional parameterization curve at the
corresponding sample point.

6 Detected intersticial spaces, and their orientations, are mapped back to the three-
dimensional coordinates of the original mesh.

Morphological Clean Up

Morphological operations such as mesh erosion and dilation can be done in
tandem, resulting in an operation known morphological opening. Unlike images, mesh
erosion and dilation are non-trivial since there are no sliding windows. Instead to perform
mesh erosion, one can use the connected v-ring of every vertex as its neighborhood.
Performing morphological opening removes islands and small streaks which can interfere
with the merging algorithm mentioned later. FIGS. 7A and 7B illustrate morphological
clean up to fix boundaries between teeth in a digital 3D model with FIG. 7B illustrating
clean up of the boundaries shown in FIG. 7A. This morphological clean up can be used to

for the optional step 32 in method 22 after the segmentation by point classification.

-12-
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Complementary Approaches to Segmentation

Based on the results of the hill-climbing approach and the classification approach,
it was observed that the hill-climbing captures the general geometry of cusp and has a
tendency to form good boundaries around teeth, but it over-segments and thus creates
more false boundaries. The classification approach on the contrary has a somewhat less
than desired hit rate on boundaries but has a very low false alarm rate. From this
complementary result, a method to merge the results helps reduce the demerits of both
approaches and boost the merits of both. In order to accomplish this, a hierarchical
merging algorithm is used, which merges the segments in the hill-climbing approach using
the boundary predictions of the classification approach. Every boundary predicted by the
hill-climbing approach is given a score based on the predicted boundary vertices from the
classification approach. Then a hierarchical merging is performed. All the boundaries
with a score less than a threshold are discarded and the corresponding segments are
merged and the boundary scores are corrected accordingly. This threshold is gradually
increased. For example, all boundaries that have score less than 5 are discarded first. The
corresponding segments are merged, and then this process is repeated by increasing the
threshold step-by-step to, for example, 50. This heuristic provides correct segmentation of

the teeth in one of the merge steps in most cases.

Elimination of Non-Aligned Boundaries

Even after the merging process, there are some strong false boundaries predicted
by the machine learning classifier which are not eliminated completely. These boundaries
can be removed using a hypothesis of boundary direction alignment. Since each
consecutive tooth boundary is roughly parallel, there cannot be any stark changes in the
boundary direction between consecutive teeth. In FIGS. 8 A and 8B, a misaligned
boundary is removed using such a hypothesis where FIG. 8B illustrates removal of a
boundary from the model of FIG. 8A. This can be achieved by determining the principal
direction of orientation of each boundary segment using PCA. The principal components
(PCs) of each consecutive tooth boundary should be aligned, thus resulting in eliminating
the boundaries which have misaligned PCs. This process is applied after merging the hill

climbing result with the machine learning result.

Segmentation Results
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Sample results of the classification or machine learning (ML), hill-climbing (HC),
and the merging steps are shown in FIGS. 9A-9H. The machine learning output (FIG. 9A)
shows the mesh labeling for the boundary vertices and the interior vertices. The second
mesh (FIG. 9B) is the result of the hill climbing. As shown in FIG. 9B, the hill-climbing
over-segments each tooth but in general there is a reduced chance of a segment being
shared across teeth. This is also a behavior associated with the choice of the parameter A.
The meshes displayed in FIGS. 9C-9H indicate iteratively the result of each merge step.
Merge 1 corresponds to discarding boundaries with a score less than 5 and merge 2
corresponds to scores less than 10 and so on. In this example, the correct segmentation
was achieved at step 6. As shown in the example of FIGS. 9C-9H, it is possible there are
no changes between some of the successive (iterative) merge steps. Successive merge
steps indicate how aggressively nearby segments are merged and, therefore, in some cases
changes are only noticeable at later merge steps.

The score used for merging can represent, for example, the number of points
classified as a boundary from the point classification algorithm within a particular vicinity
of a boundary determined from the hill-climbing algorithm. An exemplary score of 5
means at least 5 points classified as a boundary are within a particular vicinity of a
boundary determined by the hill-climbing algorithm. The particular vicinity used can be
based upon, for example, empirical evidence, the typical width or size of a true boundary,
or other factors.

In some cases, the best result would be achieved earlier than the 6th merging step
and it is possible to get an over-merged result at step 6. In this case one could use the
result at step 5 manually or attempt to separate manually just the teeth that are over-
merged. Sometimes, an under-merged or over-segmented result can occur even after step
6. In this scenario, by using a cursor control device and user interface a user could
manually select (“click on”) and merge the segments that require merging to extract the
teeth correctly, for example. The final segmented digital 3D model can then be stored in
an electronic storage device for later processing.

Table 6 provides exemplary pseudocode for implementing the algorithm for
merging hill-climbing segmentation with point classification (machine learning)
segmentation. For the alternative intestice detection segmentation, Table 7 provides
exemplary pseudocode for implementing the algorithm for merging hill-climbing

segmentation with interstice detection segmentation.
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Table 6 - Pseudocode for Merging Hill-Climbing and Machine Learning Prediction

Input: a 3D mesh with a set of vertices V specified in 3D coordinate system XY and Z. Y
represents the vertical axis or the general direction in which the teeth point upwards. The
mesh also has a set of triangulations or faces F based on the vertices. Label assignments from
hill climbing and boundary vertex labels predicted by the machine learning are also provided.

Output: Segmented mesh, where for each vertex v; in the mesh, a label Ii corresponding to the
segment to which that vertex belongs is assigned.

Assumptions: Teeth are roughly pointing up along the Y axis. The mesh has been truncated
below the gum line.

Method steps:

1 Convert hill-climbing label assignments to boundaries between segments and interior
vertices of segments resulting in a set of boundaries B

2 Eliminate small boundary prediction regions in the machine learning prediction by way

of morphological erosion. Also eliminate boundaries which are misaligned with the
general orientation of the quadrant/arch

w

Initialize merge threshold to Th

4 For each boundary biin B, compute the score of the boundary by determining the
number of machine learning predicted boundary vertices in the immediate
neighborhood of the boundary. Normalize this number by the length of the boundary
(total number of vertices)

5 Eliminate the boundaries which have a score less than Th and merge the segments
appropriately by eliminating some cluster assignments and copying cluster assignments.

Recompute the boundary scores according to step 4

Increase Th by a predetermined

Repeat steps 5 to 7, 5 more times

Kol lo R EN | o)

Assign new cluster labels to vertices

Table 7 - Pseudocode for Merging Hill-Climbing Segments using Interstice Detection

Input: a 3D mesh with a set of vertices V specified in 3D coordinate system X,Y and Z.
Y represents the vertical axis or the general direction in which the teeth point upwards.
The mesh also has a set of triangulations or faces F based on the vertices. Label
assignments from hill climbing, as well as detected intersticial spaces, are also provided.

Output: Segmented mesh, where for each vertex vi in the mesh, a label I; corresponding to
the segment to which that vertex belongs is assigned.

Assumptions: Teeth are roughly pointing up along the Y axis.

Method steps:

1 Each detected intersticial space defines a plane in the 3D space of the mesh. For
each segment found in Hill-Climbing, compute which side of each interstice plane
the majority of its vertices reside. This is referred to the “polarity” of each segment
with respect to each intersticial plane.

2 Merge together segments that have the same polarities with respect to nearby
intersticial planes.
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As an alternative to point classification and interstice detection, the algorithm can
merge the hill-climbing segmentation with user input identifying centroids of teeth (step
31 in method 22). This segmentation method requires input from a user at the beginning
of the process. In particular, the user identifies the centroid of each tooth in the digital 3D
model of teeth. For example, when viewing the digital 3D model of teeth, such as viewing
the model in FIG. 2, on display device 16, the user can use input device 18, such as a
cursor control device, to select (“click on”) the centroid of each tooth in the model or
otherwise identify the centroid. The centroid can include the actual centroid or an
estimation of the centroid as perceived by the user. This user entered information is used
as the initialization for the step of the segmentation which merges the hill-climbing
segments using the Kmeans method. These user-identified centroids need to be close to
actual centroids of the teeth in order for the segmentation process to work well and not

require post-processing by the user. The only parameter required for this method to be

trained is ¥ in SVR for normal direction extraction described above for the alignment
process.

The user-entered information to identify the centroids of each tooth is then merged
with the results of the hill-climbing segmentation using the Kmeans clustering method.
The vertices should first be replaced by the corresponding local maximum from the hill-
climbing step. Then Kmeans method is applied on the new set of vertices to cluster them
in k segments, where k is equal to the number of inputs (“clicks”) of the user at the
beginning of the process. The user’s inputs (estimation of teeth centroids) are used as the
centroid starting locations of the Kmeans method.

This merging method can result in successful segmentation as follows: clustering
is applied on the local maxima (mostly located on the teeth cusps) and not the full mesh,
yielding accuracy and speed benefits. The local maxima of larger clusters find higher
weights in Kmeans method, and the centroid starting locations entered by the user avoid
converging to other possible local optima of Kmeans methods.

Table 8 provides exemplary pseudocode for implementing the algorithm for

merging hill-climbing segmentation with user-entered estimations of teeth centroids.
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Table 8 - Pseudocode for Merging Hill-Climbing Segments using Kmeans

Input: a 3D mesh with a set of vertices V specified in 3D coordinate system X, Y and Z,
the segmentation result from the hill-climbing segmentation algorithm, in which the local
maximum coordination that has been reached by each vertex is reported, and the
estimation of centroids of teeth, which has been received from the user at the beginning of
the process.

Output: Segmented mesh, where to each vertex v; in the mesh, a label I; corresponding to
the segment to which that vertex belongs is assigned.

Method steps:

1 Represent/substitute each vertex with the local maximum it has reached.

2 | Apply the Kmeans clustering method on the new vertices, with the user’s centroid
estimation as the centroid starting locations of the Kmeans.

3 Assign all vertices to a segment assigned to the corresponding local maximum value
in step 2.

4 Assign the appropriate cluster labels to each vertex.

The exemplary pseudocode in Tables 1-8 is provided for illustrative purposes of
particular implementations of the described algorithms, and other implementations are

possible.

Tooth Wear Estimation and Prediction

In one approach, a single scan of a patient’s dentition for a person presumed to
have tooth wear is compared to an estimated reconstruction of the original “virgin” tooth
shape for each tooth or particular teeth (i.e., the shape before any tooth wear occurred), as
predicted by a mathematical model as applied to the current patient’s teeth. This approach
can be summarized according to the following steps: a 3D scan of the patient’s teeth is
acquired; the individual teeth are segmented from one another using a segmentation
algorithm; for each tooth comprising the patient’s dentition, the original “virgin” shape of
the tooth 1s predicted using a mathematical model of tooth shape learned from a large
database of teeth; and the current scan of each tooth is compared to the predicted virgin
tooth shape in order to assess the degree of wear that has occurred.

FIG. 10 is a flow chart of a method 50 to implement this approach of estimating
tooth wear using 3D scans. Method 50 can be implemented in software or firmware
modules, for example, for execution by processor 20. Method 50 can alternatively be

implemented in hardware modules or a combination of software and hardware. Method
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50 includes receiving a segmented model (step 52), for example from the segmentation
methodology described above.

A tooth is selected from the model (step 54), and the original “virgin” shape of the
tooth is predicted based upon a database of tooth scans (step 56). In order to accomplish
this, a large database of 3D tooth models can be accessed and used, where the degree of
wear in each of the teeth in the database is known. Given this database, an aggregate
generic mathematical model can be formed of the canonical original “virgin” shape of a
tooth location. This can be accomplished for each tooth. For teeth that have a large
variability in shape from person-to-person, multiple “virgin” models can be formed, which
can include clustering of the space of tooth shape for that particular tooth location.

Given this database and the mathematical shape models learned from it, the
original “virgin” shape of a tooth from the current scan can be predicted. Several
approaches exist for performing this step. One approach is as follows. First, the
appropriate model from the database for the current tooth is determined, since multiple
clustered models may exist for each tooth location, depending on the variability of tooth
shape at this bite location. If multiple models exist for this tooth, the appropriate model is
determined by computing the similarity of this tooth to each model. Then, a mapping is
computed from the current tooth to the model tooth shape. This mapping can be
accomplished through use of a non-rigid registration algorithm. Then, once the new tooth
is mapped to the model space, its original “virgin” shape is associated with that of the
model. Using the inverse of the mapping estimated previously, this model is mapped back
to the space of the current tooth, resulting in a prediction of the original shape of this
tooth.

Once the original “virgin” tooth shape has been estimated, it can be compared with
the actual current shape in order to assess the amount of wear exhibited (step 60). First,
these two models may need to be registered (step 58), using a 3D registration algorithm,
so that they are aligned with one another as closely as possible. An example of a
registration algorithm is disclosed in the application referenced above. Then, the areas in
which the actual and predicted “virgin” models are in disagreement must be located and
compared (step 62). These represent the areas of the tooth that have been worn.

Wear areas can optionally be estimated using local smooth contours on the tooth
(step 63), and this estimation can be used to supplement the estimated wear areas from

step 62. In particular, local discontinuities in the tooth surface can be detected by analysis
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of the smooth contours in the digital model localized on or near the top surface of the
tooth. A discontinuity in the model of that surface satisfying particular criteria can tend to
indicate a worn area. The results of the estimated tooth wear, such as the heights or
volumes of the worn areas, can be computed and displayed (step 64).

FIG. 11 is a diagram of a user interface 68 for displaying estimated tooth wear, for
example on display device 16. User interface 68 includes a section 70 for displaying a
predicted original shape of the selected tooth, a section 72 for displaying the actual shape
as shown in a 3D scan, and a section 74 for displaying a comparison of the shapes to
indicate tooth wear. Section 74 can display, for example, the model of the actual shape
superimposed on the model of the predicted original shape.

Another approach involves predicting tooth wear by determining from a single 3D
scan of a person’s dentition a score or a rating an amount of tooth wear for that person.
This approach takes advantage of a large number of annotated 3D scan data of dentitions
that have been given scores related to tooth wear. For example, the Smith and Knight
tooth wear index could be used for annotating scans. Given these annotations this
approach learns a mapping function that uses low-level mesh features such as curvature,
spin images, and the features to predict the Smith and Knight tooth wear index for a
particular tooth. Such an approach has a benefit for predicting the onset of conditions
such as Bruxism at an early stage without the requirement of multiple scans spread out
over a longer period of time.

FIG. 12 is a flow chart of a method 80 to implement this approach of predicting
tooth wear using 3D scans. Method 80 can be implemented in software or firmware
modules, for example, for execution by processor 20. Method 80 can alternatively be
implemented in hardware modules or a combination of software and hardware. Method
80 includes optionally receiving a segmented model (step 82), for example from the
segmentation methodology described above. Segmentation is optional in that mapping
can be applied to the full mesh or a portion of it, representing a full or partial arch of teeth
in the digital model of the teeth. A tooth or arch is selected from the model (step 84), and
a mapping function is applied to the selected tooth or arch to predict tooth wear (step 86).
The results of the predicted tooth wear can be displayed (step 88).

Step 86 can be implemented as follows. Many low level mesh features can be
computed using well known computer vision and geometric methods. Some examples are

features such as multi-scale surface curvature, singular values extracted from Principal
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Component Analysis of local shape, shape diameter, distances from medial surface points,
average geodesic distances, shape contexts, and spin images. Given the ensemble feature
set for a mesh X, a function f is defined as follows: f: X -> {0,1,2,3}, that is the function
maps the set of features X to a Smith and Knight tooth wear index which takes one of 4
values. In terms of classification, this is a 4-class classification problem. Many different
types of classifiers are possible to model this function f. This function can be one or a
combination of many classification methods such as support vector machines, decision
trees, conditional random fields, or other methods. Support vector machines are known to
provide a high a degree of separation between classes with the use of kernels by
comparing the features in the appropriate kernel space. Decision trees and ensemble
versions of decision trees/stumps such as boosting, bootstrapping, and other versions can
be used to combine multiple weak classifiers into strong classifiers with very high
performance. Finally, conditional random fields provide great performance by taking
neighborhood and group labeling into account. This can be used for localized
classification such as classifying the top portion of teeth, i.e. the cusps. Bag-of-features
are also possible for use in classifying objects globally by the weighted assimilation of
local mesh features computed all over the mesh.

FIG. 13 is a diagram of a user interface 90 displaying predicted tooth wear, for
example on display device 16. User interface 90 includes a section 92 for displaying

predicted tooth wear by showing, for example, an annotated scan of the selected tooth.
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CLAIMS
1. A method for estimating teeth wear, comprising steps of:
receiving a 3D digital model of teeth;
segmenting the 3D digital model of teeth to identify individual teeth within the 3D
digital model of teeth;
selecting a digital model of a tooth from the segmented 3D digital model of teeth;
predicting an original shape of the selected tooth to obtain a digital model of a
predicted original shape; and
comparing the digital model of the tooth with the digital model of the predicted

original shape to estimate wear areas in the selected tooth.

2. The method of claim 1, wherein the segmenting step comprises:

performing a first segmentation method that over segments at least some of the
teeth within the 3D digital model of teeth;

performing a second segmentation method that classifies points within the 3D
digital model of teeth as being either on an interior of a tooth or on a boundary between
teeth in the 3D digital model of teeth; and

combining results of the first and second segmentation methods to generate a

segmented 3D digital model of teeth.

3. The method of claim 1, wherein the predicting step comprises selecting a digital
model of a tooth from known tooth shapes based upon characteristics of a patient

corresponding with the 3D digital model of teeth.

4. The method of claim 1, further comprising estimating wear areas in the selected
tooth by detecting discontinuities in the digital model of the tooth that satisty particular

criteria.
5. The method of claim 1, wherein the comparing step comprises detecting

differences in surface area between the digital model of the tooth and the digital model of

the predicted original shape.
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6. The method of claim 1, further comprising displaying an indication of the

estimated wear areas.

7. A method for predicting teeth wear, comprising steps of

receiving a 3D digital model of teeth;

applying a mapping function to the digital model of the teeth based upon values
relating to tooth wear; and

predicting wear areas in the teeth based upon the applying step.

8. The method of claim 7, further comprising, prior to the applying step, segmenting
the 3D digital model of teeth to identify individual teeth within the 3D digital model of
teeth, comprising:

performing a first segmentation method that over segments at least some of the
teeth within the 3D digital model of teeth;

performing a second segmentation method that classifies points within the 3D
digital model of teeth as being either on an interior of a tooth or on a boundary between
teeth in the 3D digital model of teeth; and

combining results of the first and second segmentation methods to generate a

segmented 3D digital model of teeth.

9. The method of claim 7, further comprising annotating the digital model of the

tooth based upon the predicted wear areas.

10. The method of claim 9, further comprising displaying the annotated digital model
of the tooth.

11. A system for estimating teeth wear, comprising:

a module for receiving a 3D digital model of teeth;

a module for segmenting the 3D digital model of teeth to identify individual teeth
within the 3D digital model of teeth;

a module for selecting a digital model of a tooth from the segmented 3D digital

model of teeth;
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a module for predicting an original shape of the selected tooth to obtain a digital
model of a predicted original shape; and
a module for comparing the digital model of the tooth with the digital model of the

predicted original shape to estimate wear areas in the tooth.

12. The system of claim 11, wherein the module for segmenting comprises:

a module for performing a first segmentation method that over segments at least
some of the teeth within the 3D digital model of teeth;

a module for performing a second segmentation method that classifies points
within the 3D digital model of teeth as being either on an interior of a tooth or on a
boundary between teeth in the 3D digital model of teeth; and

a module for combining results of the first and second segmentation methods to

generate a segmented 3D digital model of teeth.

13. The system of claim 11, wherein the module for predicting comprises selecting a
digital model of a tooth from known tooth shapes based upon characteristics of a patient

corresponding with the 3D digital model of teeth.

14. The system of claim 11, further comprising a module for estimating wear areas in
the selected tooth by detecting discontinuities in the digital model of the tooth that satisfy

particular criteria.

15. The system of claim 11, wherein the module for comparing comprises a module
for detecting differences in surface area between the digital model of the tooth and the

digital model of the predicted original shape.

16. The system of claim 11, further comprising a module for displaying an indication

of the estimated wear areas.

17. A system for predicting teeth wear, comprising:
a module for receiving a 3D digital model of teeth;
a module for applying a mapping function to the digital model of the teeth based

upon values relating to tooth wear; and
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a module for predicting wear areas in the digital model of the teeth based upon the

applying step.

18. The system of claim 17, further comprising a module for segmenting the 3D digital
model of teeth to identify individual teeth within the 3D digital model of teeth,
comprising:

a module for performing a first segmentation method that over segments at least
some of the teeth within the 3D digital model of teeth;

a module for performing a second segmentation method that classifies points
within the 3D digital model of teeth as being either on an interior of a tooth or on a
boundary between teeth in the 3D digital model of teeth; and

a module for combining results of the first and second segmentation methods to

generate a segmented 3D digital model of teeth.

19. The system of claim 17, further comprising a module for annotating the digital

model of the tooth based upon the predicted wear areas.

20. The system of claim 19, further comprising a module for displaying the annotated

digital model of the tooth.
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because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).

Box No. III  Observations where unity of invention is lacking (Continuation of item 3 of first sheet)

This International Searching Authority found multiple inventions in this international application, as follows:

1. |:| As all required addtional search fees were timely paid by the applicant, this international search report covers all searchable
claims.

2. |:| As all searchable claims could be searched without effort justifying an additional fees, this Authority did not invite payment
of any additional fees.

3. |:| As only some of the required additional search fees were timely paid by the applicant, this international search report covers
only those claims for which fees were paid, specifically claims Nos.:

4, |:| No required additional search fees were timely paid by the applicant. Consequently, this international search report is
restricted to the invention first mentioned in the claims; it is covered by claims Nos.:

Remark on Protest |:| The additional search fees were accompanied by the applicant's protest and, where applicable, the
payment of a protest fee.
The additional search fees were accompanied by the applicant's protest but the applicable protest
fee was not paid within the time limit specified in the invitation.
|:| No protest accompanied the payment of additional search fees.
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