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(57)摘要

基于特征图最近邻替换的卷积神经网络的

图像填充系统，属于图像填充技术领域，解决了

现有图像填充方法无法快速地获得整体语义一

致且具有良好清晰度的填充图像的问题。所述系

统：生成网络对待填充图像先编码后解码，得到

已填充图像。生成网络的解码器包括N个反卷积

层，对于第一反卷积层～第N‑1反卷积层中的任

意M个反卷积层，生成网络基于每个反卷积层的

输出结果和该反卷积层对应的卷积层的输出结

果，并采用特征图最近邻替换的方式得到附加特

征图，并将每个反卷积层的输出结果、该反卷积

层对应的卷积层的输出结果和附加特征图共同

作为下一反卷积层的输入对象。判别网络用于判

断已填充图像是否为待填充图像对应的真实图

像。

权利要求书3页  说明书8页  附图4页

CN 108171663 B

2021.05.25

CN
 1
08
17
16
63
 B



1.基于特征图最近邻替换的卷积神经网络的图像填充系统，其特征在于，所述图像填

充系统包括生成网络和判别网络；

生成网络包括编码器和解码器，编码器包括N个卷积层，解码器包括N个反卷积层，N≥

2；

生成网络通过对待填充图像先编码后解码的方式，得到已填充图像；

对于第一反卷积层～第N‑1反卷积层中的任意M个反卷积层，生成网络基于每个反卷积

层的输出结果和该反卷积层对应的卷积层的输出结果，并采用特征图最近邻替换的方式得

到附加特征图，并将每个反卷积层的输出结果、该反卷积层对应的卷积层的输出结果和得

到的附加特征图共同作为下一反卷积层的输入对象；

判别网络用于判断已填充图像是否为待填充图像对应的真实图像，进而对生成网络的

权重学习进行约束；

编码器包括卷积层E1～卷积层E8，解码器包括反卷积层D1～反卷积层D8；

待填充图像为卷积层E1的输入对象；

对于卷积层E1～卷积层E8，前者的输出结果在依次经批规范化和Leaky  ReLU函数激活

后，作为后者的输入对象；

卷积层E8的输出结果在依次经批规范化和Leaky  ReLU函数激活后，作为反卷积层D1的

输入对象；

反卷积层D1的输出结果在经ReLU函数激活后作为反卷积层D2的第一输入对象；

对于反卷积层D2～反卷积层D8，前者的输出结果在依次经ReLU函数激活和批规范化后，

作为后者的第一输入对象；

反卷积层D2～反卷积层D8的第二输入对象依次为卷积层E7～卷积层E1的依次经批规范

化和Leaky  ReLU函数激活后的输出结果；

经Tanh函数激活后的反卷积层D8的输出结果为已填充图像；

卷积层E1用于对输入对象进行64个4*4、步长为2的卷积操作；

卷积层E2用于对输入对象进行128个4*4、步长为2的卷积操作；

卷积层E3用于对输入对象进行256个4*4、步长为2的卷积操作；

卷积层E4～卷积层E8均用于对输入对象进行512个4*4、步长为2的卷积操作；

反卷积层D1～反卷积层D4均用于对输入对象进行512个4*4、步长为2的反卷积操作；

反卷积层D5用于对输入对象进行256个4*4、步长为2的反卷积操作；

反卷积层D6用于对输入对象进行128个4*4、步长为2的反卷积操作；

反卷积层D7用于对输入对象进行64个4*4、步长为2的反卷积操作；

反卷积层D8用于对输入对象进行3个4*4、步长为2的反卷积操作；

生成网络基于反卷积层D5的输出结果和卷积层E3的输出结果，并采用特征图最近邻替

换的方式得到附加特征图，并将该附加特征图作为反卷积层D6的第三输入对象；

生成网络基于反卷积层D5的输出结果和卷积层E3的输出结果，并采用特征图最近邻替

换的方式得到附加特征图的具体过程为：

选取一个特征值均为0的待赋值特征图，该特征图与反卷积层D5的输出特征图和卷积层

E3的输出特征图具有相等的通道数和相同的空间大小；

计算得到反卷积层D5的输出特征图的掩膜区域和卷积层E3的输出特征图的非掩膜区
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域，并同时将所述掩膜区域和所述非掩膜区域切割为多个特征块；

多个特征块均为长方体，其尺寸为C*h*w，其中，C、h和w分别为反卷积层D5的输出特征图

的通道数、长方体的长度和长方体的宽度；

对于所述掩膜区域中的每个特征块p1，选取所述非掩膜区域的多个特征块中与特征块

p1距离最近的特征块p2；

选取待赋值特征图中的待赋值区域，该待赋值区域与特征块p1在反卷积层D5的输出特

征图中的位置一致；

将特征块p2的特征值赋予所述待赋值区域。

2.如权利要求1所述的基于特征图最近邻替换的卷积神经网络的图像填充系统，其特

征在于，特征块p2与特征块p1的余弦距离最近。

3.如权利要求2所述的基于特征图最近邻替换的卷积神经网络的图像填充系统，其特

征在于，输出特征图的掩膜区域和非掩膜区域的计算方式为：

给定一幅掩码图像来替代待填充图像，掩码图像与待填充图像的尺寸相同，通道数为

1，特征值为0或1；

0表示该特征点在待填充图像上的相应位置为非待填充点；

1表示该特征点在待填充图像上的相应位置为待填充点；

通过卷积网络来计算掩码图像的特征图的掩膜区域和非掩膜区域，该卷积网络包括第

一卷积层～第三卷积层；

掩码图像为第一卷积层的输入对象；

对于第一卷积层～第三卷积层，前者的输出结果为后者的输入对象；

第一卷积层～第三卷积层均用于对输入对象进行1个4*4、步长为2的卷积操作；

第三卷积层的输出结果为掩码图像的特征图，其尺寸为32*32，通道为1；

对于掩码图像的特征图，当其一个特征值大于设定的阈值时，判定该特征点为掩膜点，

否则，判定该特征点为非掩膜点；

掩码图像的特征图的掩膜区域为掩膜点的集合，掩码图像的特征图的非掩膜区域为非

掩膜点的集合；

输出特征图的掩膜区域与掩码图像的特征图的掩膜区域相等，输出特征图的非掩膜区

域与掩码图像的特征图的非掩膜区域相等。

4.如权利要求3所述的基于特征图最近邻替换的卷积神经网络的图像填充系统，其特

征在于，生成网络采用引导损失约束的方式进行训练，引导损失约束的具体方式为在生成

网络训练的过程中，在任意卷积层或反卷积层中对真实图像和输入图像进行特征相似约

束；

输入图像为经掩膜操作的真实图像。

5.如权利要求4所述的基于特征图最近邻替换的卷积神经网络的图像填充系统，其特

征在于，生成网络进行训练的具体方式为：

将目标图像Igt输入至生成网络，计算第l层的特征图的掩膜区域，并得到(Φl(I
gt))y信

息；

将待填充图像I输入至生成网络，计算第L‑l层的特征图的掩膜区域，并得到(ΦL‑l(I))y

信息；
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此时定义引导损失约束Lg：

式中，Ω是掩模区域，L为生成网络的总层数，y为掩模区域内的任一坐标点，ΦL‑l(I)为

当输入对象为待填充图像时，生成网络在第L‑l层输出的特征图，(ΦL‑l(I))y为第L‑l层的

输出特征图的掩膜区域中y的信息，Φl(I
gt)为输入对象为目标图像时，生成网络在第l层输

出的特征图，(Φl(I
gt))y为第l层的输出特征图的掩膜区域中y的信息。

6.如权利要求5所述的基于特征图最近邻替换的卷积神经网络的图像填充系统，其特

征在于，判别网络包括卷积层E9～卷积层E13；

卷积层E9的输入对象为已填充图像；

卷积层E9的输出结果经Leaky  ReLU函数激活后，作为卷积层E10的输入对象；

对于卷积层E10～卷积层E13，前者的输出结果依次经批规范化和Leaky  ReLU函数激活

后，作为后者的输入对象；

依次经批规范化和Sigmoid函数激活后的卷积层E13的输出结果为判别网络的输出结

果；

卷积层E9用于对输入对象进行64个4*4、步长为2的卷积操作；

卷积层E10用于对输入对象进行128个4*4、步长为2的卷积操作；

卷积层E11用于对输入对象进行256个4*4、步长为2的卷积操作；

卷积层E12用于对输入对象进行512个4*4、步长为1的卷积操作；

卷积层E13用于对输入对象进行1个4*4、步长为1的卷积操作。

7.如权利要求6所述的基于特征图最近邻替换的卷积神经网络的图像填充系统，其特

征在于，已填充图像为256*256的RGB图像，卷积层E13的输出结果的空间大小为64*64，通道

为1。

8.如权利要求7所述的基于特征图最近邻替换的卷积神经网络的图像填充系统，其特

征在于，所述图像填充系统采用Adam优化算法进行端对端的训练。
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基于特征图最近邻替换的卷积神经网络的图像填充系统

技术领域

[0001] 本发明涉及一种图像填充系统，属于图像填充技术领域。

背景技术

[0002] 图像填充是计算机视觉和图像处理领域中的一项基本问题，其主要用于对受到损

坏的图像进行修复重建或者去除图像中的多余物体。

[0003] 现有的图像填充方法主要包括基于扩散的图像填充方法、基于样本的图像填充方

法和基于深度学习的图像填充方法。

[0004] 基于扩散的图像填充方法的基本思想为：以像素点为单位，将待填充区域边缘的

图像信息扩散到待填充区域内部。当待填充区域面积较小且结构简单、纹理单一时，该图像

填充方法能够较好地完成图像填充任务。然而，当待填充区域面积较大时，采用该图像填充

方法获得的填充图像的清晰度较差。

[0005] 基于样本的图像填充方法的基本思想为：以图像块为单位，由图像已知区域向待

填充区域逐渐填充。每次填充图像块时，用图像已知区域中与待填充区域边缘图像块最相

似的图像块来填充待填充区域。与基于扩散的图像填充方法相比，采用基于样本的图像填

充方法获得的填充图像的纹理更好，清晰度更高。然而，由于基于样本的图像填充方法是采

用图像已知区域中的相似图像块来逐步替换待填充区域中的未知图像块，因此，采用该图

像填充方法无法获得整体语义一致的填充图像。

[0006] 基于深度学习的图像填充方法主要是指将深度神经网络应用到图像填充领域中。

目前，有学者提出采用编码器‑解码器网络来对中间区域缺失的图像进行图像填充。然而，

这种图像填充方法只适用于128*128的RGB图像。采用该图像填充方法获得的填充图像虽然

能够满足整体语义一致的要求，但是，其填充图像的清晰度较差。针对这一问题，有学者尝

试采用多尺度迭代更新的方式进行大图的清晰填充。然而，虽然这种图像填充方法所获得

的填充图像具有整体语义一致性和良好的清晰度，但是，其速度极慢。在Titan  X显卡运行

环境下，对一张256*256的RGB图像进行填充，需要耗时数十秒至几分钟。

发明内容

[0007] 本发明为解决现有的图像填充方法无法快速地获得整体语义一致且具有良好清

晰度的填充图像的问题，提出了一种基于特征图最近邻替换的卷积神经网络的图像填充系

统。

[0008] 本发明所述的基于特征图最近邻替换的卷积神经网络的图像填充系统包括生成

网络和判别网络；

[0009] 生成网络包括编码器和解码器，编码器包括N个卷积层，解码器包括N个反卷积层，

N≥2；

[0010] 生成网络通过对待填充图像先编码后解码的方式，得到已填充图像；

[0011] 对于第一反卷积层～第N‑1反卷积层中的任意M个反卷积层，生成网络基于每个反
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卷积层的输出结果和该反卷积层对应的卷积层的输出结果，并采用特征图最近邻替换的方

式得到附加特征图，并将每个反卷积层的输出结果、该反卷积层对应的卷积层的输出结果

和得到的附加特征图共同作为下一反卷积层的输入对象；

[0012] 1≤M≤N‑1；

[0013] 判别网络用于判断已填充图像是否为待填充图像对应的真实图像，进而对生成网

络的权重学习进行约束。

[0014] 作为优选的是，编码器包括卷积层E1～卷积层E8，解码器包括反卷积层D1～反卷积

层D8；

[0015] 待填充图像为卷积层E1的输入对象；

[0016] 对于卷积层E1～卷积层E8，前者的输出结果在依次经批规范化和Leaky  ReLU函数

激活后，作为后者的输入对象；

[0017] 卷积层E8的输出结果在依次经批规范化和Leaky  ReLU函数激活后，作为反卷积层

D1的输入对象；

[0018] 反卷积层D1的输出结果在经ReLU函数激活后作为反卷积层D2的第一输入对象；

[0019] 对于反卷积层D2～反卷积层D8，前者的输出结果在依次经ReLU函数激活和批规范

化后，作为后者的第一输入对象；

[0020] 反卷积层D2～反卷积层D8的第二输入对象依次为卷积层E7～卷积层E1的依次经批

规范化和Leaky  ReLU函数激活后的输出结果；

[0021] 经Tanh函数激活后的反卷积层D8的输出结果为已填充图像；

[0022] 卷积层E1用于对输入对象进行64个4*4、步长为2的卷积操作；

[0023] 卷积层E2用于对输入对象进行128个4*4、步长为2的卷积操作；

[0024] 卷积层E3用于对输入对象进行256个4*4、步长为2的卷积操作；

[0025] 卷积层E4～卷积层E8均用于对输入对象进行512个4*4、步长为2的卷积操作；

[0026] 反卷积层D1～反卷积层D4均用于对输入对象进行512个4*4、步长为2的反卷积操

作；

[0027] 反卷积层D5用于对输入对象进行256个4*4、步长为2的反卷积操作；

[0028] 反卷积层D6用于对输入对象进行128个4*4、步长为2的反卷积操作；

[0029] 反卷积层D7用于对输入对象进行64个4*4、步长为2的反卷积操作；

[0030] 反卷积层D8用于对输入对象进行3个4*4、步长为2的反卷积操作；

[0031] 生成网络基于反卷积层D5的输出结果和卷积层E3的输出结果，并采用特征图最近

邻替换的方式得到附加特征图，并将该附加特征图作为反卷积层D6的第三输入对象。

[0032] 作为优选的是，生成网络基于反卷积层D5的输出结果和卷积层E3的输出结果，并采

用特征图最近邻替换的方式得到附加特征图的具体过程为：

[0033] 选取一个特征值均为0的待赋值特征图，该特征图与反卷积层D5的输出特征图和

卷积层E3的输出特征图具有相等的通道数和相同的空间大小；

[0034] 计算得到反卷积层D5的输出特征图的掩膜区域和卷积层E3的输出特征图的非掩膜

区域，并同时将所述掩膜区域和所述非掩膜区域切割为多个特征块；

[0035] 多个特征块均为长方体，其尺寸为C*h*w，其中，C、h和w分别为反卷积层D5的输出

特征图的通道数、长方体的长度和长方体的宽度；
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[0036] 对于所述掩膜区域中的每个特征块p1，选取所述非掩膜区域的多个特征块中与特

征块p1距离最近的特征块p2；

[0037] 选取待赋值特征图中的待赋值区域，该待赋值区域与特征块p1在反卷积层D5的输

出特征图中的位置一致；

[0038] 将特征块p2的特征值赋予所述待赋值区域。

[0039] 作为优选的是，特征块p2与特征块p1的余弦距离最近。

[0040] 作为优选的是，输出特征图的掩膜区域和非掩膜区域的计算方式为：

[0041] 给定一幅掩码图像来替代待填充图像，掩码图像与待填充图像的尺寸相同，通道

数为1，特征值为0或1；

[0042] 0表示该特征点在待填充图像上的相应位置为非待填充点；

[0043] 1表示该特征点在待填充图像上的相应位置为待填充点；

[0044] 通过卷积网络来计算掩码图像的特征图的掩膜区域和非掩膜区域，该卷积网络包

括第一卷积层～第三卷积层；

[0045] 掩码图像为第一卷积层的输入对象；

[0046] 对于第一卷积层～第三卷积层，前者的输出结果为后者的输入对象；

[0047] 第一卷积层～第三卷积层均用于对输入对象进行1个4*4、步长为2的卷积操作；

[0048] 第三卷积层的输出结果为掩码图像的特征图，其尺寸为32*32，通道为1；

[0049] 对于掩码图像的特征图，当其一个特征值大于设定的阈值时，判定该特征点为掩

膜点，否则，判定该特征点为非掩膜点；

[0050] 掩码图像的特征图的掩膜区域为掩膜点的集合，掩码图像的特征图的非掩膜区域

为非掩膜点的集合；

[0051] 输出特征图的掩膜区域与掩码图像的特征图的掩膜区域相等，输出特征图的非掩

膜区域与掩码图像的特征图的非掩膜区域相等。

[0052] 作为优选的是，生成网络采用引导损失约束的方式进行训练，引导损失约束的具

体方式为在生成网络训练的过程中，在任意卷积层或反卷积层中对真实图像和输入图像进

行特征相似约束；

[0053] 输入图像为经掩膜操作的真实图像。

[0054] 作为优选的是，生成网络进行训练的具体方式为：

[0055] 将目标图像Igt输入至生成网络，计算第l层的特征图的掩膜区域，并得到(Φl

(Igt))y信息；

[0056] 将待填充图像I输入至生成网络，计算第L‑l层的特征图的掩膜区域，并得到(ΦL‑l

(I))y信息；

[0057] 此时定义引导损失约束Lg：

[0058]

[0059] 式中，Ω是掩模区域，L为生成网络的总层数，y为掩模区域内的任一坐标点，ΦL‑l

(I)为当输入对象为待填充图像时，生成网络在第L‑l层输出的特征图，(ΦL‑l(I))y为第L‑l

层的输出特征图的掩膜区域中y的信息，Φl(I
gt)为输入对象为目标图像时，生成网络在第l

层输出的特征图，(Φl(I
gt))y为第l层的输出特征图的掩膜区域中y的信息。
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[0060] 作为优选的是，判别网络包括卷积层E9～卷积层E13；

[0061] 卷积层E9的输入对象为已填充图像；

[0062] 卷积层E9的输出结果经Leaky  ReLU函数激活后，作为卷积层E10的输入对象；

[0063] 对于卷积层E10～卷积层E13，前者的输出结果依次经批规范化和Leaky  ReLU函数

激活后，作为后者的输入对象；

[0064] 依次经批规范化和Sigmoid函数激活后的卷积层E13的输出结果为判别网络的输出

结果；

[0065] 卷积层E9用于对输入对象进行64个4*4、步长为2的卷积操作；

[0066] 卷积层E10用于对输入对象进行128个4*4、步长为2的卷积操作；

[0067] 卷积层E11用于对输入对象进行256个4*4、步长为2的卷积操作；

[0068] 卷积层E12用于对输入对象进行512个4*4、步长为1的卷积操作；

[0069] 卷积层E13用于对输入对象进行1个4*4、步长为1的卷积操作。

[0070] 作为优选的是，已填充图像为256*256的RGB图像，卷积层E13的输出结果的空间大

小为64*64，通道为1。

[0071] 作为优选的是，所述图像填充系统采用Adam优化算法进行端对端的训练。

[0072] 本发明所述的基于特征图最近邻替换的卷积神经网络的图像填充系统，将待填充

图像作为其输入对象，通过在生成网络解码部分的中间输出进行特征图最近邻替换，使得

一次前向传播即可得到具有整体语义一致性和良好清晰度的已填充图像。与现有的图像填

充方法相比，所述图像填充系统因只需进行一次前向传播而能够更快速地获得已填充图

像。

附图说明

[0073] 在下文中将基于实施例并参考附图来对本发明所述的基于特征图最近邻替换的

卷积神经网络的图像填充系统进行更详细的描述，其中：

[0074] 图1为实施例提及的生成网络的结构框图；

[0075] 图2为实施例提及的判别网络的结构框图；

[0076] 图3为任意缺失的待填充图像；

[0077] 图4为将任意缺失的待填充图像输入生成网络后得到的已填充图像；

[0078] 图5为中心缺失的待填充图像；

[0079] 图6为将中心缺失的待填充图像输入生成网络后得到的已填充图像。

具体实施方式

[0080] 下面将结合附图对本发明所述的基于特征图最近邻替换的卷积神经网络的图像

填充系统进一步说明。

[0081] 实施例：下面结合图1～图6详细地说明本实施例。

[0082] 本实施例所述的基于特征图最近邻替换的卷积神经网络的图像填充系统包括生

成网络和判别网络；

[0083] 生成网络包括编码器和解码器，编码器包括N个卷积层，解码器包括N个反卷积层，

N≥2；
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[0084] 生成网络通过对待填充图像先编码后解码的方式，得到已填充图像；

[0085] 对于第一反卷积层～第N‑1反卷积层中的任意M个反卷积层，生成网络基于每个反

卷积层的输出结果和该反卷积层对应的卷积层的输出结果，并采用特征图最近邻替换的方

式得到附加特征图，并将每个反卷积层的输出结果、该反卷积层对应的卷积层的输出结果

和得到的附加特征图共同作为下一反卷积层的输入对象；

[0086] 1≤M≤N‑1；

[0087] 判别网络用于判断已填充图像是否为待填充图像对应的真实图像，进而对生成网

络的权重学习进行约束。

[0088] 本实施例的编码器包括卷积层E1～卷积层E8，解码器包括反卷积层D1～反卷积层

D8；

[0089] 待填充图像为卷积层E1的输入对象；

[0090] 对于卷积层E1～卷积层E8，前者的输出结果在依次经批规范化和Leaky  ReLU函数

激活后，作为后者的输入对象；

[0091] 卷积层E8的输出结果在依次经批规范化和Leaky  ReLU函数激活后，作为反卷积层

D1的输入对象；

[0092] 反卷积层D1的输出结果在经ReLU函数激活后作为反卷积层D2的第一输入对象；

[0093] 对于反卷积层D2～反卷积层D8，前者的输出结果在依次经ReLU函数激活和批规范

化后，作为后者的第一输入对象；

[0094] 反卷积层D2～反卷积层D8的第二输入对象依次为卷积层E7～卷积层E1的依次经批

规范化和Leaky  ReLU函数激活后的输出结果；

[0095] 经Tanh函数激活后的反卷积层D8的输出结果为已填充图像；

[0096] 卷积层E1用于对输入对象进行64个4*4、步长为2的卷积操作；

[0097] 卷积层E2用于对输入对象进行128个4*4、步长为2的卷积操作；

[0098] 卷积层E3用于对输入对象进行256个4*4、步长为2的卷积操作；

[0099] 卷积层E4～卷积层E8均用于对输入对象进行512个4*4、步长为2的卷积操作；

[0100] 反卷积层D1～反卷积层D4均用于对输入对象进行512个4*4、步长为2的反卷积操

作；

[0101] 反卷积层D5用于对输入对象进行256个4*4、步长为2的反卷积操作；

[0102] 反卷积层D6用于对输入对象进行128个4*4、步长为2的反卷积操作；

[0103] 反卷积层D7用于对输入对象进行64个4*4、步长为2的反卷积操作；

[0104] 反卷积层D8用于对输入对象进行3个4*4、步长为2的反卷积操作；

[0105] 生成网络基于反卷积层D5的输出结果和卷积层E3的输出结果，并采用特征图最近

邻替换的方式得到附加特征图，并将该附加特征图作为反卷积层D6的第三输入对象。

[0106] 本实施例的生成网络基于反卷积层D5的输出结果和卷积层E3的输出结果，并采用

特征图最近邻替换的方式得到附加特征图的具体过程为：

[0107] 选取一个特征值均为0的待赋值特征图，该特征图与反卷积层D5的输出特征图和

卷积层E3的输出特征图具有相等的通道数和相同的空间大小；

[0108] 计算得到反卷积层D5的输出特征图的掩膜区域和卷积层E3的输出特征图的非掩膜

区域，并同时将所述掩膜区域和所述非掩膜区域切割为多个特征块；
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[0109] 多个特征块均为长方体，其尺寸为C*h*w，其中，C、h和w分别为反卷积层D5的输出

特征图的通道数、长方体的长度和长方体的宽度；

[0110] 对于所述掩膜区域中的每个特征块p1，选取所述非掩膜区域的多个特征块中与特

征块p1距离最近的特征块p2；

[0111] 选取待赋值特征图中的待赋值区域，该待赋值区域与特征块p1在反卷积层D5的输

出特征图中的位置一致；

[0112] 将特征块p2的特征值赋予所述待赋值区域。

[0113] 输出特征图的掩膜区域和非掩膜区域的计算方式为：

[0114] 给定一幅掩码图像来替代待填充图像，掩码图像与待填充图像的尺寸相同，通道

数为1，特征值为0或1；

[0115] 0表示该特征点在待填充图像上的相应位置为非待填充点；

[0116] 1表示该特征点在待填充图像上的相应位置为待填充点；

[0117] 通过卷积网络来计算掩码图像的特征图的掩膜区域和非掩膜区域，该卷积网络包

括第一卷积层～第三卷积层；

[0118] 掩码图像为第一卷积层的输入对象；

[0119] 对于第一卷积层～第三卷积层，前者的输出结果为后者的输入对象；

[0120] 第一卷积层～第三卷积层均用于对输入对象进行1个4*4、步长为2的卷积操作；

[0121] 第三卷积层的输出结果为掩码图像的特征图，其尺寸为32*32，通道为1；

[0122] 对于掩码图像的特征图，当其一个特征值大于设定的阈值时，判定该特征点为掩

膜点，否则，判定该特征点为非掩膜点；

[0123] 掩码图像的特征图的掩膜区域为掩膜点的集合，掩码图像的特征图的非掩膜区域

为非掩膜点的集合；

[0124] 输出特征图的掩膜区域与掩码图像的特征图的掩膜区域相等，输出特征图的非掩

膜区域与掩码图像的特征图的非掩膜区域相等。

[0125] 本实施例的生成网络采用引导损失约束的方式进行训练，引导损失约束的具体方

式为在生成网络训练的过程中，在任意卷积层或反卷积层中对真实图像和输入图像进行特

征相似约束；

[0126] 输入图像为经掩膜操作的真实图像。

[0127] 本实施例的生成网络进行训练的具体方式为：

[0128] 将目标图像Igt输入至生成网络，计算第l层的特征图的掩膜区域，并得到(Φl

(Igt))y信息；

[0129] 将待填充图像I输入至生成网络，计算第L‑l层的特征图的掩膜区域，并得到(ΦL‑l

(I))y信息；

[0130] 此时定义引导损失约束Lg：

[0131]

[0132] 式中，Ω是掩模区域，L为生成网络的总层数，y为掩模区域内的任一坐标点，ΦL‑l

(I)为当输入对象为待填充图像时，生成网络在第L‑l层输出的特征图，(ΦL‑l(I))y为第L‑l

层的输出特征图的掩膜区域中y的信息，Φl(I
gt)为输入对象为目标图像时，生成网络在第l
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层输出的特征图，(Φl(I
gt))y为第l层的输出特征图的掩膜区域中y的信息。

[0133] 此外，待填充图像I经过生成网络得到图像记为Φ(I；W)，W是生成网络模型的参

数。定义重建损失

[0134]

[0135] 对于每个(ΦL‑l(I))y，其与(Φl(I))x的距离计算如下：

[0136]

[0137] x为非掩模区域内的任一坐标点，(Φl(I))x为第l层的输出特征图的非掩膜区域中

x的信息， 是非掩膜区域。

[0138] 其中距离度量公式如下：

[0139]

[0140] 找到最近点x*(y)后，用x*(y)替换 区域中的与y在同一平面位置的

为待输入下一反卷积层的附加特征图。

[0141] 即有：

[0142]

[0143] 本实施例的判别网络包括卷积层E9～卷积层E13；

[0144] 卷积层E9的输入对象为已填充图像；

[0145] 卷积层E9的输出结果经Leaky  ReLU函数激活后，作为卷积层E10的输入对象；

[0146] 对于卷积层E10～卷积层E13，前者的输出结果依次经批规范化和Leaky  ReLU函数

激活后，作为后者的输入对象；

[0147] 依次经批规范化和Sigmoid函数激活后的卷积层E13的输出结果为判别网络的输出

结果；

[0148] 卷积层E9用于对输入对象进行64个4*4、步长为2的卷积操作；

[0149] 卷积层E10用于对输入对象进行128个4*4、步长为2的卷积操作；

[0150] 卷积层E11用于对输入对象进行256个4*4、步长为2的卷积操作；

[0151] 卷积层E12用于对输入对象进行512个4*4、步长为1的卷积操作；

[0152] 卷积层E13用于对输入对象进行1个4*4、步长为1的卷积操作。

[0153] 已填充图像为256*256的RGB图像，卷积层E13的输出结果的空间大小为64*64，通道

为1。

[0154] 判别网络输入是生成网络的输出的Φ(I；W)或是Igt，生成网络与判别网络进行对

抗训练，此时产生对抗损失Ladv：

[0155]

[0156] 式中，pdata(I
gt)为真实图像的分布，pmiss(I)为输入图像的分布，D(·)表示判别网
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络对输入进判别网络的图像来自pdata(I
gt)的概率预测，log为对数函数，Igt为目标图像，I为

待填充图像。

[0157] 因此，训练生成网络时，总损失为L：

[0158]

[0159] 其中λg和λadv都是超参数。

[0160] 图3为任意缺失的待填充图像，图4为将任意缺失的待填充图像输入生成网络后得

到的已填充图像。将图3与图4对比可知：本实施例所述的基于特征图最近邻替换的卷积神

经网络的图像填充系统适用于对任意缺失的待填充图像进行填充，且能够获得较好的填充

效果。

[0161] 图5为中心缺失的待填充图像，图6为将中心缺失的待填充图像输入生成网络后得

到的已填充图像。将图5与图6对比可知：本实施例所述的基于特征图最近邻替换的卷积神

经网络的图像填充系统适用于对中心缺失的待填充图像进行填充，且能够获得较好的填充

效果。

[0162] 经仿真实验，本实施例所述的基于特征图最近邻替换的卷积神经网络的图像填充

系统对一张256*256的RGB图像，耗时80ms左右。与现有图像填充方法耗时数十秒至几分钟

相比，本实施例的图像填充系统在填充速度方面的提升十分显著。

[0163] 本实施例所述的基于特征图最近邻替换的卷积神经网络的图像填充系统采用

Adam优化算法进行端对端的训练。

[0164] 虽然在本文中参照了特定的实施方式来描述本发明，但是应该理解的是，这些实

施例仅是本发明的原理和应用的示例。因此应该理解的是，可以对示例性的实施例进行许

多修改，并且可以设计出其他的布置，只要不偏离所附权利要求所限定的本发明的精神和

范围。应该理解的是，可以通过不同于原始权利要求所描述的方式来结合不同的从属权利

要求和本文中所述的特征。还可以理解的是，结合单独实施例所描述的特征可以使用在其

他所述实施例中。
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图3

图4
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图5
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图6
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