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METHOD USING FINGER FORCE UPON A TOUCHPAD FOR
5 CONTROLLING A COMPUTERIZED SYSTEM
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PANEL OF A HANDHELD COMPUTERIZED DEVICE”, filed May 4, 2010, the contents

of all of which are incorporated herein by reference in their entirety.

BACKGROUND
[8862] The present disclosure generally relates to a computerized system including a
touchpad for finger actuated control inputs. More particelarly, the present disclosure relates
1o a raethod that enables the user to use nukti-touch gesture controls characterized by using

finger force upon the touchpad.

[688¢3] Handbeld computerized devices, Le. devices elading microprocessors and
sophisticated displays, such as ccli phones, personal digital assistants (PDA), game devices,
tabletPCs, such as iPads’”, wearable computerized devices, and the Hke, are playing a more
and more important role in everyday life, and arc becoming more and more mdispensible.
With the advance of technology, and improvements in the handheld computerized devices'
processing power, both function, and memory space is increasing at an amarzing pace.
Meanwhile the size of the handheld computerized devices continues o get smaller and

smaller making the touchpad and display on the device smaller and more challenging o use.

[8864] To meet the challenge of a smaller device display and touchpad, the designers of
handheld computerized devices typically use two approaches. One approach is to make the
keyboard keys smaller and smaller, miniatunizing the keys, Additionally the keyboard keys
may be given muthtiple functions — 1.e. overloaded, and more complex function keyboard keys

may be introduced as well.

[8865] The other approach is to ose touch screen keyboards, or so called “soft keys”, on the
front pancl. Here a user may use a stylus pen or finger to sclect the soft keys through
graphical user interface. However due 1o the optical Ulusions introduced by the display
screen, and the fact that the user’s fingers often are on top of the various display screen soft
keys, hence blocking the keys from direct viewing, thus the soft keys should not be too small.
Another probiem is that when the soft keys are too small, often a single finger press will
activate nultiple keys. As a result, the designer may have to divide the keys into different
groups and hierarchies, and just display a small number of keys at a time on the screen.
[66866]  Both current approaches have some drawbacks: the user input arca may ococupy a

significant portion of the front panel, and the user mput process, although requiring a large

amount of user attention to operate, still is very error prong.
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#0877 Often a user may use one hand to held the handheld computerized device, and use
the other band to input data, thus occupying both hands. A user will often have to go through
& long sequence of key strokes, and switch back and forth among different user interface
screens, in order to complete a fairly simple input. As a result, there is a significant learning
curve for a user to learn the overloaded keys, function keys, key grouping, and key

hierarchies in order to operate the handheld computerized devices officiently.

[B8068] Previous designs inchuding sensors on the back of the device and representations of
the user’s fingers on the front of the device, however, this work failed to adequately describe
& procedure by which the indicia of the user’s fingers or hands are displayed on the display

panel.

{6849  Systems bave been deseribed in which image sensors would obtain an image of the
user’s fingers while operating the device, and use this image data 1o better determine which
real or virtual keys the user’s fingers were striking.  Such methods rely, however, on image
sensors that are positioned in such a way as to be capable of viewing the tips of the user’s
fingers. This type of Umage seusor placement is often difficuit to implement on many types
of handheld user computerized devices. Another drawback of the previous fmage sensor
approach is that it is difficuit to implement in low hight situations. This approach may also be

difficult to implement i sttuations where there is limited smooth and flat desk or table space.

#6186} Commonly, touchpads controls to a computerized system have focused on two
dimensional gesture contrels requiring finger contact ou the locally two-dbmensional
touchpad surface, even if that surface as a whole may be curved or otherwise project into the
third dimension to some extent. Two dimensional gesture controls may pose problems
wherever the device or system may benefit by differcntiating between a user’s touch ona
touchpad for conumand juput and a user’s touch on a touchpad for merely holding the device

by the touchpad.

BRIEF SUMMARY
{6811  According to one embodiment of the proserd invention, a method for controlling an
mput from a user to a computerized system ncluding a tonchpad is presented. The method
includes obtaining data from the touchpad. The data is associated with the location and force
of a finger and/or a hand of the user upon the touchpad and not associated with an image of

the finger from an fmage sensor, when the user operates the computerized system using the

s
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touchpad. The method further inclades commanicating the data from the touchpad to the
computerized system and analyzing the data in accordance with 3 mode! of 3 human hand.
The method further includes determining, using the model, that at least one finger of the user

is touching a first control region of the touchpad using a fivst force.

(80121  According to one embodiment, the method further includes assigning the data to at
least one of a multitude of fingers of the model, and computing a first graphical
representation of the at least one finger of the user in accordance with the model. The
method further includes displaying the first graphical representation on a display screen of

the computerized system.

[6813] According to onc embodiment, analyzing the data and assigning the data includes
determining if the data may be assigoed to one or more finger or hand portions on the model
according to a rotation operation upon at least a povtion of the data. According to one
embodiment, the method further includes generating an audible signal when the at least one
finger of the vser touching the first control rogion using the first force. According to one
embodiment, the method further includes generating a mechanical response from the
compuiterized system when the at least one finger of the user is touching the first control

region using the first force.

[#814] According to one embodiment, the method further inclodes determining, using the
model, that each of a nwltitude of fingers of the user are touching a different one of a
plurality of first control regions of the touchpad using the first force. According to one
embodiment, the method farther includes determining that cach of the multitude of fingers
are subsequently touching the different one of the plurality of first control regions using a
second force different from the first force in accordance with the data and the mode] after the
owdtitude of fingers of the user are touching the first control region using the first force.
According to one embodiment, the method further includes determining a motion of a first
finger n relation to a motion of a second finger different than the first finger, and assigning a

command to control the computerized system in accordance with the determined motion.

{8015  According to one embodiment, the method further inchides determuining that the at
least one finger is initially touching the first control region using a second force different
from the first force in accordance with the data and the model before the at least one finger is
touching the first control region using the first force. According to one embodiment, the

method further includes geonerating an audible signal when the at least one finger of the user
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18 initially touching the first control region using the second force. According to one
embodiment, the method further includes generating a mechanical response from the
computerized systerm wheo the at least one finger of the user is indtially touching the first
control region using the second force. According to one embodiment, the method finther
inchudes generating a first graphical representation on a display sereen of the computerized
system. The first graphical representation is associated with the first control region. The
method further includes displaying the first graphical representation with a first appearance
when the at least one finger is initially touching the first control region using the second
force, and displaying the first graphical represeniation with a second appearance different
than the first appearance when the at least ene finger is touching the first control region using

the first force.

[6816]  According to one embodiment, the second appearance inclades a difference from
the first appearance, the difference being associated with at least one of a size, a color, a
position, a shape, or a display type. According to one embodiment, the displaying the first
graphical representation with a second appearance occurs for a first period of time less than

or cqual 1o 10 seconds.

186177 According to one embodiment, the method forther inchides determining that the at
least one finger is initially touching the first control region using a second force different
from the first force in accordance with the data and the model before the at least one finger is
touching the first control region using the first force. The method firther inchudes
determining that the at least one finger is subsequently touching the first control region using
& third force different from both the fivst force and the second force in accordance with the
data and the model after the at least one finger is touching the first control region using the
first force. According o one embodiment, the sccond foree is greater than the first force and

the third force is greater than the second foree.

[#018]  According to one embodiment, the method further includes determining that the at
least one finger is subsequently touching the first control region using a sccond force
different from the fivst force in accordance with the data and the model after the at least one
finger is touching the first control region using the first force. According to one embodiment,
the method further includes generating an audible signal when the at least one finger of the
user is subsequently touching the first control region using the second force. According to

one embodiment, the method further includes generating a mechanical response from the



15

24

WO 2015/178893 PCT/US2014/038779

computerized system when the at least one finger of the user is subsequently touching the
first control region using the second force. According to one embodiment, the method further
meludes generating a fivst graphical representation on a display screen of the conputerized
system. The first graphical representation 1s associated with the first control region. The
method further inclodes displaying the first graphical representation with a first appearance
when the at least one finger is touching the first control region using the first force, and
displaying the first graphical representation with a second appearance different than the fivst
appearance when the at least one finger i3 subsequently touching the first control region using

the second force.

186819%]  According to one embodiment, the second appearance inchides a difference from
the first appearance, the difference assoctated with at least one of a size, a color, 3 position, a
shape, or a display type. According to onec cmbodiment, the touchpad is located in a location
that 1s different from the location of the display screen. According to one embodiment, the
touchpad is located in a location that is substantially the same as the location of the display
screen, According to one embodiment, the method further includes storing a record that the
at least one finger 15 subscquently touching the first control region. According to one
embodiment, the method further includes storing a record that the at least one finger is
subsequently touching the first control region within a first period of time less than or equal
to 10 seconds after the at least one finger is touching the first control region using the first

force. According to one embodiment, wherein the second force is greater than the first force.

18028} According to one embodiment, the method further includes determining that the at
feast one finger is moving or sliding on the first control region after subsequently touching
the first conirol region within a first period of time less than or equal to 10 seconds after the
at lcast one finger is touching the first control region using the first force, and storing a record
of the moving or sliding of the at least one finger. According to one embodiment, the method
further inchudes determining that the at least one finger is moving or sliding on the first
control region after subsequently touching the first control region, and storing a record of the
moving or sliding of the at least one finger. According to one embodiment, the method
further tuchudes generating a first graphical representation on a display screen of the
computerized systen, the first graphical representation being associated with the first control
region. The first control region inchludes a length substantially greater than the longitudinal

tength of a surface region of the at least one finger when contacting the touchpad.
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[8821] According to one embodiment, the computerized system is a handheld
computerized device, a computerized systom in a vehicle, or a wearable computerized dovice.
According to one embodiment, the computerized system is 2 handheld coroputerized device,
and the touchpad s located on a side of the handheld computerized device that is different
from the side of the handheld computerized device that displays the display screen. The
display screen is non-transparent. According to one embodiment, the method further inchudes
designating a portion of the touchpad temporarily as a non-control region for holding the
handheld computerized device without controlling an inpuat when the user touches the non-

control region

18622}  According to one embodiment, the method further inchudes storing the data over a
multitude of time intervals to form a history of recent finger positions. The method further
ncludes determining an approximate fingertip location or fingertip identity of a fingertip that
1s not touching the touchpad at a present time interval according to the history and data from
the touchpad obtained at the present time interval. According to one embodiment, the
method further includes distinguishing a distance between the at least one finger of the user
and a surface of the touchpad, and detecting the location and movement of a finger and/or

hand of the user to include in the data when the distance is greater than zevo..

(80231 According to one embodiment, the method further includes dotermining the first
force using a contact arca included in the data. According to one embodiment, the method

further includes determining the first force without asing a contact area incladed in the data.

18624} A betier understanding of the nature and advantages of the embodiments of the
present invention may be gained with reference to the following detailed description and the

accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
[66825] Figure | depicts a simplified exemplary front pancl view of the handheld
computerized device displaying the position and motion of the user’s fingers holding the back

pancl, in accordance with one embodiment of the present invention.

[6826] Figure 2 depicis a simplified excmplary back panel view of the handheld
computerized device depicted in Figure 1, in accordance with one embodiment of the present

mvention.

-~
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{88271 Figure 3 depicts a simplified exemplary front panel view of the handheld
computerized device depicted in Figure | displaying a multitude of groups ofkeys, in

accordance with one crabodiment of the present jnvention.

[6028] Figurc 4 depicts a simplified excraplary front panel view of the handheld

(]

compuicrized device depicted 1n Figure | displaying the position and motion of the fingers
holding the back panel and the multinide of groups of keys depicted in Figure 3 in the same

time, in accordance with one embodiment of the present invention.

16629 Figare S depicts a simplified exemplary front pancl view of a smaller handheld
compuiterized device displaying the position and motion of at least one finger in contact with

1 the touchpad of the back panel, in accordance with one embodiment of the present invention,

[8838] Figure 6 depicts a simplified exemplary front panel view of the smaller handheld
computerized device depicted in Figure 5 displaying the position and motion of at least one
user’s finger i contact with the touchpad of the back panel at the touchpad touch points and
a multitude of groups of virtual keyboard keys similarly depicted in Figuve 3 in the same

15 time, in accordance with one embodiment of the present invention. .

{8831 Figure 7 depicts a simplified exemplary fromt panel view of the handheld
computerized device displaying another embodiment of the layout of virtual keys as the

standard virtual keyboard, in accordance with one embodiment of the present invention.

[8832] Figore 8 depicts a simplified exemplary block diagram of a computerized system
20 capable of executing various ermbodiments of the invention, in accordance with one

erabodiment of the present invention.
{88331 Figure 9 depicts a simplified exemplary flowchart how biomechanical models of
hand and finger movement may be calibrated and adapted to help turn the raw touchpad data

nto an accurate model of the user’s hand and finger positions, in accordance with one

(S
e

embodiment of the present invention.

[6834] Figurc 10 depicts a staplified exemplary flowchart how predictive typing methods
may be used to mprove the accuracy of the appearance of the virtual hand and fingers while

typing, in accordance with one embodiment of the present invention.

[6635] Figure 11 depicts a simplified exemplary flowchart how dynamic changes in

30 touchpad sensitivity may, for finger proximity touchpads, assist in highlighting the virtual
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keys about to be struck by a user while typing on the virtual keyboard, in accordance with

one cmbodiment of the present invention.

[6836] Figure 12 dopicts a simplified exemplary flowchart for generating images of the
virtual hand and fingers on the device’s graphics display screen, in accordance with one

erabodiment of the present invention.

{88371 Figure 13 depicts a stmplified exemplary biomechanical and/or anatomical model of
the human hand, showing the internal skeletal structure with a skin overlay, in accordance

with one embodiment of the present invention.

[6038] Figurc 14 depicts how the simplificd exemplary user’s hand or hands may be
photographed by the device’s camera or other camera, and this tmage information may be
used to refine the default parameters of the biomechanical and/or anatomical model of the

user’s hand, in accordance with one embodiment of the present invention.

166839 Figure 15 depicts how an exemplary device camera may be used to obtain a partial
fmage of the vser’s hand while using the device’s touchpad, and this information also used to
update and refine the biomechanical and/or anatomical model of the user’s hand, in

accordance with one embodiment of the present invention.

[6848] Figures 16A — 16B depict how a simplified excrmplary palm angle rotation
transformation may help the system relate raw touchpad data o a standard blomechanical
and/or anatomical model of the noman hand, in accordance with one embodiment of the

present invention.

[B841] Figure 17 depicts more exemplary details of the relationship between the finger
roots and the hand’s overall palm angle, n accordance with one embodiment of the present

invention.

[6842] Figure 18 dopicts more exemplary details of the relationship between the hand’s
palm direction or palm angle and the tips of the user’s fingers, in accordance with one
erabodiment of the present invention.

#0437 Figure 19 depicts how simplified exemplary biomechanical and/or anatomical

model data pertaining to the width of the fingers roay be used to help imterpret raw touchpad

data, in accordance with one embodiment of the present fnvention
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[8844] Figure 20 depicts how in a more accurate exemplary model, the location of the
various finger roots will be displaced to some extent from the palm line (which forms the
palm angle) by various amounts 8ti, in accordance with one embodiment of the present

mvention.

[6845]  Figurc 21 depicts how the simplificd exemplary system may atiempt to correlate
detected fingertip data from some fingers with finger root data from other fingers, determine
that some fingertip data is missing, and thus deduce that these fingers are clevated above the

touchpad, in accordance with one embodiment of the present invention.

[8846] Figure 22 dopicts how the simplified exemplary system may {orther assign raw
touchpad data to two different hands of the same user, based on the assumption that the range
of possible hand angles for the same vser is Umited by the user’s anatory, in accordance with

one embodiment of the present invention.

[847]  Figure 23 depicts a first simplified exeroplary example of angle based finger

matching algorithms, in accordance with one embodiment of the present invention,

[6048] Figurc 24 depicts a second simplified exemplary cxample of angle based finger

matching algorithios, in accordance with one combodimert of the present invention.

[6849] Figure 25 depicts a simplified exemplary flowchart how biomechanical modcls of
hand and finger movement may be used to display a virtual image of at least a portion of &
hand of a user on a display screen of the computerized system of Figure 8, in accordance with

one embodiment of the present invention.

{3058 Figure 26 depicts a stmplified exemplary flowchart of a “lft and tap” technigue of
key entry for controlliing an inpot from 2 user to the computerized system, in accordance with

one cmbodiment of the present invention.

[8851] Figores 27A ~ 27F depict a series of simplified exemplary display screen shots of
the “lift and tap™ technique of key entry depicted in Figure 26 being used to type the first two
letters of a “Hello World” message on the computenized system, in accordance with

embodiments of the present invention.

16652] Figure 28 depicts a simplified exemplary flowchart of a “lift and drag” fechoique of
key entry for controlling an input from a user to the computerized system, in accordance with

one embodiment of the present invention.

10
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[B853] Figure 29 depicts a stmplified exemplary flowchart of a “lift and tap” technique of
key entry modified to use force applied per finger for controlling an input from a user to the

computerized systen, in accordance with one embodiment of the present invention.

[6854] Figure 30 depicts 2 simplified exemplary flowchart of a modified “Hft and tap”
technique of key entry modified to use a third force applied per finger for controlling an input
from = user to the computerized system, in accordance with one embodiment of the present

mnvention.

[66885] Figures 31A ~ 31B respectively depict simplified exemplary side and top views of a
portion of the touchpad using the contact area resulting from a first force, in accordance with

one embodiment of the present mvention.

[8856] Figures 32A - 32B respectively depict simplified exemplary side and top views of a
portion of the touchpad using the contact area resulting from a second force, in accordance

with one ernbodiment of the present fnvention.

DETAILED DESCRIPTION
[6857] The embodiments of the present invention relate to a handheld computerized device
meluding a bit mapped display screen on the fromt panel, and a touchpad mstalled on the back
panel, side panel, or other arca other than that of the display screen. More particularly, the
embodiments of the present invention relate to a method and graphical user interface that
enable the user to see the user’s finger position and motion from behind the device

superimposed upon a virtual keyhoard layout on the frout pancl

18058} it is therefore desirable to have a more efficient and user-friendly way to do user
mput for handheld computerized devices. The embodiments of the present invention present
an effective solution for these above problems. The embodiments of the present invention
free the original keyboard space on the front panel for applications by utilizing the previcusly
mostly voused back panel space for user input. The cmbodiments of the present invention are
able handle both keyboard input and mouse mput. The embodiments of the present invention
present 8 stunning graphic user interface on the front panel screen where a user may see the
real-time position and motion of his/her fingers holding the back panel, on top of the display
of kevboard layout, hereinafter also referred to as a “vittual keyboard.” The embodimerts of
the present invention are more precise than current touch screen keyboards by removing the

display layer that presently exists between the fingers and touch pad. The embodiments of

ii
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the present invention also move the user’s fingers away from the front panel, so that the
user’s fingers will not block the view of the soft key or arca that the finger is presently
operating on. For smaller bandheld devices, such as cell phone, iPhone™ or iPad®™, the hand

that holds the device may now also do input, hence freeing the other hand for other activities.

[685%]  Thus an object of the embodimends of the present invention are 1o provide a method

for a more ctficient and user-friendly user input for a handheld computerized device.

[3668]  Another object of the embodimends of the present invention are 1o free up the space
currently occupied by the kevboard on the front panel of small electronic devices, and utihize

the mostly unused space on the back panel of the handheld devices for user put purposes.

[6861]  Another object of the embodiments of the present invention are to present a visually
compelling user-mterface design that enables the real time position and motion of the fingers
that hold the device, which normally would be hidden from view by the device itself, to be
displayed on the frout pancl as “virtual fingers” together with an optional display of a virtual
keyboard layout. The user’s finger positions and keyboard layout may be displayed either as
background tmage, or as a transparent layer on top of some of all of the apphications currently
running oo the handheld dovice. These semi-transparent representations of the user’s finger
posttions and virtual keyboard allow the user to casily enter data while, at the same time,
contimuing to allow the user unimpeded access to the various applications ramning on the
handheld device. Thus, for example, applications originally written for a computer device
that had a physical keyboard may be casily run, without code modification, on 2 tablet
computer device that lacks a physical keyboard., Thus these virtual semi-transparent
keyboards and methods that also give tnformation of finger motion of the user may be highly

useful.

[8862] Another object of the embodiments of the present invention are to enable the hand
that is holding the device to also do user input operations, hence freeing the other hand for

other inputs or other purposes.

{80631  According to one embodiment, a device and method include a display screen on the
front panel, which may be a bit-mapped display screen, a touchpad embedded on the back
panel capable of sensing the user’s finger positions and motion, and a graphical user
mterface. This graphical vser interface will normally include both software and optional
graphics acceleration hardware to enable complex graphics (o be rapidly displayed on the

display scroen. The device also has an optional virtual keyboard processor that displays the

12
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keyboard layout, as well as computes and displays the user’s finger positions on a real-time
basis. The user’s finger position and motion on the touchpad of the back paoel may thos be
computed and displayed on the front display screen as a layer, which may be a semi-
wransparent layer, on top of all of the other applications. The virtual keyboard processor may
also interpret the finger motions, ie. strokes, and invoke corresponding operations based on

the knowa location of the finger position on the keyboard.

#0647 Unbike previous approaches, the user’s fingers do not need to be constrained to fit
onto particolar regions of the touchpad, but rather may be disposed in any arbitrary location.
Unlike some previous approaches, although embodiments of the invention may be aided to
some extent by real-time video that may provide video information pertaining to at least some
portion of the user’s hand, visualization of the user’s fingers, in particular the tips of the
user’s fingers is not necessary. This makes it feasible o use handheld device video camoras
designed for general photographic purposes to be used to help in visualizing the user’s hand,
without requiiring that much of the user’s hand in fact be photographed. There is no

requircment at all that the user’s fingertips be photographed while operating the device.

[8865] Figure | depicts a simplified exemplary front pancl view of a handheld
computerized device (104) displaying the position and motion of the user’s fingers {108}
hoiding the back panel, in accordance with one embodiment of the presont inverdion. The
user s holding the handheld electronic device (100}, similar to an Apple iPad™ or equivalent
pad device. The front panel of the device is occupied by a large graphics display screen
{102}, which may be a bit-mapped graphics display screen. In some embodiments, the whole
front panel screen or front pavel may be occupied by this graphics display screen (102). The
user is holding the handheld computerized device (100) using his or her hands (104), where a
portion of the user’s thumb (106) is in front of the deviee over a portion of the front pancl,
and the user’s fingers (108} are behind the device. Although device (100} is not transparent,
nonetheless the graphics display screen (102) 18 shown representing a graphical
representation of the user’s fingers (108 as well as regions where the user’s fingers are
apparcntly touching an obscured from view or “invisible” surface at touchpad touch points
(110} at the back pancl of the device. Each of the touchpad touch pouds (110} may

correspond to a real time finger print image of the tip of the user’s finger.

[6866] Figurc 2 depicts a simplified exemplary back pancl view of the handheld

computerized device (100) depicted in Figure 1, fn accordance with one embodiment of the
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present invention. In contrast to the front panel of device (100}, previously depicted in
Figure 1, which included a large graphics display screen, the back panel of the handheld
computerized device as depicted fo Figure 2 does not inchade a large graphics display screen,
but instead includes a large touchpad {(200). As may be scen, the user’s fingers (208) may
now be seen positioned above the touchpad with the tips of the user’s fingers (210) touching

the touchpad.

[8867] DMNote that in some embodiments, this back touchpad may be provided as a rotrofit or
add-on to a handheld computerized device that otherwise lacks such a back touchpad. Such
methods and systems, such as “clip on” back touchpads, are described at more length in
parent application 13/223,836, the contents of which are incorporated herein by reference in

its entirety.

[B868] Figure 3 depicts a simplified exemplary fromt panel view of the handheld
computerized device depicted in Figure | displaving a multitude of groups of keys (300, 302,
304), in sccordance with onc cmbodiment of the present invention. Figure 3 depicts one
possible eptional multitude of groups of keys, t.e. a “virtual keyhoard,” being displayed on
graphics display screen (102) of device {100}, In this example, the “virtual keyboard”
includes a symbeol keypad (300), a numeric keypad (302), and a QUERTY keypad (304).
Note that in many embodiments, the keys may be drawn in outline or semi-transparert form
0 48 not 1o obscure any other graphical applications running on graphics display screen

(102).

16686%] The scheme depicted in Figure 3 allows the user to optionally use a touchpad
keypad on the back of the device to input keystrokes and mouse actions, and these nputs will
be reflected on the display screen on the front of the handheld computerized device as
“virtual fingers” or equivalent. As proviously discussed, this virtual keyboard layout
displayed on graphics display screen (102) at the front panel may be a standard or modified
QUERTY keyboard or keypad, a numeric keyboard or keypad, 1.¢. nomber entry keyboard, or
alternatively some less standard keyboard or keypad such as a musical keyboard, a Qwerty,
Azerty, Dvorak, Colemak, Neo, Turkish, Arabic, Armenian, Greek, Hebrew, Russian,
Moldovan, Ukraman, Buolgarian, Devanagan, Thai, Khmer, Tibetan, Chinese, Hanguol,
Korean, Japanese, or other type of keyboard. Ofien this keypad will be a semi-transparent
keypad in order to allow the user to continue to view various application programs that are

running on display screen (102) below the virtual keyboard.
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[8878] Figure 4 depicts a simplified exemplary front panel view of the handheld
computerized device (100) depicted in Figure 1 displaying the position and motion of the
user’s fingers (108) holding the back pancl and the multitude of groups of keys (300, 302,
364) depicted in Figure 3 in the same time, 1n accordance with one embodiment of the
present invention. Figure 4 depicts an example of how a aser, typing on a touchpad mounted
on the back of the electronic device, may see a graphical representation of his or her fingers
{108) displayed on graphics screen {102} of device (100}, as wel as a display of virtual
keyboard layout (300, 302, 304). The user’s ability to enter input data to the handheld
computerized device (100} is thus enhanced because the user may visually judge the
distances between his or her fingers (108) and the keypad keys of interest (300, 302, 304) and
move his or her fingers appropriately so as to hit the desired key. The user may also chick on

hyperhinks, sach as hnk!l, link2, and the like, or other clickable objects or command icons.

{8871 Because the user’s operating fingers are moved away from the display sereen, the
fingers will not block the view of the display screen’s soft keys, soft buttons, links or other
arcas. These arcas on the display screen may now be scen more preciscly, which in tum

atlows for more precise operation of the device.

{88721 The virtual display of the user’s fingers may be a valuable feature for some of the
newer fablet computers, such as the Microsoft Surface™ geries, Windows 8, and the like,
which may alternate operating modes between a first fablet operating mode designed for
traditional touch toput, and a sccond desktop operating mode, derived from legacy desktop
operating systems, that is optimized for more precise mouse input. By enabling such tighter
control, 1 becomes more teasible for a user to operate such “Surface” like devices in legacy

desktop mode without the need to use a mouse or other hand operated pointing nstnument.

[6873] Because a front keybeard, i.c. mechanically actuated keys, 18 no longer nocessary,
the embodiments of the present invention frec up the space on the device that might
otherwise have been used for original mechanical keyboard space on the front panel, and
create room for additional larger displays and applications. The embodiments of the present
mvention make use of the presently mostly umused back panel space, thus enabling the front
display to show substantially larger virtual keys, or virteal keys inchluding more space

between them that are easier for the user to use.

[8874] The embodiments of the present invention may create compelling visual effects, as

well as useful visual effects, because the user may see his or her fingers (108), which arc
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holding the back panel and thos normally blocked from view, being virtually displayed on the
front pancl along with a virtual, i.¢. computer gencrated, keyboard layout display (300, 302,
304). Because both the user’s finger position, finger touch area, cach depicted as a circle
surrounding 4 cross, finger motion and the virtual kevboard are visible from the front panel,
the user finger nputs on the touch panel located on the back panel of the device are both
intuitive and casy to use. There will be no learning curve, and no need for special iraining.
The user input moethods of the embodiments of the present invention are more precise than
traditional touch screen keyboards because these methods remove the obscuring layer
between the finger and touchpad, and the operating fingers will not block the view of the
display scroen. For small handheld devices such as cell phones and iPhones, the curront
embodiments of the present invention enable the hand that holds the device to perform text

iput and other cormmands, hence frecing the other hand for other activities.

[B875] Note that although often a virtual keyboard will be presented, alternative data entry
points of interest, soch as hyperlinks on an internet browser, and the like, may also be used

according to these methods as well.

[86876] In one embodiment, the layout of a multitude of groups of virtual keyboard keys
(300, 302, 304), mcluding numbers, letters, and symbols may be displayed on an area
separated from concurrently ronning other software applications that are being displayed
sinuihanecusly on the screen of the front panel - much hike the traditional separately
displayed area often used for soft keys near the bottom of the display screen. The virtual
keyboard keys {300, 302, 304) may be advantageously displayed in difforent size or in
focations that are not the same locations that are determined by the other software
applications and/or programs because the virtual keyboard keys (300, 302, 304) may be
displayed transtucently so as to display both the virtual keyboard keys (304, 302, 334) and

the underlying concurrently running application or program display content.

{88771 Devices and systems otilizing the virtual fingers and optional virtual keyboard
embodiments of the present invention advantageously need not have mechanically actuated
and/or permanently dedicated physical QUERTY keypads or QUERTY keyboards, or any
other type of mechanically actoated and/or permanently dedicated physical keypad or
keyboard such as one dedicated to number entry. Eliminating mechavically actuated and/or
permanently dedicated keypads or keyboards tmproves device ergonomics, allow for larger

graphics display screens, and also reduces device costs.
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[8878] Figure 5 depicts a simplified exemplary front panel view of a smaller handheld
computerized device (300) displaying the position and motion of at least one finger in contact
with the touchpad of the back paoel, i accordance with one embodiment of the present
mvention. Smaller handheld computerized device (500) may include a cellular phone sized
device, ¢.g. an Apple iPhone™ sized device, including a smaller graphics display screen
{502) virtually displaying the position and motion of & multitude of fingers (108} in contact
with the touchpad touch poiots (110) at the back panel of smaller handheld computerized

device (S00).

1679 Figure 6 depicts a simplified exemplary front pancl view of the sioaller handheld
computerized device (500) depicted n Figure § displaying the position and motion of at least
one user’s finger (108) in contact with the touchpad of the back panel at touchpad touch
points {110), and a multitude of groups of virtual kevboard keys (300, 302, 304) similarly
depicted in Figure 3 in the same time, in accordance with one embodiment of the present
mvention. Figore 6 may inchude similar features as Figure 4 with the exception of using
smaller handheld computerized device {(500) being held in just one user hand (104), the other

hand of the user being free to do other tasks.

[6088] Figurc 7 depicts a simplified exemplary front panel view of handheld computerized
device (100} depicted in Figure 1 displaying snother embodimend of the layout of virtual keys
{700) as the standard virnual keyboard, in accordance with one embodiment of the present
mvention. Figore 7 depicts another embodiment of the layout of virtual keys (700 may
nchude a meodified QUERTY keyboard or keypad that includes splitting the keyboard in half
and displaying cach half of the kevboard at an angle adapted for better ergonomic typing than

the keyboards depicted previously.

[G8R1]  In onc embodiment, a compuer-implerented method includes a handheld
computerized device, including a screen on the front of the device capable of displaying a
graphical user interface, and a touch sensitive back panel or side panel or other arca other
than the display screen, and a user interface, such as a two dimensional touch sensor. For
simplicity, this touch sensitive panel, which necd not necessarily be flat, and need not
necessarily be mounted on the back side of the device, hereinafter also referred to as a
“touchpad,” “touch sensor,” or“touch sensitive back panel”, but this use is not intended to be

hmiting.
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{80827 The touch sensor will determine the motion of the fingers in real time, and the
computerized system’s or deviee’s software and processor(s) will use the touch sensor data o
compute the real time position and motion of the user’s fingers that are touching the touch
sensor on the back panel. These “virtual fingers” will then be displayed on the device’s
graphical user interface on top of a static background where optionally a multitude of groaps
of keys, including numbers, leiters, and symbols {e.g. a virtual keyboard) or hyperlinks may
be displayed. By watching the motion of the user’s virtual fingers on the virtual keyboard,
the user may casily operate the deviee, and optionally determine precisely where to stitke a

finger n order to hit an intended virtoal key.

166831 In one embodiment, the back panel user interface (Ul) may be outhned ina
distinctive yet non-obstructive color and displayed as a transparent layer over the current
applications; hence all the details of current apphication and back panel Ul are shown to the

user at the same time.

[6884] In onc embodiment, the real time position and motion of the fingers holding the

back panel may be displayed ou the screen of the frout panel.

[6885] In one embodiment, the layout of a multitude of groups of keys, including numbers,
letiers, and symbols may be displaved on the screen of front panel as background of real time

posttion and motion of the fingers holding the back panel.

16686]  To onc embodiment, the real time position and motion of the fingers holding the
back panel may be displayed on the static background of & multitude of groups of keys,
inchuding numbers, letters, and symbols, enabling the user to precisely strike 2 finger on an

intended key.

{88871 In onc embodiment, the display of the virtual hand may be creative and artistic. For
example, the display may instead show a skeleton, an animal claw, a furry hand, a tattooed

hand, and the like to achieve rore compelling or amusing effects,

[6088] In one embodiment, a computer-implemented method, inclading a handheld
compuicrized device ncludes a touchpad installed on the back pancl. The touchpad is able to
semnse the touch point positions, movement, and stroke motion data of 8 multitude of fingers.
The data information of the finger motion of one or a multitude of fingers, including the
motion type, €.g., touch, movement, and stroke patterns, and the like, and motion position, is

passed to a virtual kevboard processor, such as a computer processor. The virtual keyboard

18
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processor may analyze the finger motion, compare the finger positions with the registered
position of the keys hercinafier referred to as “virtval keys,” as well as the hyperiinks and
other touch buitons of the application program, ¢.g. generically the “user enfry arca,” and
then will decide which tem in the user entry arca was stroked or actuated. The virtual
keyboard processor may then invoke the corresponding operation. The virtaal keyboard
processor may also update the real time tmage of the fingers, or finger pads or touch points,

or indeed the user hand(s) on the front screen after each finger motion.

[688%] In onc embodiment, the touchpad may be installed on the back pancl of the
handheld computerized device, and may be able to sense the touch, movement, and stroke

motion of a multitude of user fingers.

[8098]  in one embodiment, the information pertaining to the finger motion of a multiiude
of user fingers, including the motion type, e.2., touch, movement, and siroke action, and the

like, as well as motion position, may be passed to a virtaal keyboard processor.

[66%91]  In one embodiment, the virtual kevboard processor may analyze the finger motion,
compare finger position with the registered position of the keys, determine which key was

stroked, and invoke the corresponding operation,

[8892] In onc embodiment, virtual keyboard processor may update the real time position

and maotion of the fingers holding the back pancl

[66893] Ome embodiment of the present invention inchudes a graphical user nterface (GUD)
for a handheld computerized device. The interface may nclude a display of a multitade of
groups of keys, inchuding numbers, letters, and symbols. The keys may be displaved ona
graphical user interface on the front pancl display screen, and indeed thas display area may
occupy the whole sercen. Thercby, the content of the graphic user interface is not blocked by

applications, and is shown together with the applications.

[86894] Ome embodiment of the present invention inchudes a graphical user interface fora
handheld computerized device. This interface includes a display of the real time position and
motion of the fingers holding the back panel. Here the display is on the front pancel screen,
and in fact may occupy the whole screen. Due to the advantages of this approach, the content
ofthe aser’s finger position and motion is not blocked by applications, or by the display of

groups of keys, including numbers, letters, and symbols.

19
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[8895] One embodiment of the present invention includes a method of assisting user data
entry into a bandheld computerized device. This handheld computerized device includes at
feast one touchpad - in one embodiment being located on a side of the handheld computerized
devige that is behind the side of the device that holds the graphics display screen, at least one
graphics display screen, at least one processor, memory, and software. Gften, however, the
handheld computerized device will lack a mechanically actuated and/or permancently
dedicated physical QUERTY keypad or keyboard, and may also lack a mechanically actuated
and/or permanently dedicated physical nomeric keypad or keyboard as well. The method will
usually inclode displaying at lcast onc data entry location on the at least one graphics display
screen of the device, Often this at least one data entry location will be a graphical display of
a keyboard or keypad that may be included of a multitude of data enivy locations. Here, the
system will use the touchpad to obtain data on the location and movement of the user’s
fingers and/or hand. The systern may analyze the data on the location and movement of the
user’s fingers and/or hand according to a biomechanical and/or anatomical model of a buman
hand, and will assign data on the location and movement of the aser’s fingers and/or hand to
specific fingers on this biomechanical and/or anatomical model of 2 buman hand - usually the
user’s hand. The system may then use this biomechanical and/or anatomical moedel of the
human hand to compute a graphical representation of at least the user’s fingers, and
frequently both the user fingers and the user hand{s). The system will then display the
graphical representation of at least the user’s fingers - and again frequently both the user’s
finger and hand, on the device’s graphics display screen. Thus the distance between the
graphical representation of the user’s virtual fingers on the graphics display screen, and the
virtual daia eniry location, such as the virtual keyboard, will give information that will help
the user properly position his or her real fingers and/or hand on the touchpad, which in furn

will facilitate data entry.

[68%6] Figure 8 depicts a simplified excmplary block diagram of a compuierized system
8OGS capable of executing various embodiments of the invention, in accordance with one
embodiment of the present invention. Computerized system 8008 includes software and
hardware that may be used to implement one embodiment of the mvention such as a front
panel screen (804), a back pancl touch pad 800, a virtaal keyboard processor (802}, an
application process (806), and a device memory(808). Finger position and motion data are
first coliected from back panel touch pad {800}, and then passed to virtual keyboard processor

{802). The virtual keyboard processor, which will often be implomented by a combination of
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software and hardware such as a microprocessor, graphics processor, touchpad controller, and
memory, displays the virfual finger position and motion together with the keyboard layout on
front panel screen (804). The virtual keyboard processor also analyzes the finger position
and motion information data, compares the data with the registered position of the keys or
hyperhinks and invokes proper operation in application process (806). The keyboard position
information may be programmed in a virtual keyboard process, or aliernatively may be saved
in system moemory (808). The key-press ot hyper-link information that the user intends to
relay to the applications may be passed to the virtual keyboard controller either through

memory, or alternatively through inter-process communications.
18697 Other touchpad and screen locations.

[G898]  In onc embodiment, the display screen may be located at some distance from the
touchpad. Indeed, the display screen and the touch pad may not even be physically
connected at all. Rather the toochpad may transmit data pertaining to the user’s hand position
t0 a processor, which in furn may then generate the virtual image of the user’s hand and
display the virtaal hand on the display screen, and neither touchpad, processor, or display
screen need to be physically connected, althoogh they may be. For example, data pertaining
to the user’s hand and finger position relative to the touchpad may be transmitted by a wired,
wireless, or opfical, ¢.g. infrared, method 1o the processor. The processor in turn may
trapsmit the virtual image of the user’s fingers and band to the display screen by a wired,
wireless, or optical, e.g. infrared, techniqoe. As a resuolt, the user’s real hand will be moving
close to a touchpad at 2 differont place other than the current display screen. The display
screen moay thus be in nearly any location, such as on a regular monitor, TV screen, projector
screen, or on a virtual heads-up eyeglass display worn by the user, e.g. a device similar to

—~ ™
Google Glass ™.

[389¢] Touch pads including non-flat surfaces.

16168  Although touch pads are often tlat and roughly rectangular devices, there is no
constraint that the touch pads using embodiments of the present invention be cither flat or
rectangular. Indeed in some embodiments, there is advantage to employing touch pads that
include vartably shaped and curved surfaces. Such curved and/or variably shaped touch pads
could be then placed on various non-traditional locations, such as on the surface of a ball or
cylinder, on the surface of various common devices such as glasses frame sterns for virtual

heads-up displays such as windshields, eveglasses, and the like, other wearable computerized



10

No
(4]

WO 2015/178893 PCT/US2014/038779

devices such as smart watch bands, stecring wheels - either for a vehicle or a game interface,

joysticks, and the like, and/or, dashboards, instrument panels, and the like.

[8161] Touchpad technology.

<

[0162]  Inprinciple, many different types of touchpad technology may be used for this
device, mcluding capacitive sensing, conductance sensing, resistive sensing, surface acoustic
wave sensing, surface capacitance sensing, projecied capacitance sensing, strain gauges,
optical imaging, dispersive signal technology, acoustic pulse recognition, prossure scusing
and bidirectional screen sensing. However, in a preferred embodiment, touchpad sensing
technology that is capable of sensing multiple finger positions at the same time may be ased.
Such an ability to sense multiple finger positions or gestures at the same time heremafter also
referred 1o as “multi-touch”™ or “multi-touch” sensing technology. Touchpads are thus
distinguished from previous mechanical keyboards or keypads because touchpads are not
mechanically actuated, that is, since the surface of a touchpad is substantiaily rigid and
responds o touch instead of a mechanical deflection, the touchpad gives the user
substantially no indication that the immediate surface of the touchpad moves where touched,
except perhaps for the entire rigid toachpad moving as a result, even with pressure sensitive
touchpad technology. Touchpads are further distinguished from previcus mechanical
keyboards or keypads because the shape and/or location of input keys or buttons on a
touchpad are not fixed because the keys and/or buttons are nstead displayed on an
electronically controlled screen with the flexibility of software control and not Hmited by

fixed mechanical elements located on the device.

[8143] Ome example of a3 multi-touch touchpad embodying the present invention may use a
touch sensing deviee commercially available from Cypress Semiconductor Corporation, San
Jose, Califorgia and comamonly known as the Cypress TraeTouch™ family of products. This
family of touchpad products works by projective capacitive technology, and 1s suited for
multi-touch applications. The technology functions by detecting the presence or proximity of
a finger to capacitive sensors. Because this touchpad system senses finger proximity, rather
than finger pressure, it is well suited to multi-touch applications because, depending upon the
tuning of the capacitance detection circuit, various degrees of finger pressure, from light to
intense, may be analyzed. Although oficn used on touch screens, the projective capacitive

technology method may function with a broad range of substrates.

[#164] Virtual finger and hand position software {virtual keyboard processor)

)
]
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[#185]  As others have noted, one problem with attemapting to create “virtoal fingers” is that
at best, usually just certain regions of the hand, such as the fingertips and perhaps the palms,
may usually be detected by conventional multi-touch sensors. To overcome this issue
bootstrapping from hand-position estimates has been suggested, which overcomes the
invisibility of structures that link fingertips to pahms. Suitable algorithims could be obtained
by using coniext-dependent segmentation of the various proximity image constructs, and by
parameterizing the pixel groups corresponding to cach distinguishable surface contact. 1t was
found that by path-tracking links across successive images, those groups which correspond to
the same band part could be determined, and it was possible to refiably detect when
mdividual fingers touched down and lifted from the multi-touch pad surface. 1t has beeon
proposed that a number of different combinatorial optimization algorithms that used
biomechanical constraints and anatomical featies to associate each contact’s path with a
particular fingertip, thumb, or palm of either hand. Such algorithms forther operated by
assigning contacts o 2 ring of hand part attractor points, using a squarcd-distance cost meiric,

to effectively sort the contact identitics with respect to the ring of hand part attractor poings.

183667 A skeletal linked modsl of the human hand based software that creates a biology-
based biomechanical and/or anatomical model of joint motion and associated set of
constraints has been proposed. The skeletal hnked model approach alsc is based on a
software model of the skin that may stretch and bulge in order to accommodate this internal
skeleton. The software models a natural joint axis for four different types of joints in the
human hand, as well as takes into account the relative lengths of the underlying hand bone

structure, and afso accounts for the space occupied by the hand’s muscles and skin.

[§887] Figure 25 depicts a simplified exemplary flowchart how biomechanical models of
hand and finger movement may be used to display a virtual image of at least a portion of a
band of & user on a display screen of the computerized system of Figure 8, 1o accordance with
one embodiment of the present iInvention. Figure 25 depicts the flowchart includes obtaining
data from a touchpad, the data being associated with the location and movement of a finger
and/or hand of the user and not associated with an image of the finger of the user from an
image scnsor, when the user operates the computerized system using the touchpad (2510).
The tflowchart further inclodes communicating the data from the touchpad to the
compuiterized device, the touchpad being located in a location that is different from the
location of the display screen (2520). The flowchart further includes analyzing the data in

accordance with a model of 4 human hand, and assigning the data to at least one of a

-]
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multitnde of fingers of the model (2530}, computing a graphical representation of at least one
finger of the user in accordance with the model (2540), and displaying the graphical

representation on the display screen (25503,

[6188] Figure 9 depicts a simplified exeroplary flowchart how biomechanical models of
band and finger movement may be calibrated and adapted to help turn the raw touchpad data
mio an accurate model of the user’s hand and finger positions, in accordance with one
embodiment of the present invention. The system may work with adequate accuracy using
standardized models of hand and finger relationships. For example, the system may perform
adequately by an initial calibration step where the system invites the user to place his or ber
hand on the display screen, the system displays various sized hands, and the user is invited to
enter in which standardized hand size best fits his or her own hands. The sysiem may then
use this data for Us various calculations. Even move simiply, the system may defaslt 1o an
average hand size for mitial use, allowing some degree of functionality to be achieved with

no preliminary calibration.

#3169}  in one embodiment, it will be uscful 1o better calibrate the system by employing one
or more active calibration steps. These steps may refine the initial hand model under actual
use conditions, and make appropriate adjustment (o the vavious portions of the hand model as
will best fit data that has been obtained under actual use conditions. An example of this
active calibration process is shown in Figure 9. Here the system may mvite the user to do an
active calibration step, or alternatively the user will volmtarily start an active calibration
step, in step {900). In one embodiment, the model includes calibration information in
accordance with pressing a portion of the user’s hand on the touchpad in a specified manner,
To facilitate this calibration step, the system may optionally display one or more targets on
the screen, which may be keyboard targets, or alternatively may be specially designed
calibration targets specifically designed for the active calibration step. Optional photographic

calibration steps are described for Figiwe 14,

#3118} in onc embodiment referring to Figure 9, to reduce complexity, the sysiem may
optionally request that the user calibrate one hand at a time, and indeed may request that the
user operate the fingers on his or her hand in 3 manner different from normal typing so as to
gather additional data. For example, 2 user may be requested to first extend a specific finger
to a maximum length and press, then to a minimu length and press, then to the extreme loft

and press, then to the extreme right and press and so on, potentially through all fingers and
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the thumb on a one at a time basis. ¥t should be apparent that such a data set may then
naturally be fransiated info a rcasonably detailed model of that particular user’s band and its
capabilities to maintain a number of different configurations. During the calibration process,
the system will accumulate touch data by invoking touchpad sensing hardware and
cahibration software (902). The system will also make predictions as to the location of the
user’s band and fingers by bootstrapping from various hand position estimates (904). Often
the system will track the positions of the hand and fingers across successive time ntervals fo
do the predicting, and compute probable finger paths (906). The system will often use s
nternal model of the user’s hand biomechanical features and anatomical features to do the
computing, and to help asseciate the various projected paths with the user’s fingertips and
thumb position, which at least during the active calibration process will be known (908},
Here a path is vaderstood to be the line or linkage between at least one finger root and the
associated fingertip or touchpad touch point for the associated finger. The system will then
refing its models of the user’s hand biomechanical and/or anatomical features by comparing
the predicted results with real data, and determine if its user hand model is working with
sufficient accuracy in stop (910). Ifit is, then this vser hand model will then be adopted and
used for subsequent user virtual keyboard data entry purposes (914). If the user hand model
is not working with sufficient accuracy, then the system will attempt to adjust the hand model
by varying one or more hand-model parameters (912), and often will then continue the

calibration process until acceptable performance is obiained.

(@111} Thus the calibration software enables the biomechanical and/or anatomical model of
the human hand to be calibrated more accurately, so as to match the biomechanical and/or

anatomical characteristics of a particular user’s fingers and/or hand.

[8112] In one embodiment, the realism of the simulated virtual fingers on the screen may
optionally be facilitated by the use of predictive typing models. The predictive typing model
approach will be particularly useful when the user is typing text on a virtual keyboard,
because the system may scan the previous text that has been entered, and wtilize a dictionary
and other means, such as the statistical distribution of letiers in the particular language, to
make educated guesses as to what fetter is going to be typed next. This educated guess may
then be used to supplement the touchpad data as to last fingertip position and movement o
tend to divect the appearance of the simulated finger towards the logical next key. Because
this system will occasionally tend to guess wrong, however, the user may find it usefol to

adjust this predictive typing “hint” to various settings depending upon the user and the
S 5 £ g
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situation. Thus a user who is an experienced touch typist and who tends o type both fairly
guickly and fairly accurately will tend o find the predictive typing hints useful, because the
predictive approach will tend to work well for this type of user. On the other hand, a user
who 15 more of a slow and wcertain “hunt and peck” typist may find the predictive approach
to be less useful, and may wish to either reduce the strength of the hint or potentially even

turn the predictive typing “hint” off altogether.

{81131 Figure 10 depicts a stmplified exemplary Hlowchart how predictive typing methods
may be used to improve the accuracy of the appearance of the virtual hand and fingers while
typing, i accordance with one embodiment of the present invention. In a predictive typing
system, the software will first access both the biomechanical and/or anatomical model data
for the user’s hands {1000}, and the latest fingertip and thumb position data from the
touchpad sensors (1002). The system will then use this information to display the user’s
virtual hands and fingers on the device’s display screen (1004). If a predictive typing mode
18 on {1006), then the system will attermpt to deduce (based upon typing speed, as well as the
usetr’s consistency in typing speed, and context) what is the most probable letier or leotters that
the user is Hkely to type next. The systom will also attempt to predict the most probable
finger or fingers that the user will use to type this most probable letter (1008). For example,
if the user is typing quickly and consistently, and the context of the word or sentence
indicates that a vowel such as “¢” is likely, then the system may use this factor in its analysis
of the somewhat noisy finger position data from the touch sensor to increase the probability
that the user’s left index finger - often used to type “¢” on a keyboard, and which in-fact may
not be registering on the touch pad because the user has lifted the left index finger to move to
strike the “¢” key, is moving towards the “¢” key. When used properly, such predictive
typing algorithims may help increase the illusion that the user is looking through the display
and onto his or her hands below the display even though the display/computerized device is
0ot actually transparent. Conversely, if the predictive typing mode is turned “off” or set to
reduced ntensity (1010), then the system will not take the probable next letter into account in
s display of the user’s hand and fingers and instead just displays using the virtual hand(s}

model.

[6114] In one embodiment, the efficiency of the predictive typing may be further enhanced
by incorporating the user’s history of finger use for each particudar key. For example, one
(3 ‘!'3ﬁ

user may have a strong tendency o use the right index finger to type the keys “H” and

and as another example the same user may have a tendency 1o user his or her left pinky finger

)
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to type the letter’™s “A” and “Z”. Here the system may observe the individual user’s typing
patterns over time, cither as part of an initial calibration step, or later - and in one
embodiment gven continually, while monitoring the user’s typing patterns, and use the user’s

mdividualized finger-to-letier correlation habits as part of the predictive typing algorithm.

[8115]  Thus the predictive typing software enables the computerized device to compute the
graphical representation of at least the user’s fingers, and often the user’s fingers and hands,
with better precision by additionally using keystroke predictions, in addition to the data on

the location and movement of the user’s fingers and/or hand obtained using the touchpad.

[#816] in one embodiment, in order lo improve the realism of the virtual fingers, additional
“finger hover” algorithios may also be used. As used in this specification, “finger hover”
means highlighting or otherwise graphically altering the appearance of a virtual key on a
virtual keyvboard whenever the system believes that the user’s finger is either hovering above
that virtual key, or about to strike that virtual key, For this type of algorithm, use of
touchpads that may sense relative finger proximity to the touchpad surface, such as projective

capacitive technology touchpads, may be particularly useful,

[8117] The scnsors and algorithrus that detect relative finger-height above a surface may be
tuned to various degrees of sensitivity, and indeed this sensitivity level represents an
mmportant engineering tradeoff. [f the touchpad 1s tumed to too high a sensitivity, then it will
tend to generate spurious or false signals, and also lack precision as to precisely where on the
touchpad a finger 18 about to land. If the touch pad is tuned to a lower sensitivity, then the
touchpad will tend to detect fingertips that are exerting a considerable amount of pressure on

the touchpad surface.

[6118] Although many prior art touchpads tend to use 2 continual or fixed level of
touchpad sensitivity at all times, I one embodiment for the “finger hover” option described
m this specification, use of a dynamic or variable level of touchpad sensitivity may be
advantageous. For example, to detect finger hovering above a key, a touchpad might firgt
operate at a normal level of sensitivity until it detects that a fingertip within strategic striking
distance of a particolar key has left the surface of the touchpad. At this point, in order to
detect “finger hover” above the key, the touchpad circuitry might tomporarily reset its
sensifivity to a higher level, desigrned to more precisely detect when the user’s finger is
hovering above the key. If the higher level of toachpad sensitivity detects the fingertip

proximity, the koy may be highlighted. i the higher level of touchpad sensitivity does not

)
-3



(]

10

15

WO 2015/178893 PCT/US2014/038779

detect the hovering fingertip, then the key will not be highlighted. After a short period of
time, about on the order a tenth of 3 second, the touchpad may then be reset to the normal
evel of sensitivity to more precisely determine if the finger bas then actually touched the

touchpad, or not.

[6119]  Figure 11 depicts a staplified exemplary flowchart how dynamic changes io
touchpad sensitivity may, for finger proximity touchpads, assist in highlighting the virtoal
keys about to be struck by a user while typing on the virtual keyboard, in accordance with
one cmbodiment of the present invention. In other words, Figure 11 depicts an example of an
algorithm to detect and mndicate “finger hover”. Here the system displays the virtual
keyboard {1100}, as well as an overlay of the user’s virtual fingers on or near this virtual
keyboard (1102). When the system detects that a finger, suspected of being a finger about to
press a key due to the finger’s proximity to the key and or predictive typing considerations,
leaves the touchpad {most Hikely because the user has raised the finger above the touchpad in
preparation for striking the virtual key), (1104} the system will momentarily turn the
touchpad finger proximity detector to 8 higher iovel of sensitivity (1106}, and the software
will look to see if finger hover over the suspected key or keys may be detected (1108), Ifthe
system docs not detect that a finger is suspect of leaving the touchpad, the system retums to
step 1102, H a finger hover signal may be detected over the suspected key, then this key will
be highlighted to help guide the user (1110). Aftor a period of time that will not normally
exceed about a tenth of 4 second or if no finger hover 1s detected, the system will once again
lower the sensitivity of the finger proximity detector down to the normal level (1112}, in
order to precisely detect if the finger is about to strike the key (1114). I the touchpad, now
operating at notmal sensitivity, now detects that the virtual key has beco struck by the user,
the system will appropriately indicate the keystroke on the virtual key board by funther
graphical changes to the key (1116} and optionally may issue an aodible key-press or key-
click sound as well to give further feedback o the user. Then the system may record the key
strike (111R). If the appropriate finger press was not detected at (1114), then the system

repeats the flow at step (1102).

1#128] More gencrally, the finger hover algorithm approach allows at least one data eontry
location (kev} to be highlighted on the device’s graphics display screen whenever the
compuiterized device determines that at least one finger on the user’s hand has left the

touchpad, and the position and motion history of the finger is consistent with an ability of that
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finger to strike a position on the touchpad that is consistent with the location of the data entry

location (keoy) on the graphics display screen.
[8128] Graphical representation of the user’s buman hand(s) and fingers.

(81221  Once the computerized device has obtained data from the touchpad, as well as any
additional predictive typing data, hover detection method data, calibration data, and the like,
and has gpdated its internal biomechanical and/or anatomical model of the user’s hand or
hands (including the fingers) to reflect this new data, ther the systom may utilize this
biomechanical and/or anatomical model of the user’s hand or hands to compute a graphical
representation of at least the user’s fingers, and often the user’s hand and figures, saitable for

display on the device’s graphies display screen.

#1231 A life-like graphical representation of the user’s hand and fingers is not necessary.
(Ufien, a more shadow-gram hike or carioon-like two-dimensional model or representation of
the user’s hand and fingers will be all that will be necessary. Often these two-dimensional
representations of the user’s hand and fingers need not inchude much, if any internal detail.
Rather, these representations, may for example, look much hike a transhicent gray or other
colored shadow projection of the user’s hands and fingers on a surface. Here, the sharpacss
and the condrast and the detail of the user’s hands and fingers may have reduced sharpness,
and have enough distinguishing contrast from other arcas of the display screen, so as to
enable the user to accurately place his or her hands and fingers on the appropriate virtual
buttons or virtual kevboard that is being shown in the graphical display. More fanciful or

artistically inspired hand representations are also discussed later in this specification.

[6124] Figurc 12 depicts 3 simplified exemplary flowchart for generating images of the
virtual hand and fingers on the device’s graphics display screen, in accordance with one
embodiment of the present invention. Many ways to graphically represent the user’s hands
and fingers, or at least the user’s fingers, arc possible. In one cmbodiment, based upon the
biomechanical and/or anatomical model of the human hand(s) (1200}, and optionally specific
data on the location and movement of the user’s fingers and hand based on the touchpad data
{as well as any additional data from predictive typing software, or hover detection) a three-
dimensional virtual moedel may be constructed in the deviee’s memory that depicts the user’s

hand(s) and fingors (1202).

[#125] Based upon the 3D model, a two-dimensional projection of the general outlines of

the user’s band and fingers may be made upon a mathematical surface that corresponds to the
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surface of the touchpad (1204). This projection may be in the form of a hand and/or finger
cutline, or alternatively a virtual hand and finger shadow may be produced. This projection
may then be combined with the any other data that is being sent do a memory buffer or
graphics display buffer for the display screen of the device, and then displayed to the user

(1206).

[#126] Thus, in one embodiment, the graphical representation of at least the user’s fingers,
and often both the user’s hand and fingers, on the graphics display screen may be done by
using the previous assignment of the data on the location and movement of the user’s fingers
and/or hand(s) to specific fingers on the biomechanical and/or anatomical model of the
human hand(s) to create a three dimensional model of the user’s hand(s) and fingers in the
computerized device’s memory, Next, a two-dimensional projection of this three
dimensional model of the user’s hand{(s) and fingers in memory may be made. Here the two-
dimensional projection may be on an imaginary plane that corresponds in both distance and
orientation from the model of the user’s fingers to the touchpad. Thaus if, for example, the
real user’s finger is %47 above the touchpad, then the distance between the three dimensional
model of the user’s finger and the imaginary planc that corresponds in distance and
orientation to the touchpad will also be %47, This two-dimensional projection on the
imaginary “touchpad” planc, hereinafter referred to as a “virtual touchpad,” may be used to
generaie the graphical represeniation of at least the user’s fingers on the graphics display

screen, and often the user’s fingers and hand(s) as well,

#3277  Alternatively, in a less computationally intensive scheme, a two dimensional model
of the user’s hands and fingers may be manipulated to best fit the previously discussed band
and finger position and motion data, and this two dimensional model then used for the

graphical representation.

[#128] This two dimensional model may be further user sclected according to the user’s
hand size, and indeed may be calibrated by asking the user to place his or her hand on the

touchpad, thus allowing the system to sense the dimensions of the user’s hand directly.

[6129] Figore 13 depicts a simplified exemplary biomechanical and/or anatomical model of
the human hand, showing the internal skeletal structure with a skin overlay, in accordance

with onc embodiment of the present invention. This iHustration shows the major bones of the
hand, with the bones of the index finger and thumb separated in order to allow the joints to be

better visualized. The internal skeletal structure of the hand (1304) is depicted, along with an
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cutline of the skin on the left side of the hand (1302). The bones of the fingers mchude the
distal phalanges {1304}, the intermediate phalanges (1306), the proximal phalanges {1308}

and the metacarpals (13103, The thumb lacks the tderrsediate phalange.

(88387 Here the various finger joints include the distal inter-phalangeal joint {dip) (1312},
the proximal inter-phalangeal joiot {(pip) (1314}, and the metacarpophalangeal joint {mep)
{1316). The thumb lacks the distal inter-phalangeal joint (dip), and instead inchudes the
mterphlangeal joint (ip) (1318) as well as the carpometacarpal {(omc} joint (1328). In one
embodiment for higher accuracy, Ut may be useful to replace the defanlt parameter vahies of
at least the lengths of these various bones with actual user hand parameters. In general, the
closer the various default parameters of the biomechanical and/or anatomical model of the
human are to the actual user hand parameters, the better. In some embodiments, cven the
range of joint motion may also be cxperimentally determined, and used to replace one or

more joint motion range default parameters.
{#131] Finger identifying algorithms.

(6132} Insome embodiments, the biomechanical and/or anatomical model of the human
hand used in the embodiments of the present invention for finger identitying algorithns may
be based on the following observations. First, the average human hand has four fingers and
one thumb. Second, in contrast to the fingers and thumb of the human hand, e.g. Figure 13
bones (1308}, (1306}, (1304), which are relatively flexible above the metacarpophalangeal
joint {macp) (1316), the palm of the average human hand is relatively inflexible below the
metacarpophalangeal joint (mep) (1316). Indeed the positions of the various
metacarpophalangeal jotots (mep) (1316} tend o be relatively invariant with respect to
rotation of the hand. The various metacarpophalangeal joints {mep) {1316) may herecinafier
also be referred to as the “finger roots”. Finger roots will be represented by the variable “1”.

Alternatively, finger roots may be referred to as the junction between the finger and the palm.

#3337 Third, duc to the relatively invariant shape of the palm, the orientation of the user’s
palm and s angle with respect to other hand structures, such as the velative orientation of the
fingers, e.g. middle finger (1330), is relatively constant. In particular, the orientation or
position of the various “finger roots” (1316} may define a palm line direction (1332) that will
in turn, when the angle of the palm line with respect 1o the coordinates of the touchpad are

known, help to define the location of the various fingers and fingertips.
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[#134] Foorth, users may gencrally desire to manipulate symbols using the area underneath
the uppermost bone of the finger or thumb (1304). Here, the touch pad data will include
various touchpad touch points, identified in (x, v) coordinates in later figures, which will
often but not always correspond to the area underncath the uppermost bone of the user’s
finger and thumb (1304), hereinafter also referved to as the “finger tips”. The touchpad
observed location of any given finger or thumb tip will often be referred to as (x, vi), where x
and v are the observed touchpad data, and “1” refers to o1 18 associated with the finger that

ultimately produced the touch pad touch data,

1#138] The raw touch pad data does not include such (x;, vi} labels. Instead, the system
embodiments may have to make sense of various incoming touch pad data, atiempt to make
sense of the data using the underlying biomechanical and/or anatomical model of the human
hand, and then generate a virtual band model that is counsistent with both the touchpad data

and the underiving biomechanical and/or anatomical hand model.
ying

[#136] It may be simpler to first consider a model of the homan hand as it rotates to various
positions and touches the touchpad with various fingers, aund determine what sort of
mathematical transformations are at work in generating the raw touchpad data. Onee the
above is determined, the process may be worked in reverse to generate a virtual model of the

user’s hand.

#3137}  in onc embodiment, it is desired io be able to determine which touch point belongs
to which finger when the system detects multiple touch points on the touch pad. Naming
convention are described as follows. Thumb = finger 0 = FO, index finger = finger 1 = F1;
middle finger = finger 2 = F2; ring finger = finger 3 = F3, and hittle finger, 1.e. pinky = finger
4 =F4, As previously discussed, the finger mumber may be represenied by the variable “i7
Thus, when fingers FO to F4 are present on the touch pad, the problem becomes one of
determining the coordinates (x, yi) of the fingertips of F0 to F4, and then mapping the

coordinates to the biomechanical and/or anatomical model of the human hand.

[6138] Neglecting, for the moment, hand location on the touchpad issues, one problem is
that users will usually operate the touchpad with the palm line direction of their hands (1322)
at an arbitrary angle © with respect to the coordinate system of the touchpad. Thus, an carly
step to making sense of the touchpad data is to determine this angle 8, and fo transform the

raw touchpad data by 4 rotation of angle 8 and see if the raw touchpad data matches up to a
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sensible biomechanical and/or anatomical model of the human hand. This transformation

problem is depicted in Figure 16A through Figure 19,

[813%] In one embodiment, a simplified exemplary palim angle (&) rotation transformation
may help the system relate raw touchpad data to a standard biomechanical and/or anatomical
model of the human hand, in accordance with one embodiment of the present invention. If
the user touches both the tips of all fingers and thumb and the base or finger root of all
fingers and thumb onio the touchpad, then the raw touchpad data would inchude a series of

{3, v values for the finger tips, and a scries of (3, yu) values for the finger roots.

[@848}  In one embodiment, the system may determine how much the user’s hand 1§ rotated
relative to the coordinate system of the touch pad using palm angle ©, then the process of
mapping the raw data into the biomechanical and/or avatomical mode! of the buman band

may be simplified. Thus, a determination of palm angle © is useful.

1#141] Figurce 18 depicts more exemaplary details of the relationship between the hand’s
palm direction or palm angle and the tips of the user’s fingers, n accordance with one
embodiment of the present invention. When using touchpads, users will often touch the pad
with the fleshy arca of the palm underneath their finger roots (1822). If the finger root touch
arca information is detected by the touch pad, the system may detect the divection of the palm
hine of the hands (1322) from the finger voot touch arca. Alternatively, the system may use a
relaxed finger position dircction depicted as dashed — dotted line (18235) from touchpad touch
point (1810} on F1 to touchpad touch point {1820} on F3, or a relaxed finger position
direction from touchpad touch point (1310) on Fi to touchpad touch point (1830) on F4 1o
approximate the palm line direction (1322) and adjustment angle o between the relaxed finger
position direction and the palm line direction, ¢.g. between line (1825) and palm fine {1322}
The system may then determine the angle © between the palm line, and the touch pad

coordinates such as the touchpad x-axis.

1#142] Figurcs 16A — 16B depict how a simplified excroplary palm angle rotation
transformation may help the system relate raw touchpad data o a standard biomechanical
and/or anatomical model of the noman hand, in accordance with one embodiment of the
present invention. The process of rotation transforming the raw touchpad data {x;, v into
palm angle corrected touchpad data (X5, y';) may be done using the following coordinate

rotating formula;
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x" [cosﬁ ~---Si?19] {f] ) o ; .
o= where x' = xcos8@ — ysing and v’ = xsind — ycosé 1)
{y‘J sing  —cosfity N ys8 o Y 1)

[#143] The system may find the palm angle wsing the finger root and/or finger touch points

as shown in Figures [6A and 8.

[6144] The system may also calenlate the finger touch coordinates (x;, vi), where =0, 1, 2,
3, 4 for cach finger, as well as the palm line rotation angle ©, and the new coordinates (x7;,
v'i). These calculations may be done using the formula (1) coordinate rotating fornuls
shown above. Figure 16A depicts the before the rotation transtformation or correction and the
before and after results of this rotation transformation or correction and Figure 168 depicts
the results after the rotation transformation or correction depicting the palm line direction
being substantially paralle! to the touchpad’s x-axis. It is understood that the word
substantially herein refers to an accuracy sufficient 1o achieve proper guidance of the virtual
finger(s) displayed on the display screen to the extent that the user may be able to guide the
hand to properly strike a virtual key or other control object displayed on the screen and not
intending to tuply any more accuracy than so requived. Thus, more accuracy is required for
smaller virtual keys or control objects than for larger virtual kevs or control objects but exact

anatomical matching to the hand is not required.

[6145]  In one embodiment, the system may also determine the finger root (xy, v} location
coordinate for one or more of the fingers Fi, F2, F3, F4. Then the system may perform the
analysis often based on the assomption that the F1 root coordinate (3, vy} is the most
available (.. most frequently found 1n the raw touchpad data), which is often trae because
the finger 1 finger root commonly touches the touchpad surface. Alternatively, because the
palm does not bend much, the finger F1 root coordinate may be calculated from the other

palm touch points, i.c. other finger roots (X, Yl

[8146] Figure 17 dopicts more exemplary details of the relationship between the finger
tO01S (Xy, Vi), 1.€. roughly finger joint region (13186}, and the hand’s overall palm angle, in
accordance with one embodiment of the present invention. Often there will be missing finger
root position data. Here various assumptions, based on the anatomical characteristics of the

human hand, may be used to fill in the missing data.

16147]  For example, the root coordinates for finger 1 are available (x.1, yri), then based on
hand anatomy considerations, the position of the finger 2 root 1s likely to be, or may be

calculated to be:
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Xyg = Xy F

S

{wy + wy,)cos8 and
LWy 2.

;
1 _ .
Yo = Ve ™ 'Z“(th + wy)sing,
. . - . 3 ~ - . . s
where w; is the width of finger 1 and - (wy + wy ) = Li; as depicted in Figure 17.

[#148] Figure 19 depicts how simplified cxemplary biomechaunical and/or anatomical
model data pertaining to the width of the fingers, such as Ly , may be used to help interpret
raw touchpad data, in accordance with one embodiment of the present invention. A pabm line
vertical direction (1930) may be defined running sebstantially through touchpad touch point
{1828 on finger F2 and substantially perpendicular to palm lines (1322). The intorsection of
palm lines {1322) and palm line vertical direction (1930) passing through the longitudinal
axis of F2 may pass through the finger root for 2 at (X0, yo), which may be used for the
origin of the coordinate rotation axes X, Y. In the same manner, the system may also
calculate the likely finger root coordinates for fingers F3 and F4 - in this simplified
approximation, the model may assume that the finger roots are substantially on the same
palm line (1322} as per Figare 16A, 168, 19, Figore 13, and elsewhere. The system may also
calcolate the new coordinates for any given finger “1 root assuming that the band is rotated
at palm angle © by also using rotation formula (1), Here, for example, for finger roots i= 1,
2,3, and 4, the rotation transformed finger root locations may be expressed as:

Xpi vieids [x),
y . ? i
Vi Vo

[#149] Figure 20 depicts how in a more accurate exemplary model, the location of the
various finger roots will be displaced to some extent from the palm line, which forms the
palm angle, by various amounts o1, in accordance with one embodiment of the preseant
imvention. Referring simultancoosly o Figure 17 and Figure 20, the rotation transformed
positions {4, y'u) of the various finger roots afier rotation by palm angle © may be
calculated by the following process. First, calculate the rotation transformed finger 1 root

position (X1, ¥y} from (x4, vy} using formula 1. Second, apply the formulas
Xpp T Xyq F -;—Cwl +wo)and yip = Vg + 8y

[6188] Here often, for a still better approximation, the system may assume that any of

finger roots F2, F3 and F4 mwight be displaced somewhat from the palm line {1322) by a small
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amount, represented by 8, as depicted in Figure 20. Note that 8, may be either positive or
negative.
[8151] Reforring simoeltancously to Figure 17 and Figure 20, similarly for fingers F3 and

F4, the system may usc the approximation that the finger roots are usually separated by the

(]

width of the fingers 1o make further approximations or educated guesses such as:

Pt 1 i PR o
Xpg = Xpgieqy T "Z“(‘V'V(-'—l) + wi ) and yy; = Vri-1y T A0y

i

16182}  Sinularly, for the thumb, 1.¢. finger Fi:

PO RN L , [ N
Hrg = Xy T {wy +wq)and Yoo = Yoy + 8y,

1, - . . - P
where = (wq + wy ) = Lo as depicted in Figures 19 and 20

oy

16183]  Alternatively, using the various rotation transformed finger root coordinates (X4,
v’ 1), the system may also perform the inverse transformation using fornmida (1) to caleulate
the raw touchpad data oot position coordinates (X, v,i) in the original touch pad coordinate
systern. This later technique s often especially usefisl for determining if any of the raw
touchpad data might represent the thumb root location (X, ¥0). The raw thumb root
touchpad data is often difficult to obtain because sometimes the thumb root does not touch

the surface of the touchpad.

[8154] Using the techniques described above, the system may make sense of the raw

touchpad data by sorting the set of rotation transformed fingertip positions {{x;, y'1)} and

finger root positions {(X'n, ¥'r)} according to ascending or descending x value, and then
0 attempt to pair the rotation transformed possible fingertip data (1), v’ with the rotation

transtormed possible finger reot data (X7, vu)
[6185] Missing finger detection algorithms.

[81586] Oficn the user will have real fingers clevated far enough above the touchpad to

produce a “missing finger” problem — that is the touchpad raw data will lack the coordinates

w

of one or more user fingers, and the system software may have to attempt to dedoce the
existence and location of these one or more “niissing fingers”.
[8187] In one embodiment, a umique touchIDr may be assigned for each continuous touch.

Thus when a finger “i” was previously touched o the touchpad and was lifted later, one may
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use the touchpad history data obtained by the system at carlier time points, usually a fraction
of a second earlicr, i.¢. time (t-1), to determine the missing finger. Such time data may also
be used in another alterpative approach, to be discussed shorthy. For example, at time (t-1),
i.e. the previous history of stored touchpad data in a time ndexed stack of such touchpad

data, with fingers F{-F4 identified, one has:

4 . AY .
{‘:\x()‘(t_lﬁ y‘),(t—ll f()uchif)oit—_l)} (x,«;(t_i), j"-"z(f—l}l t()uchi{)&u_l))}

[B188]  Assume, for example, that carrently at time 1, the system has a raw set of data for
just three touch points from three fingers, such as fingers FO, F1, F2 - althouagh this example
is using and numbering fingers FO, Fi, FZ, other fingers and other finger Fi could be

alternatively used. The raw data would be:

{(Xpar Veor tOUCRID ) ..o, (xm,yt.l)touchﬁ}ﬂ) v iz, Voo, touchiDg) o }

[813%]  If one finds, for exanple, that touchID, ,_yy = touchiDy, and touchiDy 4y =
touchiDy, and touchiDy .y = touchi Dy, |, then one may tell from the current data set at
time “t” that; (x;,, yi,, fouchi Dy ) belongs to finger 0, and {(X;q, Ve, touchiD,, ) belongs to
finger F3, and (X, Vi, touchiDy,) belongs o figure F4. Then one may further determine
that fingers F1 and F2 arc missing, 1.e. likely elevated from the touchpad. The positions of

various combinations of other fingers may also be analyzed by the same methods.

@168} However at the initial starting time t=0, the history data may not be available. Thus,
one should determine the missing, e.g. elevated, fingers by one or more various alternate

methods, such as the methods described below,

[#161] Figure 21 depicts how the simplified exeruplary system may attempi (o correlate
detected fingertip data from some fingers with finger root data from other fingers, determing
that some fingertip data is missing, and thus deduce that these fingers are elevated above the
touchpad, in accordance with one embodiment of the present invention. The “missing
fingers” include fingers F1 and F2Z, which arc depicted with shading. Missing fingers inchude
a finger that might have been elevated too far above the touchpad in order to register a touch
point imprint on the touchpad. To cope with missing fingers the system may operate as
follows. First, from the touchpad data set, the system may calculate the palm angle 8

coordinates for the various fingertips and finger roots. Second, for cach fingertip, the system
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may check if the position of the fingertip s inside of the range of Hikely finger root j positions

using a formula such as:

where w; is the width of finger 1.

[8162] Ifthe fingertip “1” is within this range }, then the system will attempt to match the
fingertip “1” with root j. The system, may for example, cven attempt to match potential
fingertip locations from one finger with the potential finger root data from another finger.

For example, the system may attempt to match the fingertip data (%75, y°1) with the finger root

position (X3, ¥ '3}

181631  For the thumb finger FO root (X', v'i0), and pinky finger, 1., finger F4, root (%",

v}, the range may be calculated as follows:
Xy — lengthy < x5 < xf + >y and

. Wy 7 7.
Xpg TS Xy 5 lengtih, ,

p N 4
where lengtho and lengthy correspond respectively to Lo and Ly and where mf corresponds to
Lz as depicted in Figure 21, Note that in this example, the system is also incorporating finger
length, 1.e. the length between the fingertip (%71, v'1) and the finger root (X7, ¥7,1), uto s

biomechanical and/or anatomical model of the human hand.

[#164] In the frequent cases where finger tips may not be successfully matched with
corresponding finger roois, for cach vo-matched finger root, the system may mark that finge
as missing, 1.¢. Hkely raised above the surface of the touchpad, rather than touching the
touchpad. Sec for example, fingers FI and F2 in Figure 21, Here in Figure 21, the shading
of fingers 1 and 2 shows that the system has recognized that the fingers tips are missing,

probably because the finger tips are elevated a sufficient distance above the touchpad.
[#165] Missing finger move/display algorithms.

$166] In order to show a virtual image of the moving finger, along with fingers that are
£ £ Hig £ £

touching the touchpad, in some embodiments 1t will also be usefol for the system to maintain
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a stack of the latest n, where n = 1, sets of finger position history information — i.¢. retain a

history of the most recent finger positions.

1#167]  To onc embodiment, when, as will frequently be the case, the finger position data is
msufficient, but the missing finger “1”" may be identified by using the previous algorithm or
other methods, one may approximate the missing finger’s position by assuming that as pera
normal biomechanical and/or anatomical hand, the change x and y position of the missing
finger’s neighboring fingers, e.g. neighboring change Ax and Ay, will also pertain to any

change i location of the missing finger as well, as desceribed in the following examples.

18368}  Assume that the current time is time 7, and that the locations of the fingers at
carlier times, i.e. within a second or a few fractions ¢f a second, have been saved as frames

data such as of t-1 i the stack. The system may compute 8 weighted mean value such as:

n I s e \
A Sim{welght ; « (X — X(j-1y)

kA

g4 -
foq Welght;

and

Lisaweight; = (7 = Yje-1y)
2w Weight;

Ay =

, where j = [1, n] are the touching fingers.
18169} Using the above scheme, then the current position for the missing finger *“” may be
calcolated as follows.

Xgp = Xygpoqy + By and y;, = Vi1 + Ay
Note that for {Ax;, Ay, ) calculations, one may also use other mathematical methods such as
arithmetic mean, median geometrical mean, harmonic mean, and so on.
[#17¢] Finger to hand matching algorithms.

[8171] Often, particularly for larger devices, the user may operate the device using two
hands. When the user is operating the touch pad with two hands at the same time, the system
additionally should be able to decide to which hand the touch points belong to in order 1o
show the user’s two hands properly in the display. The system may use various algonithms to

help with this decision.
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#1721 In onc embodiment, the system may use the range information on the coordinates
after rotating the data by palm angle ©, as is shown on Figure 21, In this example, all touch
points within the following range may be assumed (i.c. mapped into) one hand. The criteria

here may be:

Forx [x/o — lengthy, x4 + length,] and for yv:

[C, {ength,] or [0, max{lengthy ... lengih,}]

[#173] The system may also use the touch angle mformation for touch points and palm line
angles to help assign the raw touchpad data (o one hand or the other. Here, for example, the
system may assune that both hands belong to the same ndividual, and essentially extend the
biomechanical and/or anatonuical model of the human hand to also put in some simphified
human anatomical constraints regarding the relationships between the angles of one hand and

the angles of the other hand.

[#174] Figure 22 depicts how the simplified exemplary system may further assign raw
touchpad data to two different hands (left hand (2202} including FOL through F4L, and right
hand (2204) including FOR through F4R) of the same user, based ou the assumption that the
range of possible band angles for the same user is hmited by the user’s anatomy, n
accordance with one embodiment of the present invention. According to the previously
discussed multi-touch protocol, the touch angle of a touch point may also be determined
along the long touch side defined as follows. That 1s, usually a finger will touch n a roughly
oval pattern with the long axis of the oval, 1.¢. the long touch side, corresponding to the touch
angle o of a touch poini. For example, based on human anatomical considerations, the angle
o between the touch point directions D41, DZR and the associated respective palm lne
vertical direction (2220, 2230) will gencrally be in the range of {0, 90] degrees. The palm
fine vertical direction (2220, 2230) is substantially perpendicular to associated palm lines left
and right (1322, 2222) respectively. In this example, palm line vertical divection (2220) may
be associated with finger F4L through touch point (2224) and palm line vertical direction
{2230} may be associated with finger FZR through touch point (2234)

[#175]  Alternatively or additionally, in one embodiment, the system may aiso partition the
touchpad arca (for example, split the touchpad arca into a left half and a right half) and assign

some or all of the touch pad data from the left half to the user’s left hand, and assign some of

all of the touch pad data from the right side of the touchpad to the user’s right hand.
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[#176] Angle based finger matching algorithms:

16177]  Figure 23 depicts a first simplified exeroplary example of angle based finger
matching algorithms, in accordance with one ewrbodiment of the present invention. Angle
based methods may be used fo match raw touchpad data with specific user fingers. These
alternative, angle-based, finger matching algorithms may be implemented as follows. First,
perform or do a best fit between the touchpad data and the biomechanical and/or anatomical
model of the user’s hand, and second, use this best fit biomechanical and/or anatomical
model of the user’s hand, to find a point substantially along a mid-ling (2310) of middle
finger F2. Here, for cxanpie, one may have mid-line of middie finger F2 pass through the
center of the palm, e.g. pabm center point, {x., v} or other point on the palm (any palm center
PO {Xoaner, Yoonter) 128Y be used so long as it is inside a region bounded by the five
metacarpophalangeal joiuts (x4, vi)}. The coordinates of the palm center point may be

calculated based on the finger model, and known finger positions.

[$178] Contimiing the above algorithm with the second step, find (e.g. calculate) the finger
root (metacarpophalangeal joint) coordinates (X,g, Vo) - (xm’ym:} and calculate the angle

oy of finger root “17 {o palm center:
Xypi = a.ng(xri = Xeenter: Yi ™ ycente‘r)»

The angle calculated by atan? has a range within about —x to -+n. Third, sort the o, .04 In

ascending or descending order.

[#178] Figure 24 depicts a second simplified exemplary example of angle based finger
matching algorithms, in accordance with one embodiment of the present invention.
Continuing the above algorithm with the fourth step, find all fingertip coordinates (%o, vo)

s
(1, v1).. (X4, y4) and calculate the fingertip angle o to palm center (X, yo) =

(Xeonters Veenrer ) Whete ;= afan2{X; — Xeenter: ¥i ™ Veenter). Next, s0711 ¢ in the same
order as the o Then, match the corresponding finger o the associated angle, as per Figure
24. The advantage of this approach is that onc does not need to perform coordinate rotation
to match the fingers. Instead, the atan? calculations may be done by computationally faster

methods, even by table lookup methods, as needed.
11861 Iterative or best fit embodiments.
[#i81] insome embodiments, particularly when the raw touchpad data is cluttered or

otherwise confusing, the hand and finger analysis software discussed above may operaic by
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an iterative process. For example, the software may make tentative assigmments between the
raw touchpad data and onc possible s¢t of fingertip, finger root, or paim touch points on the
previously discussed biomechanical and/or anatomical model of the buman hand (here the
user’s hand), and score the results according to how close the raw touchpad data, either
before or after various possible transformations, may fit with a known hand configuration.
The sofiware may then explore other possibic hand configurations and transformations, and
then select or choose the hand configuration and/or transtormation (e.g. rotations,
translocations, missing fingers, and the like) that produces the highest overall score. The
software will then use the highest scoring hand configoration and orieniation model for

virtual hand display purposes.
[6182] Optional lmaging.

[#183]  In some embodiments, to improve accuracy (that 1s to replace standard homan hand
biomechanical and/or anatomical model default parameters with actual oser calibration
parameiers), it will be useful to acquire an image of the user’s hands, and to employ various
image processing and analysis techniques to analyze this image of the user’s one or more
hands to better estimate the relative length of the various bones of the user’s hands. Indeed,
in the event that the user has lost one or more fingers, the systom may then use this
information to rake corresponding changes in its biomechanical and/or snatonycal model of
the hunman hand. In other words, the model may mclude calibration information associated

with an image of at least a portion of the hand of the user.

[6184] Figure 14 depicts how the simplified exemplary user’s hand or hands may be
photographed by the device’s camera or other camera, and this image information may be
used to refine the default parameters of the biomechanical and/or anatomical model of the
user’s hand, in accordance with one combodiment of the present invention. In acquiring such
mmages, often it 1s useful to have the system provide a standardized background, such as a
series of distance markings, grid, graph paper, and the like (1400} in order to better calibrate
the tmage of the hand and correct for image distortions. This standardized background may
additionally mclude various color, shades of gray, and resolution test targets as well. The
background may be conveniently provided by, for example, electronically providing one or
more background image sheets {c.g. a jpeg, png, pdf or other image file) for printing on the

user’s prinder.
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[#185] In onc embodiment, the user may put cach hand on background (1400), and teke a
photo of the hand(s) {1402) with either the computerized device’s camera or other camera.
This tmage may then be analyzed, preferably by an image avalysis program. The background
image will help correct for any image distortions caused by differcnt camera angles, and the
lke. The oser hand image analysis may be done onboard the vser’s handheld computerized
device, but it need not be. In an alternative embodiment, the user may upload one or more
images of the hand taken by any imaging device te an external image analyzer, such as a
remote internet server. In either event, the image analyzer will analyze the aser’s skin or
hand outline appearance {1404}, deduce the most probable lengths one or more bones of the
user’s hand, such as the user’s various finger and thumb bones, and send this data or other
data to correct the default biomechanical and/or anatomical model of the user’s hand(s) back
to the user’s computerized device, such as for example during calibration step 906 referenced

in Figure 9 above.

[#186] Alternatively, at least with more sophisticated and possibly next-generation
touchpads capable of providing position details for a large number of coniact points, the user
may calibration the touchpad by firmly pressing a portion or all of the user’s hand on the
touchpad, and allowing a highly capable touchpad o n s precisely render the resulting
handprint. A compute program may then analyze the touchpad-derived handprint, extract
parameters such as finger joint positions, probable finger and hand bone lengths, and the like
and derive the same mformation as previously discussed for the photographic calibration step
above. In other words, the model includes calibration information n accordance with

pressing a portion of the hand of the user on the touchpad.
18187} Alternatives or supplements to the touchpad.

[G188] In an altoreative cmbodiment, information on the user’s finger placement may be
obtained using optical methods. Thus in an alternative embodiment, the touchpad sensor may
be an optical method such as one or more cameras. These camera(s) may keep track of the
uset’s hand and finger positions, and this data may then be fod into the biomechanical and/or
anatomical model of the human hand(s) to compute a graphical representation of at least the

user’s fingers as described previously.

[#189) Real time video updating
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[#188] In ancther embodiment, image information may also be used to refine the
biomechanical and/or anatomical modcl of the user(s) hands in real time while the user is

using the touchpad.

[6191] Figure 15 depicts how an exemplary device camera (1500} may be used to obtain a
partial image of the user’s hand (1506} while using the device’s touchpad (1508}, and this
mformation also used to update and refine the biomechanical and/or anatomical model of the
user’s hand, in accordance with one embodiment of the present invention. The rear mounted
device camera (15030), which often will have a very limited field of view at close range
(1502}, may nonetheless be used to obtain a real time video image of a portion or part (1504)
of the user’s hand (1506} while the user 15 using a rear mounted touch pad (1508) using a
touch pad mounted on the back of the computerized device (1510). At the same time, touch
pad data gives the position of the user’s index finger (1512} as a strong touch pad signal, and

the position of the user’s middie finger {1514} as a weaker touch pad signal (1514).

#3192} Note that although the portion of the hand (1504} that may be directly visualized by
video camera {1500) does not include any troage jnformation at all pertaining to the position
of the user’s fingers, the image information (1504) does provide a aseful series of further
constraints upon the biomechanical and/or anatomical model of the user’s hands. Thus, the
partial band image information, in conjunction with the touch pad data (1512), (1514), and
optionally with a refined biomechanical and/or anatomical model of this user’s hand Gf
available) obtained in Figure 14, above, may improve the accuracy of the depiction of the

user’s hand and fingers.

[#193] insome embodiments, for amusement or artistic purposes, the aser may not wish to
have a fully accurate anatomical model of the user’s virtual hand displayed on the screen, but
may jnstead prefer a variant, such as a realistic depiction of a “mouster hand” with fingers
being replaced by claws, fur, or pads, and the hike, or of a skeleton hand that shows the
underlying biomechanical and/or anatomical estimation of the user’s hand bones as per

Figure 13.

[8194] In one embodiment, the system software may also be configured to render the user’s
fingers and hands as various hand variants when displayed. Geuoerally, these hand variants
will still provide realistic information pertaining to the user’s hand and finger placement, but
will also provide this information as various user artistic options that often may be

customized according to user preference.
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#1857  Three dimensional multi-touch gesture controls.

161%6] Conmmmonly, touchpad controls to a computerized system have focused on fwo
dimensional finger gesture controls requiring finger contact on the locally two-dimensional
touchpad surface, cven if that surface as a whole may be curved or otherwise project into the
third dimension to some extent. In contrast, the embodiments of the present invention, which
may operate using a biomechanical and anatomical moedel of the human hand, may include a
three dimensional gesture component that enables various types of three dimensional multi-
touch gesture controls described below. Three dimensional multi-touch gesture controls may
he advantageous in applications where the user needs to touch a portion of the touchpad
continually, such as for example, when the user holds a handheld computerized device
inchuding a touchpad on the backside of the device. The three dimeunsional multi-touch
gesture contrels may help the computerized systom differentiate touches on touchpad control

regions intended as control mputs from touchpad touches used to merely hold the device.

#3197} In some embodiments, the throe dimensional sensing aspects of the prosent
invention may be used to control virtual keyboard data entry 10 a compuierized systom by
various “1ift and tap”, or “lift and drag”, or “lift and other gesture™ type modes for data inpot.
More complex varianis can alse implement other commands, such as “lift and tap and rotate,

.32

¢.g. with two fingers”, “lift and tap, and enlarge, ¢.g. with two fingers”, and so on.

#1981  In onc embodiment, the biomechanical and anatomical model of the user’s hand
may nform the systom when one or more user fingers are positioned on the touchpad so as to
be above a corresponding control vegion of the touchpad, such as above a key of a virtual
keypad, virtual keyboard, or above a hyperlink, and/or the like, but not yet touching the
corresponding conirol region. Becausce the mode] of the hand accurately determings the
location of the one or more user fingers even when the user’s finger is not touching the
surface of the touchpad, the “offtouchpad” finger location may be used for three-

dimensional gestore control.

16199  In one embodiment, the control region of the computerized system may beon a
touchpad including an integrated display screen located in substantially the same location.
For example, integrated touchpads may include both display screen and touchpad built in
layers and accessible from the same surface or side of the computerized device and thus
located substantially in the same location even though the layers may be separated by small

dimensions relative to the touchpad surface length or width. In an alternative crubodiment,
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the control region of the computerized system may be on a separate and/or additional
touchpad being located in a location that is different from the location of the display screen as
previcusly described in reference to Figure 8. For example, integrated touchpads may
melude both display screen and touchpad built in layers and accessible from the same surface
or side of the computerized device and thus located substantially in the same location even
though the layers may be scparated by small dimensions relative to the touchpad surface

length or width,

#2668} In onc cmbodiment, the user moves a finger onto a control region of the touchpad,
and this finger s in comdact with the touchpad. The computerized systom uay determinge if
the user wants to activate that control region, e.g. press the virtual key ov control region to
gencraie an input to the computerized system using, for example, a “lift and tap” type control
scheme described as follows. When the systern does not receive mputs according to the “hift
and tap” or “Iift and related type” control schemes described below, the nitial finger touch,
even if touching a control region of the touchpad, may not generate unwanted control inputs

enabling the user o continue just safely holding the touchpad.

[8261] Figure 26 dopicts a simplified exemplary flowchart of a “lift and tap” technique of
key entry for controlling an input from a user to the computerized sysiem, in accordance with
one embodiment of the present fnvention. Figure 26 depicts the “lift and tap” technigue
melades obtaining (2510) data from a touchpad, the data being associated with the location
and movement of a finger and/or hand of the user and not assoeiated with an fimage of the
finger of the user from an image sensor, when the user operates the computerized system
using the touchpad. The “lift and tap” technigue further includes communicating (2620} the
data from the touchpad to the computerized device and analyzing (2630} the data in

accordance with a2 model of 2 human hand, such as referenced in Figure 9 — Figure 25,

[B202] Figuves 27A - 27F depict a sertes of simplified exemplary display screen shots of
the “lift and tap” techmique of key entry depicted in Figure 26 being used to type the fisst two
fetters of a “Hello World” message on the computerized system, in accordance with
embodiments of the present invention. Figures 27A — 27F were obtained as screen shots or
grabs in that respective order from a few seconds of video showing the display screen of a
prototype handheld computerized device while the user proceeded to type at touch-typing
speed using the “lft and tap” technique referenced in Figure 26, The system bas already

assigned the touch data from the touchpad to at least one of the multitude of fingers of the
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model, computed 2 graphical representation of the at least one finger of the user, in
accordance with the model, and now displays the graphical representation of the fingers (F1,
F2, F3) and hand (2701 of the user on a display screen (2700) of the computerized system.
Mote that hand (2701) including fingers (F1, F2, F3) is displayed clearly as a virmual, i.e.
computer-generated, hand because the palm includes square edges, the fingers include

straight sides, and the joints between the fingers and the palm are not continuous.

#2831 Referring simubtancously to Figure 26, Figure 27A, and Figure 27D, in one
embodiment, the system {optionally) determines (2640}, in accordance with the touchpad
data and the model of the human hand, that at least one user finger (F1, F2, F3) is initially
touching, or is in contact with, the region of the touchpad corresponding to a virtual key

(2702, 2703, 27085, 2725) or other control region.

[#284] In onc embodiment, when the system first detects that a particular user finger
mitially touches or is in contact with a virtual key or other control region, the system may
optionally gencrate a graphical representation associated with the control region being
touched ou display screen (2700) of the computerized system. For example, Figures 27A -
27F further depict the system is generating and displaying on display screen (2700) a
graphical representation of 8 virtual keyboard inclading a muoltitede of virtual keys, including

virtual keys (2702, 2703, 2705, 2715}, corresponding to control regions on the touchpad.

[#285] In onc embodiment, the system may then change the appearance of the graphical
representation of the touched virtual key or other control region to show or indicate the
control region is being initial touched thus providing confirmative feedback to the user. For
example, the change of the display image of the touched virtual key may be shown as a
change of size, color, shape, slight displacement of the position of the control region image,
slight change in display type such as distortion of the condrol region image, flashing, and/or
the hke. For example, Figure 27A depicts virtual keys (2702, 2703, 27485), which ave being
mitially touched by respective user fingers (F1, F2, F3) are temporarily displayed imehuding a

slightly larger size and a slightly bolder upper border than the remaining untouched keys.

[8266] Reforring simeltancously to Figure 26, Figure 278, and Figure 27E, in one
embodiment, the user may next lift the at least one user finger, ¢.g. graphically represented by
finger F2 in Figure 278, and finger F3 in Figure 27E, and the system determines if the now

missing n touch contact or lifted finger is most likely positioned above the same previously

touched virtual key or other control region on the touchpad. In some embodiments, the
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system will use the biomechanical and anatomical model of the user’s hand to make the
above determination. In other words, the system determines {2650), using the model that at
feast one finger of the user, ¢.g. graphically represented by finger F2 o Figure 278, and
finger 3 m Figure 27E, is positioned above but not touching the control region of the
touchpad, ¢.g. graphically represented by virtual key “H” in Figure 278, and virtual key “E”
in Figure 27E. The model may be used to determine, for exampie, that although the touchpad
may no longer divectly sensc that the user’s finger 18 in contact with that particular virtual key
or other control region, nonetheless the finger is positioned directly above the control region,
in accordance with touch data from other regions of the user’s hand and/or fingers and the

counstraints of the model of the human hand.

[82¢7] It is understood that even if the user initially positions his or her hand and
associated fingers in contact with the touchpad such that the at least one finger, ¢.g.
graphically represented by finger F2 in Figure 278, and finger F3 i Figure 27E, does not
mitially contact the conirol region, then the system may still properly determine what control
region is posttioned directly below the at least one finger not in contact with the control
region. In other words, step 2640 described carlier may be an optional step in some
embodiments beeause the model may determine the fingertip locations even with the at least
one finger not tnitially in contact with the touchpad but hovering over the control region

using the constrainis of model of the human hand.

[8288]  Still referring sinmibtancously to Figare 26, Figure 278, and Figure 27E, in one
embodiment, the system may temporarily - for example, 3 first time interval between 0.05
and 5 or even 10 seconds, change the appearance of the graphical represeutation of the virtual
key or other control region the at least one finger is hovering over. In other words, when the
at lcast one finger is positioned above but not touching the first contro] region, the system
may display the graphical representation of the control region with a different appearance
than the prior appearance of the control region. The difference in the graphical representation
may be an enlargement of the represented virtual key or other contrel region, as shown at
(2728 and (2730), or the difference may be another visual change such as 3 change of size,
color, shape, slight displacement of the position of the control region image, shight change in

display type such as distortion of the control region image, flashing, and/or the like.

[6269]  In another embodiment that might be usefl for handicapped individuals, the system

may nstead produce or generate a sound signal audible to the user instead of, or in addiion
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to, the changed appearance of the graphical representation of the control region when the at
least one finger of the user is positioned above but not touching the control region. Note that
m Figure 278 the graphical representation of virtaal keys (2702, 2705) remains displayed as

in Figure 27A because user fingers (F1, F3) continue to touch the touchpad in Figure 278,

[6218] Referring simultancously to Figure 26, Figure 27C, and Figure 27F, o one
embodiment, when the user lowers the at least one finger {e.g. graphically represented by F2
m Figure 27C, and F3 in Figure 27F) back onto or tooching the touchpad in that region of the
touchpad that corresponds to the control region (c.g. graphicaily represented by virtual key
“H in Figure 27C, and vittual key “E” in Figure 27F). In ovne embodiment, to provent false
mputs and/or to enable finger re-positioming without command input, the user’s finger
lowering may optionally be required to happen within a certain time interval or “first period
of time” (usually on the order of between 0.01 seconds and 5 or even 10 scconds afier the
system optionally changes the appearance of that particular key or other control region at the

start of step 2650,

[#211]  In onc embodiment, the system may then verify, using the biomechanical and
anatomical model of the user’s hand, that the user’s at least one finger has now “struck™ or
“tapped” the particolar virtual key or other controf region. In other words, the system
determines {2660} that the at least one finger 1s subsequently touching the control region in
accordance with the data and the model. In one embodiment, the system may record, or
register that the appropriate virtual key has been pressed by storing a record of that action in
memory. [n Figures 27A — 27C the user is inputting a command fo the computerized system
1o type the letter “H”. The system recogunizes by the lift and tap action of user finger F2 that
the user is commanding the system to type the letter “H”, and the system generates and
displays a corresponding letter “H™ (2722) on display screen {2708) to confirm the execution
of the command. In Figures 270 — 27F the user is inputting a command to the computerized
system 1o type the letter “E”. The system recognizes by the lift and tap action of user finger
F3 that the user intends to command the system to type the letter “E”, and the system
generates and displays a corresponding letter “E” (2732} to confirm the execution of the

conunand.

[6212] In one embodiment, the system may optionaliy change the displayed appearance of
the graphical represcntation of the struck or tapped virtual key or other control region, often

back to either its original appearance (as depicted in Figure 27C and Figure 27F) or an
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optional different altered appearance (e.g. a8 “key struck” appearance) to visually confirm the
control region is touched or struck. In one embodiment, the altered appearance may include
visual change such as a change of size, color, shape, shight displacement of the position of the
control region Image, shight change in display type such as distortion of the control region
image, flashing, and/or the like. In one embodiment, the optional different altered
appearance may be displayed for a short second period of time or time interval, often in the
(.05 10 1 sccond range, but may extend longer, such as up to 10 seconds. In one
embodiment, alternatively or additionally, the system may also generate an aoditory signal
that the user’s actions have resulted in the pressing of a particular virtual key or other conirol

Tegion.

[6213] Figurc 28 depicts a simplified exemplary flowchart of a “lift and drag”™ technique of
key entry for condrelling an input from a user to the computerized system, in accordance with
one embodiment of the present invention. The above embodiments may be extended to other
mput techniques, such as “1ift and drag”. In a “lift and drag” technique, in one embodiment,
the conirol region may include an clongated control region with a length substantiafly greater
than the longitudinal length of the surface region of the user’s at least one finger when
contacting the touchpad. Such an elongated control region may inchade a virtual shider {e.g. a
virtual linear control region), virtual rectangular or eireular rotation (e.g. a virteal control
knob) or virtual expansion-contraction control region, and the like. In another embodiment,
the control region may include a multitude of file names, images, icons, and the hike, so that
the user may drag these file names, images, icons and the Hke via the drag techuigue to, for

example, exccute a move and/or copy command on the corresponding files or virtual ohjects.

[8214] In one embodiment, after determining that the at least one finger 18 subscquently
touching {2660) the first control region in accordance with the daia and the model and
optionally within a certain third time jnterval (usually on the order of between 0.0 seconds
and 5 or even 10 seconds after the user’s finger fmitially contacts the touchpad), the user may
move or slide the at least one finger on the clongated control region of the touchpad. The
system miay then verify, using the biomechanical and anatomical model of the user’s hand,
that the user 1s moving or shding the at least one tinger over the elongated virtual key or other
control region. In other words, the system determines (2810) that the at least one finger is
subsequently touching the first control region in accordance with the data and the model. The
systerm may then store {2820} in memory a record of the moving or sliding of the at least one

finger (e.g. register that for example, a slider has been moved, and the Like), and then
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optionally change the appearance of the elongated virtual key or other control region, such as
file names, images, icons and the like, o visually confirm the command action was cxecuted
{(c.g. move a knob on a slider control). In one embodiment, alternatively or additionally, the
system may also give an auditory signal that the user’s actions have resulted in the actuating

of the drag command and associated result.

{8215  In onc embodiment, the user may Hit two or more fingers. In other words, the
system may determine using the model, that a muoltitude of fingers of the user are positioned
above but not touching the control region of the touchpad. The user may then lower the two
or more fingers to the touchpad. In other words, the systenm may determine that the nultitude
of fingers are subsequently touching the control region in accordance with the data and the

model.

[#8216] Then in one embodiment, the system may determine a motion of a first finger in
relation to a motion of a second finger different than the first finger and assign a command to
control the computerized system in accordance with the determined motion. For example the
user may either move the two tfingers further apart on the touchpad to change the displayed
image, ¢.g. magnify or zoom-in on a displayed image, move the two fingers closer together to
zoom-out, of rotate the fingers around a rofation point intermediate between the two fingers
to rotate an image. The system may be configured fo do corresponding display scroen
operations under touchpad control where the image on the display screen expands or
contracts, or rotates according to the rotation divection of the fingers when the relative
motions of the two fingers are assigned to the respective commands. In one embodiment, the
system may not reguire the use of a virtual key or other coutrol regions. {nstead, the systern
may operate as if the entive screen 18 a virtual control region that may be sabject to zoom-in,

zoom-out, and/or rotation conirolied as described above.

[B217]  Most existing two dimensional multi-touch gestures may be similarly extended or
modified into corresponding three-dimensional counterparts that incorporate the finger lift
gesture component described above. Examples of existing multi-touch gestures that may be
modified for additional finger Bft functionality include various Apple OXS gestures, such as,
but not limited to: swipe behind full-screen apps, two-finger seroll, tap to zoom, pinch to
zoom, swipe to navigate, open launchpad, show deskiop, look up, app expose, rotate, three-

finger drag, tap to click, secondary click, notification center, and show web browser tabs.
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[#218] The embodiments of the present invention may be extended or modified for use
with touchpads that arc capablc of sensing the force exerted by a finger in contact with or
touching the touchpad. One example of a force sensing touchpad embodying the present
mvention may use a touch sensing device commercially available from Synaptics fuc., San
Jose, California and commmnonly known as the ForcePad™ family of prodocts. With a force-
sensing touchpad, the touchpad not only may determine a finger touch location on the surface
of the touchpad, but also may sense and determine how much force per finger is being
applied to the surface of the touchpad. In one embodiment, the dimension of force per finger
in the touchpad data may be used by the system instead of or in addition to sensing when a

finger of the user is lified off the surface of the touchpad.

[621%] Figurc 29 depicts a simplified exemplary flowchart of a “lift and tap” technique of
key entry moditicd to use force applied per finger for controlling an input from a user to the
computerized system, in accordance with one embodiment of the present invention. Figure

29 includes the same features as Figure 26 with the following exceptions. When the system
obtains {(2910) data from the touchpad, the data may be be additionally associated with the

force of a finger and/or hand of the user upon the touchpad.

[6228] Referring to Figures 27A ~ 27F in one cmbediment, the system may display a
graphical representation of at least one touch point associated with the force per finger (2743,
2750, 2753, 2765, 2770, 2775) applicd upon the surface of the touchpad by the user at the
corresponding location on the touchpad where the fingers touch the surface of the touchpad.
In one embodiment, the graphical representation of the touch point may be depicted as a solid
cirele including & diameter associated with the amount of force per tinger applied upon the
surface of the touchpad. In alternative embodiments, shapes other than a solid circle may be
used and/or other display attribotes than size may be associated with the force per finger. In
one embodiment, the force por finger may be associated with at least one of a size, a color, a
position, a shape, or a display type depicted on the display screen. For example, the amount
of force per finger may be associated with a flashing type display where the rate of flashing

may be associated with the amount of force.

[6221] Reforring simoeltancously to Figure 27A | Figure 27D, and Figiwe 29, after
analyzing (2630) the data in accordance with a model of a human hand, the system may
optionally detcrmine (2940) that at least one finger is initially touching the control region

using force within a range “A” in accordance with the data and the model. Inone
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embodiment, force range A may include a range of force per finger above about 0.5 newton
or about 50 gram weight cquivalent units (on the surface of the Earth), corresponding to when
the user touches the surface of the touchpad by pressing firmby. In one embodimnent, the
system may optionally display the graphical representation of the at least one touch point
associated with the force per finger (27035, 2765) corresponding to force range A depicted as
a solid circle having a relatively large diameter close to the pitch botween adjacent virtual
condrol surfaces, i.c. virtual keyboard keys, and/or close to the width of user fingers (F2, F3),

respectively,

162221 To onc embodiment, an audible signal may be generated in addition 1o or fnstead of
the graphical representation of the touch point when the user’s finger is initially touching the
first control region using force range A. In one embodiment, an mechanical response may be
generated by the system in addition 1o or instead of the graphical representation of the touch
point when the user’s finger is indtially touching the first control region using force range A.
In other words, the computerized system may generate a haptic feedback response from the
computerized system to the user when the at least one finger of the user is touching the first

control region using the first force.

[6223] For example, the mechanical response may include a haptic response such as
mechanically shaking or vibrating a portion of the computerized system using a mechanical
actaator such that the touchpad is shaken by being mechanically coupled to the shaken
portion of the computerized system. In one embodiment, the shaken touchpad may provide
haptic feedback to the vser’s fingers in any combination of the visual, i.e. graphical
representation, and/or audible feedback to the user indicating the user’s action has been
registered by the computerized system. In another embodiment, a different portion of the
computcrized system than the touchpad may be mechanically shaken or vibrated such a
portion of the computerized system in mechanical contact with the user, ¢.g. a wearable
device, or a device supporting the user such as a chair, seat, backrest, clbow rest and/or the
like. Haptic feedback may be useful when sudible feedback is undesireable or ineffective,

such as in an audibly noisy environment.

[8224] Reforring simeltancously to Figure 27B |, Figure 27E, and Figure 29, in one
embodiment, the system may determinge (2950), using the model, that at least one finger of
the user is touching a condrol region of the touchpad using a force range “B” different than

force range A. In one embodiment, a force per finger from force range A may be greater than

Lo
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a force per finger from foree range B. In one embodiment, force range B may include a range
of force per finger between zero nowton and about (.5 newton. In onc embodiment, the
system may change the display of the graphical represcutation of the at least one touch point
associated with the force per finger (2750, 2770) 1o a different size, color, position, shape, or
display type. For example, the touch point associated with the force per finger (2750, 2773
may be depicted on the display screen as a smaller solid circle corresponding to 3 lighter
touch of the user’s finger than when the finger was titially touching the contrel region in

Figure 27A and Figure 27D.

162258]  To onc embodiment, an audible signal may be generated in addition fo or fnstead of
the graphical representation of the touch point when the user’s finger is touching the control
region using force range B. In onc embodiment, an mechanical response may be generated
by the system in addition to or instead of the graphical represertation of the touch point when
the user’s finger is touching the control region using force range B. In other words, the
computerized system may generate 8 haptic feedback response from the computerized system

to the user when the user’s finger is fouching the control region using force range B.

[8226] Inthe example depicted in Figure 278 and Figure 27E, the finger is still in contact
with the surface of the touchpad but with a lighter touch than the initial touch. However, the
users Hghter touch action may be interpreted by the syster o similar fashion as to the earlier
embodiments which described the user’s finger being litted completely off the touchpad
surface, 1.¢. force equal to zero newton, the lift in the present embodiment inclode Hifting the
finger merely to reduce the force exerted by the finger but not completely lifting the finger
off the surface of the touchpad. The hghter force lift technigque may take less computational
resources, provide faster system speed, and/or better reliability than when the finger is lifted
completely off the touchpad surface because the lighter force touch point location of the
user’s finger is directly available without having to estimate the position of a finger lifted

completely off the touchpad swrface.

16227] Referring simuliancously to Figure 27C , Figure 27F, and Figure 29, in one
embodiment, the system may determine that the at least one finger is subsequently touching
the control region using force range A in accordance with the data and the model. In one
embodiment, the sysiem may change the display of the graphical representation of the at least
one touch point associated with the force per finger (2753, 2775) to a different size, color,

position, shape, or display type. For example, the at least one touch point associated with the
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force per finger (2753, 2775) may be depicted on the display screen as a larger solid circle
corresponding once again to a more forceful touch of the user’s finger in force range A
similar to that when the finger was foitially touching the control region in Figure 27A and

Figure 27D.

[6228] Figure 30 depicts # staplified exemplary flowchart of a modified “Bft and tap”
technigue of key entry modified to use a third force apphied per finger for convolling an input
from a user to the computerized system, o accordance with one embodiment of the present
vention. Figore 30 depicts the same features as Figure 29, except Figure 30 depicts the
system may determine that the at least one finger is subsequently touching (3060} the control
region using a foree range “C” in accordance with the data and the model. The third force
applied per finger may be within a range of force per finger from force range €. Force range
C may tochade a range of force por finger that is different than both force range A and force
range B. Use of three force ranges A, B, and C may further veduce unintended inputs
compared to using just two force ranges. In one embodiment, force range C may tnclude a
range of force per finger that is greater than force range A, which in turn may be greater than
the range of force per finger from force range B. For example, the computerized system may
respond to a touchpad fnput sequence from a finger of a user that inchides a medium foree A,
followed by a small force B, followed by a large force range C similar to what the user may
use when typing on mechanically actuated keys. H is understood that other combinations of
the three force ranges may be used n sequence to provide an input to the computerized

system,

162291 o onc embodiment, an audible signal may be generated in addition fo or fnstead of
the graphical representation of the touch point when the vser’s finger is subsequently
touching the fisst control region using the force range A. In one embodiment, an mechanical
response meay be generated by the system in addition to or instead of the graphical
representation of the touch point when the user’s finger 1s subsequently touching the first
control region using the force range A, In other words, the compudterized system may
generate a haptic feedback response from the computerized system to the user when the

usetr’s finger is subsequently touching the first control region using the force range A.

[8238] The scquence of steps for a user’s finger actuating a command arca on the fouchpad
in the eombodiments above included the system responding to an optionally stronger force

range, followed by a weaker force range, followed by a stronger force range, in that order. It
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18 understood that, in an alternative embodiment, the nverse sequence of force by the user’s
finger may be used where the systom responds to a weak force range {optionally) applied by
the user’s finger, followed by a stronger force range, followed by a weaker force range, in
that order. In either aliernative embodiment, the system may recognize and respond 10 any
sequence of a first force range followed by a second force range that is different from the fivst

force range applied by the user’s finger to actuate a command arca on the touchpad.

[#231] The embodiments of the present invention may be extended or modified for use
with not only force-sensing touchpads that may directly determing the force excried by a
finger in contact with or touching the touchpad, but also with capacitive sensing touchpads.
In one embodiment of the present invention, a capacitive sensing touchpad may mdirectly
determine the force using & contact arca included in the data from the touchpad. To contrast,
force-sensing touchpads directly determine the force without using a contact area included n

the data from the touchpad.

1$232] Figures 31A — 31B respectively depict stmoplified cxemplary side and top views of a
portion of the touchpad (3110) using the contact area (3120} resulting from a first force FA,
in accordance with one embodiment of the present invention. Figures 31A depicts a user’s
finger (3130) pressing on the touchpad with a force FA using force range A, in accordance
with onc embodiment of the present invention as described above. Force range A deforms
the soft tissue of user’s finger (3130) between the user’s bone and the touchpad surface,
which is more rigid than the soft tissue, forming a contact area (3120) at the touch point on

the touchpad.

[8233] Figures 32A ~ 32B respectively depict simplified exemplary side and top views of 8
portion of the touchpad (3110) using the contact arca (3220} resulting from a second force
FB, in accordance with one cmbodiment of the prosent invention. Figures 32A depicts user’s
finger (3130) pressing on the touchpad with a force FB using force range B, which is
different than force FA, in accordance with one embodiment of the present invention as
described above. In one embodiment, force range B may be less than foree range A.
Theretore, force FB deforms the soft tissue of user’s finger (3130) between the user’s bone
and the touchpad surface 1o a lesser extent than when force FA is applied, forming a contact
area (3220) at the touch point on the touchpad that has smaller area than contact arca (3120}

as depicted respectively in Figures 328 and 31B.
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[#234] The system may use the contact arca data from the touchpad to then indivectly
calcufate or determine the force range applied by the finger and/or hand against the touchpad.
The contact arca information requires the soft and/or resilient tissue of the hand to be in
contact with the touchpad without the touchpad sapplying the force data directly, which for
example, prechides the uvse of a rigid styhus to enter the touchpad data instead of s user’s
hand. Once the system calculates or determines the finger force range applied to the
touchpad, the system may then usc the calenlated force information in the same emboduments

described in reference to Figures 27A — 30,
#2358} Distinguishing between control regions and “holding regions.”

[8236] Although users may, for exanple, use back mounied touchpads to control their
various handheld computerized devices, in some situations, users may simply wish to hold
their handheld computerized devices i the same region as the back mounted touchpad, which
may create false command imputs when the user inadvertently touches a control region but
really intends to merely bold the device by touching the touchpad. In these and related
stfnations, according to one erubodiment, the user may desiguate a portion of the touchpad
surface area as being reserved for non-control purposes, e.g. “holding” purposes, heremafter
also referred (o as a “non-control” region of the touchpad. In other words, the sysiem cnables
the user to deosignate or fock out a portion of the touchpad teraporarily as a non-control region
for holding the handheld computerized device without controlling an input when the user

touches the non-control region.

162371 In one embodiment, the system enables the user to designate some or all of a
touchpad as being at least temporarily @ non-control region or off Limits from a device control
perspective by including an actuating button - cither real or virtual, Alternatively, in another
erabodiment, certain user hand gestures, such as a swipe border gesture followed by a swipe

9

“x” gesture within the border, may be assigned and recognized by the system as temporarily
turning off touch control within the portion of the touchpad covered by the border and the
swiped “x”. The user may then safely hold the handheld computerized device or other device
by the non-control region of the touchpad. When the user wishes to return to controlling the
compuiterized device using the non-control regions of the touchpad, the oser may then, in one

¥

embodiment, actuate a corresponding “restore” (real or virteal) button, or implement an
appropriate “restore confrol” gesture or set of gestures designated 1o execute the restore

control command.
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[#238] Trademarks: iPAD™ and iPhone™ are trademarks of Apple Inc., Cuperting

California. Surface™ is a copyright of Microsoft Corporation.

{8239} The above embodiments of the present invention are illustrative and not lmiting,
Varicus alicrnatives and equivalenis are possible. Although, the invention has been described
with reference to a bandheld computerized device by way of an exaraple, it is understood that
the invention is not hmited by the type of computerized device or system wherever the device
or system may benefit by differentiating between a user’s touch on a touchpad for command
input and a user’s touch on 3 touchpad for merely holding the device by the touchpad.
Although, the invention has been described with reference to certain user fingers touching the
touchpad by way of an example, it is understood that the invention is not imited by which
user fingers are touching the touchpad. Although, the invention has been described with
reference to a touchpad located on the back of a handheld device inchuding a display at the
front of the device by way of an example, 1t is understood that the invention 1s not himited by
where the touchpad is located. Although, the invention has been deseribed with reference to
a capacitive touchpad used for data entry by way of an example, it is understood that the
mvention is not Hmited by the type of input device. Although, the jovention has been
described with reference to a sequence of strong, weak, strong or medium, small, large force
applied by a user’s finger used for data entry by way of examples, it is onderstood that the
invention is not hmited by those two sequences of forces applied. Cther additions,
subtractions, or modifications ave obvious in view of the present disclosure and are mtended

to fall within the scope of the appended claims.
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WHAT IS CLAIMED IS:

I. A method for controlling an fuput from a user to a computerized
system including a touchpad, the method comprising:

obtaining data from the touchpad, the data being associated with the location
and force of a finger and/or a hand of the user upon the touchpad and not associated with an
mmage of the finger from an image sensor, when the user operates the computerized system
using the touchpad;

communicating the data from the touchpad to the computerized systeny

analyzing the data in accordance with a model of a human hand; and

determining, using the model, that at least one finger of the vser is touching a

first control region of the touchpad using a first force.

2. The method of claim 1 further comprising:

assigning the data to at least one of a plarality of fingers of the medel;

computing a first graphical representation of the at least one finger of the user
in accordance with the model; and

displaying the first graphical representation on a display screen of the

compuicrized system.

3 The method of claim 2, wherein analyring the data and assiguing the
data includes determining if the data may be assigned to one or more finger or hand portions

on the model according {0 a rotation operation upon at least a portion of the data.

4, The method of claim 1 further comprising:
generating an audible signal when the at least one finger of the user is

touching the first condrol region using the first force.

3. The method of claim { further comprising:
generating a mechanical response from the computerized system when the at

least one finger of the user is touching the first control region using the first force.

6. The method of claim 1 further comprising:
determining, using the model, that cach of a phurality of fingers of the user are
touching a different one of a plurality of first control regions of the touchpad using the first

force.
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The method of clairo 6 further comprising:

determiming that each of the plurality of fingers are subsequently touching the
different one of the plurality of first control regions using a second force different from the
first force in accordance with the data and the model after the plarality of fingers of the user

are touching the first control region using the first force.

8. The method of clairn 7 further comprising:

determining a motion of a fivst finger in relation to a motion of a second finger
different than the first finger; and

assigning a command to conirol the computerized system in accordance with

the deternuned motion.

9. The method of clairo 1 further comprising:
determining that the at least one finger is inmitially touching the first control
region vsing a second force different from the first foree in accordance with the data and the

model before the at ieast one finger is touching the first conirol region using the first force.

10, The method of claim 9 further comprising:
generating an awdible signal when the at least one finger of the user is initially

touching the first control region using the second foree.

1t The method of claim 9 further comprising:
generating a mechanical response from the computerized system when the at

least one finger of the user is initially touching the first control region using the second force.

12, The method of claim 9 further comprising:

generating a first graphical representation on a display screen of the
compuicrized systom, the first graphical representation being associated with the first control
region;

displaying the first graphical representation with a first appearance when the at
least one finger is initially touching the first control region using the second force; and

displaying the first graphical representation with a second appearance different
than the first appearance when the at Jeast one finger s touching the first control region using

the first force.
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13, The method of claim 12, wherein the second appearance fncludes a
difference from the first appearance, the difference being associated with at least one of a

size, a color, a position, a shape, or a display type.

14, The method of claim 12, wherein the displaying the first graphical
representation with a sccond appearance occurs for a first period of time less than or equal to

10 seconds.

~

13. The method of ¢laim 1 further comprising:

deternrining that the at least one finger is jnitially touching the first control
region using a second force different from the first force in accordance with the data and the
model before the at least one finger is touching the first control region using the first force;
and

determining that the at least one finger is subsequently touching the first
control region using 8 third force different from both the first force and the second force in
accordance with the data and the model after the at least one finger is touching the first

conirol region using the first force.

16. The method of claim 15, wherein the second force is greater than the

first force and the third force is greater than the second force.

17.  The method of claim 1 further comprising:

determining that the at least one finger s subsequently touching the first
control region using a sccond force different from the first force in accordance with the data
and the model after the at least oue finger is touching the first control region using the first

force.

18. The method of claim 17 further comprising:
generating an audible signal when the at least one finger of the user is

subsequently touching the first control region using the second force.

19, The method of claim 17 further comprising:
generating a mechanical response from the computerized system when the at
least one finger of the user is subsequently touching the first control region using the second

force.
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20, The method of claim 17 further comprising:

generating a first graphical representation on 4 display screen of the
computcrized system, the first graphical representation being associated with the first control
region;

displaying the first graphical representation with a first appearance when the at
least one finger is touching the first control region using the first force; and

displaying the first graphical representation with a second appearance different
than the first appearance when the at least ene finger is subsequently touching the first

control region using the second force.

21, The method of claim 20, wherein the second appearance includes a
difference from the first appearance, the difference associated with at least one of a size, a

color, a position, a shape, or a display type.

22, The method of elaim 20, wherein the touchpad is located in a location

that is different from the location of the display screen.

23, The method of claim 20, wherein the touchpad is located in a location

that is substantially the same as the location of the display screen.

24, The method of ¢laim 17 further comprising:
storing a record that the at least one finger is subscquendly touching the first

control region.

25. The method of elaim 17 further comprising:
storing a record that the at least one finger s subsequently toaching the first
conirol region within a first period of time less than or equal to 10 seconds afier the at least

one tinger is touching the first control region using the first force.

26, The method of claim 17, wherein the second force is greater than the
first force.
7. The method of ¢laim 17 further comprising:

determining that the at least one finger is moving or shding on the first control

region after subsequently touching the first control region within a first period of time less

joy
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than or equal to 10 scconds after the at least one finger is touching the first control region
using the first force; and

storing a record of the moving or shiding of the at least one finger,

28, The method of ¢laim 17 further comprising:
determining that the at least one finger is moving or shiding on the first control
region after subsequently touching the first control region; and

storing a record of the moving or shiding of the at least one finger,

29, The method of claim 28 firther comprising:

generating a first graphical representation on a display screen of the
compuicrized systom, the first graphical vepresentation being associated with the first control
region, wherein the fivst control region includes a length substantially greater than the
longitudinal fength of a surface region of the at feast onc finger when contacting the

touchpad.

30.  The method of claim 1, wherein the computerized system is a handheld

compuicrized device, a computerized system in 2 vehicle, or a wearable computerized device.

31, The method of claim 1, wherein the computerized system is a handheld
computerized device, and the touchpad is located on a side of the handheld computerized
device that is different from the side of the handheld computerized device that displays the

display screen, the display screen being non-transparent.

32. The method of claim 31 further comprising:
designating 2 portion of the touchpad termporarily as a non-control region for
holding the handheld computerized device without controlling an input when the user touches

the non-contred region,

33, The method of claim | further comprising:

storing the data over a plurality of time intervals to form a history of recent
finger positions;

determining an approximate fingertip location or fingertip identity of a
fingertip that 15 not touching the touchpad at a present time interval according to the history

and data from the touchpad obtained at the present time interval,

joy
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34. The method of claim 1 further comprising:

distinguishing a distance between the at least one finger of the userand a
surface of the touchpad; and

detecting the tocation and movement of a finger and/or hand of the user to

melade in the data when the distance is greater than zero.

35. The method of clairo 1 further conprising:

determiming the first force using a contact area inchided in the data.

36, The method of claim 1 further comprising:

determining the first force without using a contact area included in the data.
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