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TITLE

SYSTEM AND METHOD FOR IMAGE SEGMENTATION

_ FIELD OF INVENTION
[1]  The present disclosure relates to image analysis methods. More particularly,

the present invention relates to image segmentation.

BACKGROUND

[2]  Image segmentation is one of the most fundamental and challenging problem
in image processing. Considering the user involvement during the segmentation
process, there are three main categories, i.e., fully automatic, semi-automatic and
manual methods. In general, the three categories exhibit increasing levels of
segmentation accuracy and flexibility at the expense of user interactions. The
interactive segmentation framework proposed in this work falls into the second
category. In general, the computer implemented method of the present invention
achieves segmentation after the user provides a set of markings which roughly label
the regions to be extracted. This type of segmentation methods are found very
desirable for complex images as well as subjective applications.

[3] A number of interactive segmentation algorithms have been introduced in the
literature, which include Graph Cut based methods [1] [2], Geodesic method [3] [4],
and Random Walks based methods[5][6]. All these algorithms treat the image as a
weighted graph with nodes corresponding to the pixels in the images and edge being
placed between neighboring pixels. A certain energy function is defined and
minimized on this graph to generate the segmentation. In recent years, superpixel
[10] based algorithms were used increasingly [7] [8] [9]. By using superpixel
technique, pixels are grouped into perceptually meaningful atomic regions, which
can be used to replace the rigid structure of the pixel grid. Superpixels capture image
redundancy, provide a convenient primitive from which to compute image features,
and greatly reduce the complexity of subsequent image processing tasks [10].

[4]  Typically, whole slide digital images have enormous data densities, and
characterized by their heterogeneity and histopathology contents. For example, a
typical THC stained image for breast tumor tissue digitized at 20X resolution can

have 30,000x30,000 elements, which is approximately goomillion pixels in total for
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a single image. With respect to superpixels, larger superpixel segments provide
richer features but may result in under segmentation. Conversely, smaller scale
segments have less discriminative features but usually offer better boundary fit [11].
[5]1 Image segmentation is a computationally demanding task. Nevertheless, it is
desirable to have a segmentation method where users can provide input according to

the image at hand.
SUMMARY

[6] In one aspect, the invention relates to an image analysis system for
segmenting a digital image of a biological sample. The digital image comprises at
least a first image component depicting é first tissue type of the biological sample
and a second image component depicting a second tissue type of the biological
sample or depicting background. The image analysis system comprises an interface
for receiving the digital image and a processor configured for performing the

segmentation. The segmentation comprises:

— identifying a plurality of superpixels in the received digital image;

— for each of the superpixels, extracting a feature set, the feature set comprising
and/or being derived from pixel intensity values of pixels contained in said

superpixel;

— recelving at least a first and a second marking, the first marking covering one or
more first ones of the superpixels, the first marked superpixels representing
regions of the first image component, the second marking covering one or more
second ones of the superpixels, the second marked superpixels representing
regions of the second image component; for example, a user may use his mouse or
any other input device for indicating that some superpixels should be marked in a
first color “red” as representing connective tissue and may use the input device for
indicating that some other superpixels should be marked in a second color “green”

as representing tumor tissue;

— Optionally, the user may add third and even further markings depending on the
type of tissue sample used and the type of tissues that shall be identified during

image segmentation; all other superpixels not being covered by one of said
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marking at all or whose center is not covered by any of said markings are in the

following referred to as “unmarked” superpixels.

The segmentation comprises, for each unmarked superpixel of the plurality of

superpixels:

o computing a first combined distance between said unmarked superpixel
and the one or more first marked superpixels, the first combined
distance being a derivative of a feature-set-dependent distance between
said unmarked superpixel and the one or more first marked superpixels
and of a spatial distance between said unmarked superpixel and the one
or more first marked superpixels; A “feature-set-dependent distance” as
used herein is a distance measure that is completely or at least partially
derived from pixel intensity information. For example, pixel intensity
values of different superpixels may be compared directly or may be used
for computing some gradient- and/or texture related features first and
then in a further step computing a feature-set-dependent distance by
comparing said intensity-derived features of the two different
superpixels; the feature-set-dependent distance between said unmarked
superpixel and the one or more first marked superpixels is preferentially
not computed as a direct comparison between the unmarked superpixel
and the one or more first marked superpixels but rather by computing
feature-set-dependent distances between neighboring pairs of
superpixels and using said distances along a path in a graph connecting
the unmarked superpixel with the first marked superpixels for
computing the feature-set-dependent distance between said unmarked

superpixel and the one or more first marked superpixels.

o computing a second combined distance between said unmarked
superpixe] and the one or more second marked superpixels, the second
combined distance being a derivative of a feature-set-dependent distance
between said unmarked superpixel and the one or more second marked
superpixels and of a spatial distance between said unmarked superpixel
and the one or more second marked superpixels; for example, the
feature-set-dependent distance between said unmarked superpixel and

the one or more second marked superpixels may be computed by means
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of a graph traversal algorithm as indicated already for the computation

of the first combined distance;

o assigning the unmarked superpixel to the first image component if the
first combined distance is smaller than the second combined distance
and otherwise associating the unmarked superpixel to the second image

component, thereby segmenting the digital image.

[71  In afurther aspect, the invention relates to a corresponding automated image
analysis method to be performed by an image analysis system according to
embodiments of the invention.

[8] Inafurther aspect, an image segmentation method is disclosed that allows a
user to select image component types, for example tissue types and or background,
and have the method of the present invention segment the image according to the
user’s input utilizing the superpixel image feature data and spatial relationships.

ol In a further aspect, a computer-implemented method for image
segmentation is disclosed wherein a processor of the computer processes computer
instructions that involve receiving an input image; dividing the image into
superpixels; calculating appearance information for each superpixel, the appearance
calculating steps including calculating, for each channel in the image, at least one of a
histogram and a vector of pixel intensity information for pixels of each superpixel,
calculating, for each channel in the image, at least one of a histogram and a vector of
the gradient intensity information associated with the pixels of each superpixel;
calculating, for each channel in the image, at least one of a histogram and a vector of
the gradient orientation information associated with the pixels of each superpixel;
and identifying spatial information associated with each superpixel. The spatial
information identifying steps involve identifying the center of each superpixel;
associating the center of each superpixel with the center of each neighboring
superpixels and forming associated superpixel pairs, wherein a neighboring
superpixels have a common boundary. The method also involves calculating a
similarity measure between each associated superpixel pairs; receiving a first
annotation, wherein the first annotation corresponds toe a first marking made on a
first image component type; receiving a second annotation, wherein the second
annotation corresponds to a second marking made on a second image component
type, and wherein the first image component type is different from the second image
component type, and wherein the first annotation and second annotation are

4
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markings; identifying a first location wherein at least part of the first annotation
overlaps at least part of a first superpixel, and associating a first label with the first
annotation; identifying a second location wherein at least part of the second
annotation overlaps at least part of a second superpixel and associating a second
label with the second annotation; and segmenting the image according to the first
image component type and the second image component type. The image
segmenting steps involve identifying the centers of each of the superpixels that did
not intersect the first annotation or the second annotation, wherein each of the
centers of superpixels that did not intersect the first annotation or the second
annotation is an unmarked superpixel center; and associating the first label or the
second label with each unmarked superpixel center based on the spatial
determinations and a weighting using the similarity measures between associated
superpixel pairs.

[10] In an embodiment of the present invention, the spatial determination involves
computing a path distance between the unmarked superpixel center and each of the
first superpixel center and the second superpixel center. The path distance is
computed as the sum of the similarity measures between the associated superpixels
pairs along the path. The path distance can also be computed as the lowest similarity
measure (or largest difference measure) between associated superpixel pairs along
the path.

[11] In another embodiment of the invention, the computer-implemented method
involves finding and comparing the shortest path distances from the unmarked
superpixel center to each of the first and second marked superpixel centers, and
wherein when the unmarked superpixel center is closest to one of the centers of the
first marked superpixels, the unmarked superpixel center is associated with the first
label, and wherein when the unmarked superpixel center is closest to one of the
centers of the second marked superpixels, the unmarked superpixel center is
associated with the second label.

[12] Inanother embodiment of the present invention a semi-automatic seed,
annotation, or marking placement algorithm is disclosed. The computer-
implemented algorithm automatically place seeds or additional seeds on the image
based on the markings, or annotations provided by the user, thus further reduce the
manual work needed from the user. For example, the method involves automatically

generating annotations or seeds , wherein an automatic annotation module generates
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one or more computer-generated annotations based on a similarity determination,
and wherein the similarity determination involves identifying image component
areas in the image that are substantially similar to at least one of the first image
component type and the second image component type, and associating the image
component areas with the first label or the second label based on the similarity
determination. Note that automatic seed placement is optional to the user, who can
decide to turn on/off according to the complexity of the input image. The user can
also refine the automatically added seeds in case they do not match the user
preference. Figure 8 (a) shows the segmentation result using the proposed method,

which is comparable to the result obtained by manually adding elaborate markings

(Fig. 8(b)).

BRIEF DESCRIPTION OF THE DRAWINGS

[13] FIG. 1. illustrates the general framework of the propose algorithm. The
components with dotted boundary/line represent optional processing which are
triggered by the user.

[14] FIG. 2. illustrates an example of H&E image and the resulting stain channel
images after stain unmixing. (A) Original image, (B) Illumination channel, (C)
Haematoxylin channel, (D) Eosin channel.

[15] TFIG. 3. illustrates an example of superpixels at two scales, the scale parameter,
i.e., the expected superpixels size is (A) 3600 pixels, (B) 1800 pixels.

[16] FIG. 4. illustrates an example of a superpixel graph, where the green lines
represent the edges and the number on each edge is the corresponding weight.

[17]  FIG. 5. illustrates an example of user-provided markings and the
segmentation result based on larger scale superpixel graph (Fig. 3(A)) using image
foresting transform.

18] FIG. 6. illustrates an example of a whole slide H&E image with hematoxylin
stained tumor tissues.

[19] FIG. 7. illustrates an example of (A) user-provided simple markings (with
three labels) and the corresponding segmentation result using only these markings,
(B) automatically placed seeds based on the simple markings.

[20] FIG. 8. illustrates a comparison of segmentation result using (A) simple user-

provided and the automatically placed seeds, (B) elaborated user-provided markings.
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[21] TFIG. 9. illustrates an example of hybrid-scale superpixels. The {dotted) box
covering the left upper image region indicates the user selected ROI. In (C), the blue
superpixels are from (A) the larger scale, and the red superpixels are from (B) the
smaller scale.

[22] FIG. 10. illustrates the main graphical user interface (GUT) of the proposed
framework.

[23] FIG. 11. illustrates the GUI to select whole slide image or field of view (FOV)

image for processing,.
DETAILED DESCRIPTION

{24] Embodiments of an image analysis system for segmenting a digital image of a
biological sample are described herein. The digital image comprises at least a first
image component depicting a first tissue type of the biological sample and a second
image component depicting a second tissue type of the biological sample or
background (e.g. a region corresponding to the glass of the carrier slide being free of
any cells). The image analysis system comprises an interface for receiving the digital
image, e.g. a network interface for receiving the image via a network such as the
internet or the intranet or an I/0 interface for reading image files from a non-volatile
storage medium like a hard disk drive or an interface for directly receiving the digital
image from a camera, e.g. the camera of a slide scanning microscope. The digital
image analysis system further comprises a processor configured for performing the
image segmentation. The segmentation comprises:
— . identifying a plurality of superpixels in the received digital image; for example, the
digital image may be analyzed and a state-of-the art super-pixel identification

method may be applied;

- for each of the superpixels, extracting a feature set. The feature set comprises
and/or is derived from pixel intensity values of pixels contained in said superpixel;
For example, pixel intensity histograms, textures, intensity gradient information
and other features derived from pixel intensity values can be computed from the

received digital image;

— receiving at least a first and a second marking; for example, the first and second
marking can be scribbles of a user in two different colors; the first marking covers
one or more first ones of the superpixels, the first marked superpixels

representing regions of the first image component, the second marking covering

7
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one or more second ones of the superpixels, the second marked superpixels

representing regions of the second image component;
— for each unmarked superpixel of the plurality of superpixels:

o computing a first combined distance between said unmarked superpixel and
the one or more first marked superpixels, the first combined distance being a
derivative of a feature-set-dependent distance between said unmarked
superpixel and the one or more first marked superpixels and of a spatial
distance between said unmarked superpixel and the one or more first marked

superpixels;

o computing a second combined distance between said unmarked superpixel and
the one or more second marked superpixels, the second combined distance
being a derivative of a feature-set-dependent distance between said unmarked
superpixel and the one or more second marked superpixels and of a spatial
distance between said unmarked superpixel and the one or more second

marked superpixels;

o assigning the unmarked superpixel to the first image component if the first
combined distance is smaller than the second combined distance and otherwise
associating the unmarked superpixel to the second image component, thereby

segmenting the digital image.

[25] Using a combination of intensity-derived and spatial features for computing
the “distance” between superpixels may have the advantage that a more accurate
method of identifying similar superpixels is provided compared to purely intensity-
based image segmentation methods.
[26] A “distance measure” as used herein is a kind of similarity measure, whereby a
high distance corresponds to low similarity and vice versa.
[27] An “unmarked superpixel” as used herein is, for example, a superpixel that is
not even partially covered by one of the markings. According to other embodiments,
an unmarked superpixel is a superpixel whose center is not covered by one of the
(first or second or any further) markings.
[28] According to embodiments, the processor is further configured for
representing the plurality of superpixels as a graph. Thereby, the center of each of the
identified superpixels is represented as a node. The nodes representing centers of
adjacent superpixels are connected by a respective edge. Thus, the received digital

8
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image is transformed into a large connected graph whose nodes represent the
identified superpixels.

[29] Representing the superpixels as nodes of a graph may be advantageous as a
data structure is provided that can be used for efficiently incorporating spatial
information for computing spatially dependent distance measures.

[30] According to embodiments, the representation of the plurality of superpixels
as a graph comprises: for each of the edges, the processor computes a weight (“edge
weight”) by comparing the feature sets of the neighboring superpixels connected by
said edge, whereby the weight negatively correlates with the degree of similarity of
the compared feature sets. This means that a large edge weight indicates that the
superpixels (whose nodes are) connected by said edge have very dissimilar pixel
intensity derived feature sets and thus likely belong to different image
component/tissue type. A low edge weight indicates similarity of intensity-derived
features.

[31] According to embodiments, the processor is configured for performing a pre-
processing operation. The pre-processing operation is performed before the first and
second markings are received. For example, the pre-processing can be performed
immediately after receiving the digital image and the results of the preprocessing, e.g.
one or more image channels, one or more (channel specific) feature sets, one or more
sets of superpixel-images having superpixels of different scales, one or more graphs
derived for each of said superpixel scales may be stored on in a non-volatile storage
medium for being used as input for other processing steps. Said other processing
steps may also be referred to as “online” or “interactive” or “real-time” processing
steps as said steps are typically performed interactively, i.e., in response to data that
was input by a user (e.g. the first and second markings, and optionally a selection of
one or more regions of interest may be performed by a user via a graphical user
interface (GUI).

[32] The pre-processing operation comprises: performing the identification of the
plurality of superpixels (mentioned previously and in accordance with any one of the
embodiments described herein); performing, for each of the superpixels, the
extraction of the feature set (mentioned previously and in accordance with any one of
the embodiments described herein); and performing the representation of the
plurality of superpixels as the graph (mentioned previously and in accordance with

any one of the embodiments described herein).
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[33]
[34] In addition the processor is configured to perform, after having executed the

pre-processing operation (e.g. in the “online” or “real time” processing phase), the

following operations:

— using the graph for computing the first and second combined distance; for
example, the graph may comprise pixel-intensity-derived distance information in
the form of edge weights and may comprise spatial information in the form of its
graph topology, e.g. the length of the shortest path connecting an unmarked

superpixel with any one of the first or second marked superpixels;

— receiving another first and another second marking, the other first marking
covering one or more other first marked ones of the superpixels, the other first
marked superpixels representing other regions of the first image component, the
other second marking covering one or more other second marked ones of the
superpixels, the other second marked superpixels representing other regions of
the second image component; for example, a user may have noticed that his or her
first and second markings that were made in a previous step yield an insufficient
segmentation result, e.g. because some image regions were wrongly assigned to
one of the markings; in this case, the user may specify a new first and/or a new
second marking in addition to or in replacement of the previously entered first

and second marking;

— computing, for each of the superpixels, another first and another second combined
distance using the topology of the graph and the other first and second markings;
for example, this computing step may be triggered by the user specifying and
entering the new first and/or second marking via a GUI provided by the image
analysis system; the computation of the other (new) first and second combined
distances may be performed as described herein for various embodiments of the
invention and as already described in detail with respect to the first and second

marking;

— re-segmenting the digital image by associating unmarked superpixel to the first
image component if the other first combined distance is smaller than the other
second combined distance and otherwise associating the unmarked superpixel to

the second image component.

10
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{35] Said features may be advantageous, as the user is provided with means to
interactively modify the markings, thereby triggering a re-computation of the
combined distance measures but preferentially not a re-computation of the feature
sets or the edge weights and the corresponding graph(s). This may be highly
advantageous as a user can easily modify the markings for improving the
segmentation results and get an immediate, real-time feedback in the form of a new
segmentation that is based on the new markings. As the most CPU-demanding tasks
(feature extraction and comparison, superpixel identification) have been executed in
a pre-processing step whose results are re-used in each re-computation of the
combined distance computation and superpixel assignment step, the computation of
a new segmentation can be performed very quickly and in a CPU-saving manner.
[36] Thus, embodiments of the invention provide for an interactive segmentation
framework enabling a user to adjust the segmentation results interactively as needed
and receive immediate feedback information if the operation was successful.
[37] According to embodiments, any user-input-action caused by a user adding a
new marking or selecting a corresponding “trigger GUI element”, e.g. selecting a
“segment!” button, triggers be recomputed quickly and in real time
[38] According to embodiments, the processor is configured for generating a
graphical user interface (GUI) which enables a user to mark one or more superpixels
with a color selected from a plurality of different colors. For example, the GUI may
comprise a virtual pen-tool or a virtual brush-tool and a color picker and enable a
user to pick a particular color, e.g. “red”, and then mark one or more superpixels as
“red” by moving the cursor, e.g. in accordance with the user’s movement of a mouse,
over a screen presenting the tissue sample and its superpixels. For example, the user
may mark some superpixels representing typical connective tissue with a first
marking, e.g. a red color, and may mark superpixels representing typical endothelial
cells with a second color, e.g. “blue”. In some embodiments, special input and output
devices may be used for entering the markings, e.g. a stylus or a touch screen and/or
for displaying the segmentation results, e.g. a pen monitor or a touch sereen monitor,
[39] According to embodiments, the extraction of the feature set for each of the
superpixels comprises:

— generating an intensity histogram from all pixels contained in said superpixel;

and/or

11
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— computing a gradient direction histogram from all pixels contained in said
superpixel, the gradient direction being indicative of the direction of a directional

change in the intensity in the digital image; and/or

— computing a gradient magnitude histogram from all pixels contained in said
superpixel, the gradient magnitude being indicative of the magnitude of a

directional change in the intensity in the digital image; and/or
— computing a texture feature from all pixels contained in said superpixel; and/or

— computing any other kind of pixel-intensity derived feature or a combination of

one or more of the foregoing features.

[40] According to embodiments, the gradient magnitude histogram and/or the
gradient direction histogram are computed by computing a gradient image in a pre-
processing operation and then using the gradient image for computing a superpixel-
specific gradient magnitude histogram for a plurality of predefined gradient
magnitude bins and for computing a superpixel-specific gradient direction histogram
for a plurality of predefined gradient angle bins.

[41] A “histogram” is a data structure indicating the distribution of intensity
values of pixels contained in a particular superpixel. To construct a histogram, the
first step is to "bin" the range of values—that is, divide the entire range of pixel
intensity values of said superpixel into a series of intervals (“bins”) —and then count
how many intensity values fall into each interval. The bins are usually specified as
consecutive, non-overlapping intervals of the variable for which the histogram is
made (e.g. pixel intensity). The bins (intervals) must be adjacent, and are usually
equal size

[42] A ‘gradient magnitude image’ as used herein is a digital image whose pixels
respectively are indicative of the magnitude of a directional change in the intensity or
color in a source image.

[43] A ‘gradient direction image’ as used herein is a digital image whose pixels
respectively are indicative of the direction of a directional change in the intensity or
color in a source image.

[44] TFor example, a gradient image can be computed from a source image, each
pixel of the gradient image having assigned a 2D vector with the components given
by the derivatives of an image intensity function in the horizontal and vertical

directions. At each image point, the gradient vector points in the direction of largest

12
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possible intensity increase in the source image, and the length of the gradient vector
corresponds to the rate of change in that direction. The information contained in said
gradient image can be split into a gradient magnitude image and a gradient direction
image or the gradient image may in fact be considered as and may be used as a
combination of a gradient magnitude image and a gradient direction image. For
example, one way to compute the image gradient is to convolve an image with a
kernel, such as the Sobel operator or Prewitt operator.
f45] According to embodiments, the feature set of each superpixel comprises one
or more histograms. The extraction of the first feature set for a superpixel comprises
computing the histograms and optionally further pixel-intensity derived features, e.g.
texture features.
[46] According to embodiments, the intensity histogram, the gradient direction
histogram and/or the gradient magnitude histogram of all superpixels are binned
histograms comprising a predefined number of bins. For example, 10 bins can be
used for all three types of histograms. In some embodiments, the histograms of
different type may have different bin numbers. For example, the intensity histogram
of all super pixels (SPs) may have 10 bins, the gradient direction histograms of all
SPs may have 12 bins and the gradient magnitude histograms of all SPs may have 14
bins. Binning the histograms significantly reduces the CPU resources consumed for
computing feature set based distances, e.g. for edge weight computation during a
pre-processing step. Using a bin number in the range of 6-18 has been observed to
provide a good compromise between speed and accuracy of intensity-based distance
computation.
[47] According to embodiments, each of the computed weights assigned to one of
the edges is:

— a histogram-distance between the two intensity histograms computed for the

two nodes connected by said edge; or

— a histogram-distance between the two gradient magnitude histograms

computed for the two nodes connected by said edge; or

— a histogram-distance between the two gradient direction histograms

computed for the two nodes connected by said edge; or

— adistance computed as a derivative of one or more of said histogram-

distances and optionally further features, e.g. texture features. A histogram

13
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distance can be, for example, a quadratic-Chi Histogram Distance or other

histogram distances known in the art.

{48] This may be advantageous as histogram-based features have been observed to
provide very good segmentation accuracy. Their computation is computationally
demanding, but by performing the feature extraction task in a pre-processing step, it
is possible to make use of the information contained in histograms for performing
real-time image segmentation.

[49] According to embodiments the computation of the first combined distance for
any of the unmarked superpixels comprises:

— computing a first path distance for each of a plurality of first paths; each first
path connects the node representing the center of the unmarked superpixel
and a node representing a center of one of the first marked superpixels; each
first path distance is computed as the sum of the weights of the edges
between neighboring superpixels pairs along a respective one of the first

paths; and

~ using the minimum computed first path distance (i.e., the path distance of
the one of the first path having the minimum sum of edge weights of the
edges constituting said path) as the first combined distance calculated for the

unmarked superpixel.

[50] The computation of the second combined distance for any of the unmarked
superpixels comprises:

— computing a second path distance for each of a plurality of second paths;
each second path connects the node representing the center of the unmarked
superpixel and a node representing a center of one of the second marked
superpixels; each second path distance is computed as the sum of the weights
of the edges between neighboring superpixels pairs along a respective one of

the second paths; and

— using the minimum computed second path distance as the second combined

distance calculated for the unmarked superpixel.

[51] Computing path distances by summing up edge weights along a path and

identifying the first and second path having the minimum path distance may be

advantageous as in this way spatial information (graph topology) as well as intensity-

related information (edge weights) are considered both for computing the distance
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(and thus implicitly the similarity) between an unmarked superpixel and a marked
superpixel. As the edge weights may be computed in a pre-processing step, the
distance computation can be implemented quickly by using a graph traversal
algorithm. The higher the number of edges and nodes in a path and the higher the
weights, the higher the distance between a superpixel and a marked superpixel
constituting the ends of the path.

[52] According to embodiments, the computation of the first combined distance for
any of the unmarked superpixels comprises:

— computing a first path distance for each of a plurality of first paths, each first
path connecting the node representing the center of the unmarked
superpixel and a node representing a center of one of the first marked
superpixels, each first péth distance being the maximum weight assigned to
any one of the edges between neighboring superpixels pairs along a

respective one of the first paths; and

— using the minimum computed first path distance as the first combined

distance calculated for the unmarked superpixel;

[53] The computation of the second combined distance for any of the unmarked
superpizels comprises:

— computing a second path distance for each of a plurality of second paths,
each second path connecting the node representing the center of the
unmarked superpixel and a node representing a center of one of the second
marked superpixels, each second path distance being the maximum weight
assigned to any one of the edges between neighboring superpixels pairs along

a respective one of the second paths; and

— using the minimum computed second path distance as the second combined

distance calculated for the unmarked superpixel.

[54] Encoding image intensity-based distance information in the edge weights and
using the maximum edge weight within a path as the distance score of the whole path
may be advantageous as this approach is particularly suited for segmenting objects
with very irregular shapes which may require a long path to span the object.

[55] According to embodiments, the processor is configured for performing the

identification of the plurality of superpixels in the received digital image such that
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each superpixel has, given the resolution of the received digital image, a minimum
size that is the typical size of a cell nucleus (e.g.5um).

[56] According to embodiments, the processor is configured for identifying a
further plurality of superpixels in the received digital image, whereby each of the
further superpixels in the further plurality of superpixels has, given the resolution of
the received digital image, a second minimum size. The second minimum size is at
least 1.5 times the typical size of a cell nucleus; and performing the feature set
extraction in addition for the further plurality of superpixels. The minimum size may
be measured e.g. in the minimum total number of pixels in a superpixel.

[57] Computing for a given digital image at least two different sets of superpixels ,
each set being identified by using a different minimum superpixel size and
corresponding to a respéctive scales may be advantageous as a good compromise can
be made between computational resource consumption and accuracy: according to
preferred embodiments, the superpixel identification, feature extraction and graph
generation is performed for each of the scales in a pre-processing step and the
respective results (scale-specific superpixel sets, extracted features, graphs and edge-
weights) are stored in a non-volatile storage medium and are used as input in an

“online”/"interactive” image segmentation process.

58] According to embodiments, the processor is configured for executing, in a pre-
processing operation:
~ performing the identification of the plurality of superpixels in the received
digital image such that each superpixel has a first minimum size (e.g. 1.5
times a cell nucleus size) and performing the representation of said plurality
of superpixels in a first graph; the representation in a graph may be
performed as described herein for embodiments of the invention and may
comprise, for example, the extraction of histograms and other features and

the computation of edge weights and

— identifying a further plurality of superpixels in the received digital image
such that each of the further superpixels has a further minimum size that is
smaller than the first minimum size and representing the further plurality of
superpixels in a further graph; again, the representation in a graph may be

performed as described herein for embodiments of the invention, this time
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using the further superpixels as the basis for feature extraction, graph

generation and edge weight computation.

[59] The processor is configured for executing, after completion of the pre-
processing operation (e.g. in an interactive image segmentation procedure):

— receiving a user’s selection of a region of interest in the received digital image;

2

— inresponse to the receiving of the user’s selection, generating a hybrid
superpixel graph, the hybrid superpixel graph representing digital image
areas within the region of interest with nodes and edges of the further graph
and representing superpixels outside the regions of interest with nodes and

edges of the first graph; and

— using the hybrid superpixel graph for computing the first and second
combined distances and for assigning each unmarked first or further

superpixel to the first or second image component.

[60] Using a dynamically received user-selection for generating a hybrid graph
from at least two precomputed superpixel graphs of different superpixel scales may
be advantageous as the “default” image segmentation process may be performed by
using the larger superpixels which is particularly fast but may not provide the best
results for very diffuse tissue boundaries; in case a user determines that within a
region in the image the image segmentation did not perform well or is too coarse
grained for the underlying tissue region, the user can simply select this particular
region as a region of interest. This selection will trigger the generation of a hybrid
graph whose nodes representing the region of interest are derived from the
superpixel graph having the smaller scale (i.e., being based on nodes representing
centers of superpixels having been created by using the smaller minimum superpixel
size). Thus, a user can trigger refining the image segmentation on a particular sub-
region in an image, whereby the refined segmentation is computed in real-time.

[61] Using multiple scales for computing different sets of superpixels may be
advantageous as smaller scale leads to a greater total number of the superpixels,
entailing higher segmentation accuracy but also more computation in the subsequent
process. By supporting a multi-scale based, user-defined hybrid graph generation, a
user can adjust the tradeoff according to the application needs.

[62] According to embodiments, the processor is configured for:
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— generating a plurality of image channels by applying color deconvolution on the
received digital image or by separating RGB color components of the digital image
into respective image channels, wherein each of the image channels is a digital
image whose pixel intensity values correspond to the color component of the

respective channel; and

— performing the feature set extraction such that for each of the superpixels and for

each of the image channels a respective feature set is extracted.

[63] For example, an intensity histogram, a gradient direction histogram, a
gradient intensity histogram, and/or an image texture feature may be extracted from
each of the image channels.
[64] This may be advantageous as a larger number of features are considered for
computing a distance measure, thereby increasing the segmentation accuracy. Each
image channel may correspond to a respective biomarker-specific stain and/or a
generic stain, e.g. hematoxylin.
[65] According to embodiments, the processor is configured for comparing, for
each of the plurality of image channels, the image channel specific feature set of at
least one of the first marked superpixels with the image channel specific feature set
of at least one of the second marked superpixels for obtaining an image channel
specific marker-difference score. The computation of each of the edges according to
any of the embodiments described herein comprises:

— computing, for each of the image channels, a feature set distance by comparing the

image channel specific feature sets of the neighboring superpixels connected by said

edge;

~ multiplying the feature set distance obtained for each of the edges and for each of
the image channels with the image channel specific marker-difference score
computed for said image channel, thereby computing image-channel specific edge

weights;

— for each of the edges, aggregating (e.g. samming up) all image-channel specific edge

weights and using the aggregated edge weight as the edge weight of the edge.

[66] The image channel specific marker-difference score indicates a degree of pixel
intensity and/or gradient difference in a particular image channel between a first
marked superpixel and a second marked superpixel (or between a first feature set

average created from a set of first marked superpixels and a second feature set
18



WO 2016/150873 PCT/EP2016/056027

average created from a set of second marked superpixels). Taking the predictive
power of different image channels into account, edge weights can be computed that
take into account different predictive powers of different stains and respective image
channels, thereby generating segmentation results having increased accuracy.

[67] According to embodiments, the image analysis system further comprises a
data entry device, in particular a mouse or a data entry stylus. The first and/or
second marker and optionally also the region of interest are selected by a user using
the data entry device. Using specially adapted data entry tools e.g. for adding the
marker may be particularly ergonomic and increase the efficiency of interacting with
the GUI for triggering the image segmentation operations,

[68] According to embodiments, the image analysis system further comprises a
display monitor, in particular a touch screen monitor or a pen display monitor. The
processor is configured for overlaying all superpixels assigned to the one or more
first marked superpixels with a first color and for overlying all superpixels assigned
to the one or more second marked superpixels with a second color and for displaying
the digital image and the overlaid first and second color via the display monitor.

[69] The processor is configured for presenting the segmentation results on the
display, thereby overlaying the unmarked superpixels with the color corresponding
to the one of the marked superpixels to which they are assigned because said
superpixel shows the lowest combined distance in respect to said marked superpixel.
Said assignment may be implemented as a classification operation in accordance
with a k-means classification algorithm, whereby the combined distance is used as
distance measure.

[70] According to embodiments, the biological sample is a histopathology sample,
in particular a biopsy sample.

[71]  Inafurther aspect, the invention relates to a corresponding image analysis
method for automatically segmenting a digital image of a biological sample. The
digital image comprises at least a first image component depicting a first tissue type
of the biological sample and a second image component depicting a second tissue
type of the biological sample or background. The image analysis method is
performed by an image analysis system. The image analysis method comprises:

— identifying a plurality of superpixels in the received digital image;
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— for each of the superpixels, extracting a feature set, the feature set
comprising and/or being derived from pixel intensity values of pixels

contained in said superpixel;

— receiving at least a first and a second marking, the first marking covering one
or more first ones of the superpixels, the first marked superpixels
representing regions of the first image component, the second marking
covering one or more second ones of the superpixels, the second marked

superpixels representing regions of the second image component;
— for each unmarked superpixel of the plurality of superpixels:

o computing a first combined distance between said unmarked superpixel
and the one or more first marked superpixels, the first combined
distance being a derivative of a feature-set-dependent distance between
said unmarked superpixel and the one or more first marked superpixels
and of a spatial distance between said unmarked superpixel and the one

or more first marked superpixels;

o computing a second combined distance between said unmarked
superpixel and the one or more second marked superpixels, the second
combined distance being a derivative of a feature-set-dependent distance
between said unmarked superpixel and the one or more second marked
superpixels and of a spatial distance between said unmarked superpixel

and the one or more second marked superpixels;

o assigning the unmarked superpixel to the first image component if the
first combined distance is smaller than the second combined distance
and otherwise associating the unmarked superpixel to the second image

component, thereby segmenting the digital image.

[72] In general, the computer implemented method according to embodiments of
the present invention achieves segmentation after the user provides a set of markings
which roughly label the regions to be extracted (i.e., regions to be separated during
segmentation). This type of segmentation methods are found very desirable for
complex images as well as subjective applications. The present invention is

applicable to segmenting images into two or more image component types. In
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exemplary embodiments of the present invention, an image component type
corresponds to a tissue type and/or background (e.g. the slide background).

{73] The present invention involves, offline processing and online processing. The
offline processing unit includes all the preprocessing steps, i.e. steps that can be
performed on an input image or input data before a user annotates the image, which
are independent to the user interactions and only need to be performed once, The
intermediate results generated by these preprocessing steps are saved, which are
loaded when the user start the online processing. The online processing requires
user’s interaction as the input, each step of which can be triggered multiple times
according to the user’s preference. By this design, the dominant computational load
of the whole algorithm is handled in the offline processing unit, thereby minimize the
user’s waiting time during online processing. In the following, details of each step are
presented.

[74] In general, tissue slides are stained by more than one stain. For example, in
the routine H&E staining, hematoxylin reacts like a basic dye with a purplish blue
color, which stains acidic structure including the cell nucleus and organelles; while
eosin is an acidic dye that is typically reddish or pink and stains basic structures
including cytdp]asm, cell wall, and extracellular fibers. Advanced staining, such as
multiplexed immunohistochemistry (IHC) staining, may use more stains to detect
multiple biomarkers in a single tissue section [12]. The general purpose of stain
unmixing is to identify the different stains in the image, which is important for
histopathology image segmentation. As each stain channel is associated with certain
tissue type, the unmixed channels can provide more relevant image features than the
original RGB channels to differentiate different types of tissues. According to
embodiments, a color deconvolution method introduced in [13] is used to perform
stain unmixing in our experiment for generating a plurality of image channels. In this
method, the light intensity in RGB channel is formulated based on Lambert-Beers

law, i.e.

I = Ijexp(—A4c),

[75] where I, is the intensity of light entering the specimen (i.e., the white pixel
value or highest intensity value within an image), / is the light detected (i.e., the pixel

value in RGB channels), A is the amount of stains and ¢ is a matrix related to the
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absorption factors of the stains. Given ¢, 4 can be estimated, which yield the intensity
value for up to three stains. As an example, Fig. 2 shows an H&E image and the
resulting stain channel images after stain unmixing.

[76] For images with more than three stains, methods such as that proposed in [12]
can be used based on the prior knowledge of stain co-localization. Stain unmixing,
although desired, is not required by our interactive segmentation framework. In
many cases, especially when the stain colors can be distinctively represented by the
RGB components, using the original RGB channels may still achieve reasonable
results.

[77] Alternatively the image may be separated or unmixed into different image
channels for example, Hematoxylin, ¢osin, and illumination channels for H&E
stained images; and Hematoxylin, DAB and illumination channels for Ki67, Her2 or
ER stained images. Please note that the invention is applicable to more than two

channels.

Multi-scale Superpixel Generation

[78] There are many approaches in the literature to generate superpixels [14] [15]
[16] [17]. Using superpixels rather than individual pixels may be advantageous as the
speed and the performance of image segmentation, in particular the speed of
performing some preprocessing steps for segmentation, may be used. According to
some embodiments, the simple linear iterative clustering (SLIC) method [10] (which
adapts a k-means clustering approach) is used to efficiently generate superpixels.
Two additional distinctive characters of SLIC algorithm make it especially beneficial
for our application. First, the expected spatial extent of the superpixel is explicitly
defined as an input parameter of the algorithm, which enables the user to directly
apply the prior knowledge of the tissue object size in deciding the superpixel scale.
For example, the diameter of a typical breast cancer tumor cell is usually greater than
1oum, which corresponds to approximately 25 pixels in images at 20X resolution.
Accordingly, the user can set the smallest superpixel scale close to the nucleus size so
that the final segmentation can adhere to the nucleus boundaries. Secondly, the
original SLIC algorithm use data point in the labxy space [10], where lab is the pixel

color represented in CIELAB color space, and xy is the pixel position in the image
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plane. The lab channels can be replaced straightforwardly by the unmixed stain
channels to achieve segmentations more adherent to the stained tissues boundaries.
[79] Inour framework, we generate superpixels at multi-scales. The number of the
scales can be determined arbitrarily by the user according to the complexity of the
tissue type. For simplicity, the present invention is described based on two-scale
superpixels, which are illustrated in Fig. 3. Figure 3A shows a plurality of superpixels
302 having been automatically identified in a received digital image by using a first
minimum superpixel size. Figure 3B shows a further plurality of superpixels 304
having been automatically identified in the same digital image by using a second
minimum superpixel size, the second minimum superpixel size being smaller than
the first minimum superpixel size.

[80] By using superpixel technique, pixels are grouped into perceptually
meaningful atomic regions, which can be used to replace the rigid structure of the
pixel grid. Superpixels capture image redundancy, provide a convenient primitive
from which to compute image features, and greatly reduce the complexity of
subsequent image processing tasks [10].

[81] With respect to superpixels, larger superpixel segments provide richer
features but may result in under segmentation. Conversely, smaller scale segments
have ]ess discriminative features but are able to offer a better boundary fit [11]. From
the computational complexity point of view, smaller scale leads to a greater total
number of the superpixels, entailing more computation in the subsequent process.
The above tradeoffs are inevitable when using a single scale model. Therefore, we
proposed an interactive segmentation framework based on multi-scale superpixels,
so that the user can adjust the tradeoff according to the application needs. Thus,
embodiments of the invention provide for a highly flexible image analysis system and

corresponding method.

Feature Exiraction

[82] The image features are extracted for each superpixel in each image channel.
Note that besides the original RGB channels and the unmixed stain channel, feature
extraction can also be applied to other derived images, such as the gradient
magnitude image, gradient direction image, and texture feature images such as that

generated by Gabor filters. In our algorithm, in each image channel, the histogram of
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the pixel values for the pixels belonging to each superpixel is computed as the
feature.

{83] For example, for H&F stained image, the unmixed channels include
hematoxylin (I1) channel, eosin (E) channel, and the illumination (L) channel. For
each channel, besides the intensity image, the gradient magnitude and direction
images are also computed. This result in totally 9 image channels and 9
corresponding sets of histogram data or vectors are computed to characterize each
superpixel.

[84] The last step of offline processing is to build a graph for the superpixels at
each scale. An undirected graph contains a set of nodes and a set of undirected arcs
{or “edges”) that connect these nodes. In an exemplary embodiment of the present
invention a node corresponds to the center of a superpixel. Each node corresponds to
a superpixel, and the weight of the arc connecting two adjacent superpixels is a cross-

image-channel distance measure M;; (that may also be considered as a similarity

measure) as defined in the following;:

[
Ay
My =% De(i.)), (D
c=1

[85] where M;; is a distance between superpixel i and superpixel j computed by
aggregating channel-specific difference measures of said two superpixels. The
channel-specific difference measures are computed as derivatives of pixel-intensity-
dependent feature sets, C is the total number of image channels (e.g., C=9 for the
above H&E image example), and D.({, j) is the Chi-Square distance between two

histograms in channel ¢, which is defined by

1 (HE ) — H ()
et = 52 (g0 + 1i5G0) " 2

where Hf and Hf denote the histogram of superpixel { and j in image channel c,
respectively, and k is the histogram bin index. Thus, D,(, j) is a histogram distance of
two histograms obtained for the two superpixels i and j. The higher D, (i, j), the more
dissimilar the two superpixels are in respect to the type of histogram compared. M;;

is a feature-set-dependent distance of two superpixels i, j.

Online Processing
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[86] After the offline preprocessing, the derived image channels (e.g., the unmixed
images and the gradient images), generated superpixels and the graphs are available

for the user to perform online processing without re-computing.

Graph Based Segmentation

[87] We use image foresting transform (IFT) [18] to perform the segmentation, i.e.,
determine the label for each superpixel based on the markings provided by the user.
IFT was observed to have several advantages over the widely used segmentation
techniques based on the graph cuts [19]. The most relevant advantage for our
application is that IFT based methods are capable of segmenting multiple objects in
almost linear time regardless of the number of objects.

[88] IFT is atool for designing image processing operators based on connectivity.
Given a path and a suitable cost function, the IFT creates an optimum-path forest by
defining a path with the lowest cost ending at each node [18]. IFT can be seen as a
generalization of the classical Dijkstras’s shortest-path algorithm [20]. Let G = (N, 4)
be an undirected graph 400 such as depicted, for example, in Fig. 4, where N is a set
of nodes and A is a set of undirected arcs that connect these nodes. Each arc a €4 in
the graph is assigned a nonnegative weight (cost) Wa. A path ending at tis a
sequence of consecutively adjacent nodes 71t = (t; , £, t5 ..., t) and a path that contains
only one node 7; = {t)is called a trivial path. We denote by 71+ = 715 (s, t) the extension
of a path 71 by an edge (s, t). Let f be a real-valued function that assigns a value f{7r)
to any path in G to represent the path cost. A path 7; is said to be optimum if f{7r) <
J(t) for any other path 7;in G, regardless of its origin, Defining IT{G) as the set of all
paths in G that end at ¢, an optimum value O(t) for a path ending at t is defined by

0w =_min (Fm)}(3)

[{89] The optimum-path forest generated by IFT is a function P that assigns to each
node t €V either its predecessor node P(t) €V'in an optimum path or a distinctive
marker P(t)=nil when the trivial path s; =(t) is the optimum. When P(¢)=nil, t is said

to be a root. As the result, each node is associated to a root R(t) by following its
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optimum path backwards using P. Details of algorithm implementation can be found
in [18].

[90] In our interactive segmentation framework, the roots for IFT correspond to
the markings (i.e., the labeled superpixels) provided by the user. Let L(t) denote the
label given by the user to the superpixel s, and L(t) = 0 when the superpixel s is not
labeled. The path cost function f{ur;) is defined as

C( 0ifL(E) £ 0
FUN = oo i 106 - 0

frs - (s, ) = max{f (m;), W(s, )}, (4)

[91] where W(s, t) = M, (equation (1)) is the weight for the arc (“edge”) connecting
the superpixels (nodes) s and t. After IFT, the label assigned to each superpixel is the
label belonging to the root of its optimum path. Note that other path cost function

can also be used in the framework, e.g. the additive path cost function defined by

flms{s,0)) = f(ms) + W(s,0).(5)

[92] This equation (4) makes large differences between adjacent superpixels the
barriers for the propagation of the origin’s label regardless the total number of nodes
along the path. This is desirable for segmenting objects with very irregular shapes
which may require a long path to span the object.

[93] Figure 5shows an example of user-provided markings for example
annotations or other marking and the segmentation result using IFT. A first marking
504 spans several superpixels corresponding to a first tissue region, a second
marking 506 spans several superpixels corresponding to a second tissue region and a
third marking 502 spans several superpixels corresponding to the glass of the slide
(“background”).

[94] The fundamental advantage of the interactive segmentation framework lies in
the fact that the user’s markings not only provide the appearance information but
also the spatial information to guide the segmentation. Therefore the physical
locations of the markings are crucial to the segmentation performance. This also
imposes great challenges to the user when the object to be segmented are highly
scattered or morphologically very complex (e.g. the hematoxylin stained tumor
tissues in the whole slide H&E image in Fig. 6). In this case, each disconnected part
of the object receives an automatically or manually specified labeled seed in the form

of a marking to make sure the label (i.e., the markings) is propagated correctly in that
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part of the image to all superpixels being more similar to said marked superpixel
than to superpixels covered by a different marking.

[95] Since manually placing seeds for all the individual parts can be labor intensive
for the user, embodiments of the invention comprise automatically assigning
superpixels to the most similar marked superpixel(s). Thus, the user needs only to
manually mark a few typical parts to achieve similar segmentation performance as
for marking all the parts.

[96] According to embodiments, an automatic seed placement algorithm finds the
non-labeled superpixels in the image which are very similar to the labeled
superpixels and uses them as the additional seeds. A “very similar” superpixel can be,
for example, a superpixel exceeding a similarity threshold in respect to another,
marked superpixel.

[97] According to embodiments, the processor of the image analysis system is
configured to use a distance measure similar to that defined in equation (1) to
evaluate the distance. Let Sz = {S}, S5 -+, S}, --- } denote the superpixels marked with
label L by the user, and Hf be the average histogram of these superpixels in image

channel ¢, i.e.,

Hf(k) = mean(Hs (k), (6)

where k is the histogram bin index. Then the distance D, of a superpixel j in

comparison to the superpixels with label L is defined as:

MG,S) = ) @k D8, (7)

where

=

DC(j!SL ) =

5 (s () - HE(R)) ©
ke

CHORY RGN

and w¢ is the weight for label L in channel ¢, which is computed in the following.

[98] LetT'={LyLy L, } be all the labels provided by the user’s markings. The

difference measure between two labels L, and L, in channel ¢ is defined as
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(1,0 — B2, ()
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k

Then the weight w! is calculated by

. Yueri=n Pe(Su S)
© Yierier Yeeq Do(S1,51)

(10)

[99] Thereby the channel that presents greater difference between label L and the
other labels will be assigned larger weight, thus incorporating more relevant

information in finding superpixels similar to that marked with label L.

[100]  The superpixel j will be automatically assigned label L if the following two

conditions are met:
M(,5,) = miner M@, S;) and
MUJSL) <& ’ (11)

[101] where ¢ is a predefined threshold.

[102] According to embodiments, the processor is configured for setting ¢ close to
zero, e.g. to a value smaller than 0.01. By setting & close to zero, superpixels which
are almost identical to the labeled superpixels, as demonstrated in Fig. 7, can be

found.
Hybrid-scale Superpixel Graph

[103] In general, superpixels at larger scale are computationally more efficient but
may not generate optimum segmentation at the object boundaries (e.g, the boundary
between the tissue and the background in Fig. 5). In Fig. 9(A), it is shown that the
larger scale superpixels (in the rectangle in the left upper part of the image/with the
red marker) include both the tissue and the background, thus assigning any label to
it will yield false boundaries. In contrast, the smaller scale superpixels adhere to the
tissue boundaries very well (Fig. 9(B)).

[104] Thus, embodiments of the invention that follow a hybrid-scale superpixel
approach according to embodiments of the invention enable the user to select a

region area (also referred to as “point of interest” or “region of interest” (ROI)) for
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segmentation refinement, e.g., the area indicated by the (dotted) box in Fig. 9.
Within this ROI, the larger scale superpixels are replaced by the corresponding
smaller scale superpixels to achieve better delineation of the tissue boundary. The
user can select the ROI in which the segmentation results using the larger scale
superpixels are not optimum. Then a new graph can be generated based on the
hybrid-scale superpixels covered by the ROIL. As the result, the outermost nodes of
this graph correspond to the larger scale superpixels which overlap with the ROT
boundary; and the inner nodes correspond to the smaller scale superpixels inside the
ROL.

[105] According to embodiments, the only additional computation is the arc weights
(i.e., “edge weights”) between the superpixels at different scales. At the boundary of
ROI, it is very likely that adjacent superpixels at the different scales have overlapping
pixels. This is allowed in our feature calculation, i.e., the overlapping pixels
contribute to the histogram calculation for both scale superpixels. As for the final
segmentation result, the label assigned to the overlapping pixels can be from either
scale, preferably the smaller scale in most cases considering its superiority in
boundary adherence.

[106] After building the graph and or compiling and storing the graph data, seeds
are needed to perform the segmentation. In case there are no existing markings in
this ROI, the user can add seeds, e.g. one or more markings, either manually or
automatically using the method described in the previous section. Alternatively, the
larger scale superpixels along the ROI boundary which have already been assigned
labels can serve as the seeds for segmentation on the new graph. The rationale
behind this approach is that the user selected ROI is usually centered at the tissue
boundaries. Thus, the ROI borders should locate at the inner part of the tissues,
which usually have reasonable segmentation results even using larger scale
superpixels.

[107] According to an alternative embodiment, the processor is configured for
refining segmentation results from superpixels generated by using a larger scale, the
user is enabled to select, e.g. via a GUI, the ROIs along all the tissue boundaries
before any segmentation is performed. Then the whole image is represented by a
hybrid-scale superpixel graph, where smaller scale superpixels are along the tissue

boundaries, and the larger scale superpixels lies within the tissues.
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[108] The ROI selection can also be semi-automatic, i.e., the user first select a ROl
containing the tissue boundaries, then similar ROIs are searched automatically in the
image. The search can be based on the labels provided by the user in the ROI, each
label corresponding to a tissue type. For each label, similar superpixels are identified
throughout the image using the method described in section 2.3.2; then the region in
which all the labels have representative superpixels is selected as one ROL.

[109] Lastly, according to a further alternative embodiment, fully automatic ROI
selection is provided: the processor of the image analysis system is configured for
automatically identifying boundary regions purely based on image features (i.e. by
analyzing solely intensity-derived image feature information, not superpixel distance
information). One such feature can be that generated by a commonly used edge
detector, such as Sobel filer and Canny algorithm. The edge detection can be done in
each unmixed channel image, followed by thresholding and morphological operation
to remove noisy edges. The resulting edge maps can be combined and the regions
which contain the most significant edge information can be automatically selected by

the image analysis system as the ROIs.
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RESULTS

[110]  The propose framework is implemented for digital pathology applications,

which is capable to process both whole slide and field of view (FOV) images.

CONCLUSION

[111] The proposed interactive segmentation framework is a very flexible and
effective tool for digital pathology image analysis applications.
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WE CLAIM:

1.

An image analysis system for segmenting a digital image (500) of a biological

sample, the digital image comprising at least a first image component depicting

a first tissue type of the biological sample and a second image component

depicting a second tissue type of the biological sample or background, the

image analysis system comprising an interface for receiving the digital image

and a processor configured for performing the segmentation, the segmentation

comprising:

i

identifying a plurality of superpixels (302, 304) in the received digital image;

for each of the superpixels, extracting a feature set, the feature set
comprising and/or being derived from pixel intensity values of pixels

contained in said superpixel;

receiving at least a first (504) and a second (502, 506) marking, the first
marking covering one or more first ones of the superpixels, the first marked
superpixels representing regions of the first image component, the second
marking covering one or more second ones of the superpixels, the second

marked superpixels representing regions of the second image component;
for each unmarked superpixel of the plurality of superpixels:

o computing a first combined distance between said unmarked superpixel

and the one or more first marked superpixels, the first combined

distance being a derivative of a feature-set-dependent distance between
said unmarked superpixel and the one or more first marked superpixels
and of a spatial distance between said unmarked superpixel and the one

or more first marked superpixels;

computing a second combined distance between said unmarked
superpixel and the one or more second marked superpixels, the second
combined distance being a derivative of a feature-set-dependent distance
between said unmarked superpixel and the one or more second marked
superpixels and of a spatial distance between said unmarked superpixel

and the one or more second marked superpixels;

assigning the unmarked superpixel to the first image component if the

first combined distance is smaller than the second combined distance
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and otherwise associating the unmarked superpixel to the second image

component, thereby segmenting the digital image.

The image analysis system of claim 1, the processor further being configured for:

- representing the plurality of superpixels as a graph (400), whereby the
center of each of the identified superpixels is represented as a node and
whereby the nodes representing centers of adjacent superpixels are

connected by a respective edge.

The image analysis system of claim 2, the representation of the plurality of

superpixels as a graph comprising:

— for each of the edges, computing a weight by comparing the feature sets of
the neighboring superpixels connected by said edge, whereby the weight
negatively correlates with the degree of similarity of the compared feature

sets.

The image analysis system of any one of the previous claims 2-3,

the processor being configured for performing a pre-processing operation
before the receipt of the first and second marking, the pre-processing operation

comprising:

— performing the identification of the plurality of superpixels;

— performing, for each of the superpixels, the extraction of the feature set; and
— performing the representation of the plurality of superpixels as the graph;

wherein the processor is configured for performing, after having executed the

pre-processing operation:
— using the graph for computing the first and second combined distance;

— receiving another first and another second marking, the other first marking
covering one or more other first marked ones of the superpixels, the other
first marked superpixels representing other regions of the first image

component, the other second marking covering one or more other second
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marked ones of the superpixels, the other second marked superpixels

representing other regions of the second image component;

— computing, for each of the superpixels, another first and another second
combined distance using the topology of the graph and the other first and

second markings;

— re-segmenting the digital image by associating unmarked superpixel to the
first image component if the other first combined distance is smaller than the
other second combined distance and otherwise associating the unmarked

superpixel to the second image component.

The image analysis system of any one of the previous claims, the extraction of

the feature set for each of the superpixels comprising:

— generating an intensity histogram from all pixels contained in said superpixel;

and/or

— computing a gradient direction histogram from all pixels contained in said
superpixel, the gradient direction being indicative of the direction of a

directional change in the intensity in the digital image; and/or

- computing a gradient magnitude histogram from all pixels contained in said
superpixel, the gradient magnitude being indicative of the magnitude of a

directional change in the intensity in the digital image; and/or

— computing a texture feature from all pixels contained in said superpixel.

The image analysis system of any one of the previous claims 3-5, whereby each

of the computed weights assigned to one of the edges is:

— a histogram-distance between the two intensity histograms computed for the

two nodes connected by said edge;

— a histogram-distance between the two gradient magnitude histograms

computed for the two nodes connected by said edge;

— a histogram-distance between the two gradient direction histograms

computed for the two nodes connected by said edge;
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— adistance computed as a derivative of one or more of said histogram-

distances.

The image analysis system of any one of the previous claims 3-6,

wherein the computation of the first combined distance for any of the

unmarked superpixels comprises:

— computing a first path distance for each of a plurality of first paths, each first
path connecting the node representing the center of the unmarked
superpixel and a node representing a center of one of the first marked
superpixels, each first path distance being computed as the sum of the
weights of the edges between neighboring superpixels pairs along a

respective one of the first paths; and

— using the minimum computed first path distance as the first combined

distance calculated for the unmarked superpixel;

wherein the computation of the second combined distance for any of the

unmarked superpixels comprises:

— computing a second path distance for each of a plurality of second paths,
each second path connecting the node representing the center of the
unmarked superpixel and a node representing a center of one of the second
marked superpixels, each second path distance being computed as the sum
of the weights of the edges between neighboring superpixels pairs along a

respective one of the second paths; and

— using the minimum computed second path distance as the second combined

distance calculated for the unmarked superpixel.

The image analysis system of any one of the previous claims 3-6,

wherein the computation of the first combined distance for any of the

unmarked superpixels comprises:

— computing a first path distance for each of a plurality of first paths, each first
path connecting the node representing the center of the unmarked

superpixel and a node representing a center of one of the first marked
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superpixels, each first path distance being the maximum weight assigned to
any one of the edges between neighboring superpixels pairs along a

respective one of the first paths; and

— using the minimum computed first path distance as the first combined

distance calculated for the unmarked superpixel;

wherein the computation of the second combined distance for any of the

unmarked superpixels comprises:

— computing a second path distance for each of a plurality of second paths,
each second path connecting the node representing the center of the
unmarked superpixel and a node representing a center of one of the second
marked superpixels, each second path distance being the maximum weight
assigned to any one of the edges between neighboring superpixels pairs along

a respective one of the second paths; and

— using the minimum computed second path distance as the second combined

distance calculated for the unmarked superpixel.

9. The image analysis system of any one of the previous claims, the processor

being configured for:

- performing the identification of the plurality of superpixels in the received
digital image such that each superpixel has, given the resolution of the
received digital image, a minimum size that is the typical size of a cell

nucleus.

10. The image analysis system of claim g, the processor being configured for:

— identifying a further plurality of superpixels in the received digital image,
whereby each of the further superpixels has, given the resolution of the
received digital image, a second minimum size, the second minimum size
being at least 1.5 times the typical size of a cell nucleus; and performing the

feature set extraction in addition for the further plurality of superpixels.

11. The image analysis system of any one of the previous claims 2-10,
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the processor being configured for executing, in a pre-processing operation:

— performing the identification of the plurality of superpixels in the received
digital image such that each superpixel has a first minimum size and
performing the representation of said plurality of superpixels in a first graph;

and

— identifying a further plurality of superpixels in the received digital image
such that each of the further superpixels has a further minimum size that is
smaller than the first minimum size and representing the further plurality of

superpixels in a further graph;

the processor being configured for executing, after completion of the pre-

processing operation:
— Treceiving a user’s selection of a region of interest in the received digital image;

— in response to the receiving of the user’s selection, generating a hybrid
superpixel graph, the hybrid superpixel graph representing digital image
areas within the region of interest with nodes and edges of the further graph
and representing superpixels outside the regions of interest with nodes and

edges of the first graph; and

— using the hybrid superpixel graph for computing the first and second
combined distances and for assigning each unmarked first or further

superpixel to the first or second image component.

12. The image analysis system of any one of the previous claims 2-10, the processor

being configured for:

— generating a plurality of image channels by applying color deconvolution on
the received digital image or by separating RGB color componenis of the
digital image into respective image channels, wherein each of the image
channels is a digital image whose pixel intensity values correspond to the

color component of the respective channel;

- performing the feature set extraction such that for each of the superpixels

and for each of the image channels a respective feature set is extracted.
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13. The image analysis system of claim 12, the processor being configured for:

— for each of the plurality of image channels, comparing the image channel
specific feature set of at least one of the first marked superpixels with the
image channel specific feature set of at least one of the second marked

superpixels for obtaining an image channel specific marker-difference score;

- wherein the computation of each of the edges according to any one of claims

3-12 comprises:

o computing, for each of the image channels, a feature set distance by
comparing the image channel specific feature sets of the neighboring

superpixels connected by said edge;

o multiplying the feature set distance obtained for each of the edges and
for each of the image channels with the image channel specific marker-
difference score computed for said image channel, thereby computing

image-channel specific edge weights;

o for each of the edges, aggregating all image-channel specific edge
weights and using the aggregated edge weight as the edge weight of the
edge.

14. The image analysis system of any one of the previous claims, the image analysis

system further comprising:

— adata entry device, in particular a mouse or a data entry stylus, wherein the
first and/or second marker and optionally also the region of interest are

selected by a user using the data entry device.

15. The image analysis system of any one of the previous claims, the image analysis

system further comprising:

— adisplay monitor, in particular a touch screen monitor or a pen display
monitor, the processor being configured for overlaying all superpixels
assigned to the one or more first marked superpixels with a first color and for

overlying all superpixels assigned to the one or more second marked
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superpixels with a second color and for displaying the digital image and the

overlaid first and second color via the display monitor.

The image analysis system of anyone of the previous claims, the biological

sample being a histopathology sample, in particular a biopsy sample.

An image analysis method for automatically segmenting a digital image (500)
of a biological sample, the digital image comprising at least a first image
component depicting a first tissue type of the biological sample and a second
image component depicting a second tissue type of the biological sample or
background, the image analysis method being performed by an image analysis

system, the image analysis method comprising:

identifying a plurality of superpixels (302, 304) in the received digital image;

— for each of the superpixels, extracting a feature set, the feature set
comprising and/or being derived from pixel intensity values of pixels

contained in said superpixel;

— receiving at least a first (504) and a second marking (502, 506), the first
marking covering one or more first ones of the superpixels, the first marked
superpixels representing regions of the first image component, the second
marking covering one or more second ones of the superpixels, the second

marked superpixels representing regions of the second image component;
~ for each unmarked superpixel of the plurality of superpixels:

o computing a first combined distance between said unmarked superpixel
and the one or more first marked superpixels, the first combined
distance being a derivative of a feature-set-dependent distance between
said unmarked superpixel and the one or more first marked superpixels
and of a spatial distance between said unmarked superpixel and the one

or more first marked superpixels;

o computing a second combined distance between said unmarked
superpixel and the one or more second marked superpixels, the second

combined distance being a derivative of a feature-set-dependent distance
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between said unmarked superpixel and the one or more second marked
superpixels and of a spatial distance between said unmarked superpixel

and the one or more second marked superpixels;

assigning the unmarked superpixel to the first image component if the
first combined distance is smaller than the second combined distance
and otherwise associating the unmarked superpixel to the second image

component, thereby segmenting the digital image.

18. A computer-implemented method for image segmentation wherein a processor

of the computer processes computer instructions, comprising:

— receiving an input image;

— dividing the image into superpixels;

— calculating appearance information for each superpixel, the appearance

calculating steps comprising:

o calculating, for each channel in the image, at least one of a histogram and

a vector of pixel intensity information for pixels of each superpixel;

calculating, for each channel in the image, at least one of a histogram and
a vector of the gradient intensity information associated with the pixels

of each superpixel;

calculating, for each channel in the image, at least one of a histogram and
a vector of the gradient orientation information associated with the

pixels of each superpixel;

- identifying spatial information associated with each superpixel, the spatial

information identifying steps comprising:

@]

O

identifying the center of each superpixel;

associating the center of each superpixel with the center of each
neighboring superpixels and forming associated superpixel pairs,

wherein a neighboring superpixels have a common boundary;

— calculating a similarity measure between each associated superpixel pairs;
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— receiving a first annotation, wherein the first annotation corresponds to a

first marking made on a first image component type;

— receiving a second annotation, wherein the second annotation corresponds
to a second marking made on a second image component type, and wherein
the first image component type is different from the second image
component type, and wherein the first annotation and second annotation are

markings;

- identifying a first location wherein at least part of the first annotation
overlaps at least a part of a first superpixel , and associating a first label with

the first annotation;

— identifying a second location wherein at least part of the second annotation
overlaps at least part of a second superpixel center and associating a second

label with the second annotation;

— segmenting the image according to the first image component type and the

second image component type, the image segmenting steps comprising:

o 1identifying the centers of each of the superpixels that did not intersect
the first annotation or the second annotation, wherein each of the
centers of superpixels that did not intersect the first annotation or the

second annotation is an unmarked superpixel center;

o associating the first label or the second label with each unmarked
superpixel center based on the spatial determinations and a weighting

using the similarity measures between associated superpixel pairs.

The computer-implemented method of claim 18, wherein the spatial
determination involves computing a path distance between the unmarked
superpixel center and each of the first superpixel center and the second
superpixel center. The path distance is computed as the sum of the similarity
measures between the associated superpixels pairs along the path. The path
distance can also be computed as the lowest similarity measure (or largest

difference measure) between associated superpixel pairs along the path.
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The computer-implemented method of claim 18 or 19, further comprising
finding and comparing the shortest path distances from the unmarked
superpixel center to each of the first and second superpixel centers, and
wherein when the unmarked superpixel center is closest to the first superpixel
center, the unmarked superpixel center is associated with the first label, and
wherein when the unmarked superpixel center is closest to the second

superpixel the unmarked superpixel center is associated with the second label.

The computer-implemented method of any one of claims 18-20, further
comprising automatically generating annotations, wherein an automatic
annotation module generates one or more computer-generated annotations
based on a similarity determination, and wherein the similarity determination
involves identifying image component areas in the image that are substantially
similar to at least one of the first image component type and the second image
component type, and associating the image component areas with the first label

or the second label based on the similarity determination.
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