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DESCRIPCION
Fusion de regiones de muestra

La presente invencidn se refiere a esquemas de codificacién para sefiales de informacién muestreadas de forma
bidimensional, tales como videos o imagenes fijas.

En la codificacion de imagenes y video, las imagenes o conjuntos particulares de series de muestras se descomponen
normalmente en bloques, que estan asociados con parametros de codificacion particulares. Las imagenes consisten
normalmente en multiples series de muestras. Ademas, una imagen también puede estar asociada con series de
muestras auxiliares adicionales que, por ejemplo, pueden especificar informacién de transparencia o mapas de
profundidad. Las series de muestras de una imagen (incluyendo series de muestras auxiliares) pueden agruparse en
uno o mas denominados grupos de planos, donde cada grupo de planos consiste en una o mas series de muestras.
Los grupos de planos de una imagen se pueden codificar de manera independiente o, si la imagen esta asociada a
més de un grupo de planos, de manera predictiva con respecto a otros grupos de planos de la misma imagen. Cada
grupo de planos se descompone normalmente en bloques. Los bloques (o los bloques correspondientes de las series
de muestras) se predicen mediante prediccion inter-imagen o mediante prediccién intra-imagen. Los bloques pueden
tener diferentes tamanos y pueden ser cuadraticos o rectangulares. La division de una imagen en bloques puede
fijarse por la sintaxis o puede senalizarse (al menos parcialmente) dentro del flujo de bits. Con frecuencia se transmiten
elementos sintacticos que senalizan la subdivisién para bloques de tamanos previamente definidos. Tales elementos
sintacticos pueden especificar si y ¢cdmo un bloque esta subdividido en bloques mas pequeros y parametros de
codificacién asociados, por ejemplo con fines predictivos. La descodificacién de los parametros de codificacién
asociados se especifica de manera determinada para todas las muestras de un bloque (o los bloques correspondientes
de series de muestras). En el ejemplo, todas las muestras de un bloque se predicen usando el mismo conjunto de
parametros de prediccidn, tales como indices de referencia (que identifican una imagen de referencia en el conjunto
de imagenes ya codificadas), parametros de movimiento (que especifican una medida para el movimiento de un bloque
entre una imagen de referencia y la imagen actual), parametros para especificar el filtro de interpolacién, modos de
intra-prediccion, etc. Los parametros de movimiento pueden representarse mediante vectores de desplazamiento con
una componente horizontal y una componente vertical o mediante parametros de movimiento de orden superior, tales
como parametros de movimiento afines que consisten en seis componentes. También es posible que mas de un
conjunto de parametros de prediccion particulares (tales como indices de referencia y parametros de movimiento)
estén asociados con un Gnico bloque. En ese caso, para cada conjunto de estos parametros de prediccion particulares,
se genera una Unica sefal de prediccidon intermedia para el bloque (o los bloques correspondientes de series de
muestras), y la sefial de prediccion final se genera mediante una combinacién que incluye superponer las senales de
predicciéon intermedias. Los parametros de ponderacidon correspondientes y también, posiblemente, un desfase
constante (que se afade a la suma ponderada) pueden ser fijos para una imagen, una imagen de referencia o un
conjunto de imagenes de referencia, o pueden incluirse en el conjunto de parametros de predicciéon para el bloque
correspondiente. Normalmente, la diferencia entre los bloques originales (o los bloques correspondientes de series de
muestras) y sus sefales de prediccion, también denominadas sefales residuales, se transforma y se cuantifica. Con
frecuencia se aplica una transformada bidimensional a la senal residual (o a las series de muestras correspondientes
para el bloque residual). Para la codificacion de la transformada, los bloques (o los bloques correspondientes de series
de muestras) para los que se ha usado un conjunto particular de parametros de prediccion, pueden dividirse
adicionalmente antes de aplicar la transformada. Los bloques de transformada pueden ser iguales 0 méas pequenos
que los bloques que se usan para la prediccién. También es posible que un bloque de transformada incluya mas de
uno de los bloques que se usan para la prediccion. Diferentes bloques de transformada pueden tener diferentes
tamanos y los bloques de transformada pueden representar bloques cuadraticos o rectangulares. Después de la
transformada, los coeficientes de transformada resultantes se cuantifican, obteniéndose los denominados niveles de
coeficiente de transformada. Los niveles de coeficiente de transformada, asi como los parametros de prediccién vy, si
la hubiera, la informacién de subdivision, se codifican mediante entropia.

En las normas de codificacién de imagen y video, las posibilidades de subdividir una imagen (o un grupo de planos)
en blogues proporcionados por la sintaxis son muy limitadas. Normalmente, solo puede especificarse si (y
posiblemente cémo) un bloque de un tamano previamente definido puede subdividirse en bloques mas pequenos.
Como un ejemplo, el tamano de bloque mas grande en H.264 es de 16 x 16. Los bloques de 16 x 16 también se
denominan macrobloques y cada imagen se divide en macrobloques en una primera etapa. Puede senalizarse si cada
macrobloque de 16 x 16 se codifica como un bloque de 16 x 16, 0 como dos bloques de 16 x 8, 0 como dos bloques
de 8 x 16, o como cuatro bloques de 8 x 8. Si un blogue de 16 x 16 se subdivide en cuatro bloques de 8 x 8, cada uno
de estos bloques de 8 x 8 se puede codificar como un blogue de 8 x 8, o como dos bloques de 8 x 4, o como dos
bloques de 4 x 8, 0 como cuatro bloques de 4 x 4. El pequeno conjunto de posibilidades para especificar la divisién en
bloques en las normas de codificacion de imagenes y video de dltima generacién tiene la ventaja de que la tasa de
informacion secundaria para sefalizar la informacion de subdivisién puede mantenerse baja, pero tiene la desventaja
de que la velocidad binaria requerida para transmitir los parametros de prediccidn para los bloques puede ser
considerable, tal como se explica a continuacion. La tasa de informacion secundaria para sefalizar la informacién de
prediccién representa normalmente una cantidad importante de la velocidad binaria global para un bloque. La eficacia
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de la codificacién puede aumentarse cuando se reduce esta informacién secundaria, lo cual podria conseguirse, por
ejemplo, utilizando tamanos de bloque mas grandes. Las imagenes reales de una secuencia de video consisten en
objetos conformados de manera arbitraria con propiedades especificas. Como un ejemplo, tales objetos o partes de
los objetos se caracterizan por una textura Unica o un movimiento Gnico. Normalmente, el mismo conjunto de
parametros de prediccion puede aplicarse para tal objeto o parte de un objeto. Sin embargo, los contornos de los
objetos no coinciden normalmente con los posibles limites de bloque de los grandes bloques de prediccion (por
ejemplo, macrobloques de 16 x 16 en H.264).

Un codificador normalmente determina la subdivisién (entre el conjunto limitado de posibilidades) que da como
resultado el minimo de una medida particular del coste velocidad-distorsién. En objetos conformados de manera
arbitraria, esto puede dar como resultado un gran nimero de pequenos bloques. Puesto que cada uno de estos
pequenos bloques esta asociado a un conjunto de parametros de prediccion, que necesitan ser transmitidos, la tasa
de informacidén secundaria puede llegar a ser una parte considerable de la velocidad binaria global. Sin embargo,
puesto que varios de los pequefios bloques siguen representando areas del mismo objeto o parte de un objeto, los
parametros de prediccién para una pluralidad de los bloques obtenidos son idénticos 0 muy similares.

Es decir, la subdivisién o particién de una imagen en partes, teselas o bloques mas pequenos influye sustancialmente
en la eficacia de la codificacién y la complejidad de la codificacion. Tal como se ha sefalado en lo que antecede, la
subdivision de una imagen en un mayor nimero de bloques méas pequerios permite un ajuste espacial mas preciso de
los parametros de codificacion, permitiendo asi una mejor adaptabilidad de esos parametros de codificacién al material
de imagenes/video. Por otro lado, ajustar los parametros de codificaciéon a una granularidad mas precisa impone una
mayor carga en la cantidad de informaciéon secundaria necesaria para informar al descodificador sobre los ajustes
necesarios. Ademas, debe observarse que cualquier libertad para que el codificador subdivida (adicionalmente) de
manera espacial las imagenes/video en bloques aumenta drasticamente la cantidad de posibles ajustes de parametros
de codificacion y, por lo tanto, hace que, generalmente, determinar el ajuste de parametros de codificacion que da
lugar al mejor compromiso entre velocidad y distorsion sea incluso mas dificil.

JOEL JUNG et al.: "Competition-Based Scheme for Motion Vector Selection and Coding" (VCEG-ACO06) del 02 de
agosto de 2006, XP030003490, por ejemplo, se refiere a una contribucién para H.264 que, entre otras cosas, sugiere
transmitir en el flujo de datos "si el modo de salto se selecciona como el mejor modo" (en comparacion con intra, inter,
...) €l indice del predictor (ver 3.2).

El documento WO 2008/127597 A2 (Thomson Licensing; Divorra Escoda Oscar; Yin Peng) del 23 de octubre de 2008,
por ejemplo, sugiere transmitir en el flujo de datos una "direccién de fusion" en caso de que se senale que un bloque
padre se fusiona con otro bloque mediante el uso de una bandera de fusion/no fusién (veanse las figuras 7 y 8). DE
FORNI R ET AL: “On the Benefits of Leaf Merging in Quad-; Tree Motion Models”, PROCESAMIENTO DE IMAGENES,
2005. ICIP 2005. IEEE INTERNATIONAL CONFERENCE ON, IEEE, PISCATAWAY, NJ, EE. UU,,IEEE, vol. 2, 11 de
septiembre de 2005 (2005-09-11), paginas 858-861, XP010851189, DOI: 10.1109/ICIP.2005.1530191 ISBN: 978-0-
7803-9134-5 divulga la fusién de hojas en la codificacién de video de acuerdo con el estandar H.264, donde se codifica
una bandera de fusion binaria, que indica si se selecciona o no alguno de los objetivos de fusion; y si se va a fusionar
una hoja, se envian 0,1 0 2 bits para identificar el objetivo de fusién especifico.

El documento XP 10851189 describe la fusién de hojas en modelos de movimiento de arboles cuaternarios y sugiere
permitir la fusién en bloques hoja con unas hojas colindantes inmediatas de mayor tamano o del mismo tamano pero
con un padre diferente. En particular, se describe que, para un bloque hoja, se determina un conjunto de posibles
objetivos de fusion. Si el mismo esta vacio, entonces no se hace nada pero, de lo contrario, un indicador de fusion
binario indica si se selecciona, o no, alguno de los objetivos de fusién. El indicador de fusion se codifica usando uno
o dos contextos que son mantenidos por un codificador aritmeético binario adaptivo, en el que el contexto seleccionado
dependia de si alguno de los vecinos de la hoja ya se ha codificado como fusionado. Si se ha de fusionar la hoja, se
envian 0, 1 o 2 bits para identificar el objetivo de fusion especifico de entre el conjunto de posibles objetivos de fusion.
No se requiere bit alguno si hay solo un posible objetivo de fusién, mientras que se requieren 2 bits si el nimero de
posibles objetivos de fusidén supera dos.

El documento WO 2008/156548 A1 describe una estructura de sintaxis de video de mlltiples pasadas para datos de
fragmento. En la realizacién de las figuras 6 y 7 se usan tres pasadas. En la primera pasada, se transmiten los modos
de codificacion de macrobloques y de sub-bloques para cada macrobloque. En la segunda pasada, la sintaxis de
fusién de macrobloques y de sub-bloques se codifica de forma explicita o implicita basandose en la informacion de
modos a partir de un vecindario relajado y o no relajado con respecto al macrobloque actual. En una tercera pasada,
los datos de movimiento se codifican de forma explicita o implicita dependiendo de los modos de macrobloque y de
sub-bloque y la sintaxis de fusién de macrobloques y de sub-bloques a partir del vecindario relajado y/o no relajado y
codificacion residual.

El documento US20080310504 describe una técnica para explorar coeficientes de bloques de video. En particular, las
técnicas de la presente divulgacion adaptan un orden de exploracién que se usa para explorar un bloque bidimensional
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de coeficientes a un vector de coeficientes unidimensionales basandose en unas estadisticas que estan asociadas
con uno o0 mas bloques previamente codificados. Por ejemplo, las estadisticas que indican la probabilidad de que un
valor de coeficiente dado en cada posicion de un bloque bidimensional sea cero o distinto de cero se pueden recopilar
para uno o mas bloques previamente codificados. En algun momento, se puede realizar un ajuste en el orden de
exploracién con el fin de asegurar de mejor modo que los coeficientes distintos de cero se agrupen entre si cerca de
la parte frontal del vector de coeficientes unidimensionales, lo que puede mejorar la eficacia de la codificacion por
entropia. La recopilacion de estadisticas y el ajuste del orden de exploracion se pueden realizar por separado para
cada posible modo de prediccién.

Es un objeto proporcionar un esquema de codificacion para codificar una serie de muestras de informacion que
representan una sefal de informacién bidimensional espacialmente muestreada, tal como, pero sin limitarse a,
imagenes de un video o imagenes fijas, que permita conseguir un mejor compromiso entre la complejidad de la
codificacion y la relacion velocidad-distorsién que puede conseguirse, y/o conseguir una mejor relacion velocidad-
distorsion.

Este objetivo se consigue mediante el objeto de acuerdo con las reivindicaciones independientes.

A continuacion se describen realizaciones preferidas de la presente invencion con respecto a las figuras siguientes,
en las que:

La figura 1 muestra un diagrama de bloques de un codificador de acuerdo con una realizacion de la presente solicitud.

La figura 2 muestra un diagrama de bloques de un descodificador de acuerdo con una realizacién de la presente
solicitud.

Las figuras 3a a 3¢ muestran esquematicamente un ejemplo ilustrativo de una subdivisién en arboles cuaternarios,
donde la figura 3a muestra un primer nivel jerarquico, la figura 3b muestra un segundo nivel jerarquico y la figura 3¢
muestra un tercer nivel jerarquico.

La figura 4 muestra esquematicamente una estructura de arbol para la subdivision ilustrativa en arboles cuaternarios
de las figuras 3a a 3c de acuerdo con una realizacion.

Las figuras 5a, b ilustran esquematicamente la subdivisién en arboles cuaternarios de las figuras 3a a 3c y la estructura
de arbol con indices que indexan los bloques hoja individuales.

Las figuras 6a, b muestran esquematicamente cadenas binarias o0 secuencias de indicadores que representan la
estructura de arbol de la figura 4 y la subdivision en arboles cuaternarios de las figuras 3a a 3¢, respectivamente, de
acuerdo con diferentes realizaciones.

La figura 7 muestra un diagrama de flujo que muestra las etapas llevadas a cabo por un extractor de flujo de datos de
acuerdo con una realizacion.

La figura 8 muestra un diagrama de flujo que ilustra la funcionalidad de un extractor de flujo de datos de acuerdo con
una realizacién adicional.

Las figuras 9a, b muestran diagramas esquematicos de subdivisiones ilustrativas en arboles cuaternarios, donde se
resaltan bloques candidatos vecinos para un bloque predeterminado, de acuerdo con una realizacion.

La figura 10 muestra un diagrama de flujo de una funcionalidad de un extractor de flujo de datos de acuerdo con una
realizacion adicional.

La figura 11 muestra esquematicamente una composicion de una imagen a partir de planos y grupos de planos, e
ilustra una codificaciéon que usa adaptacion/prediccion inter-plano de acuerdo con una realizacién.

Las figuras 12a y 12b ilustran esquematicamente una estructura de subarbol y la correspondiente subdivisién con el
fin de ilustrar el esquema de herencia de acuerdo con una realizacion.

Las figuras 12¢c y 12d ilustran esquematicamente una estructura de subarbol con el fin de ilustrar el esquema de
herencia con adopcién y prediccion, respectivamente, de acuerdo con realizaciones.

La figura 13 muestra un diagrama de flujo que muestra las etapas llevadas a cabo por un codificador que lleva a cabo
un esquema de herencia de acuerdo con una realizacion.

Las figuras 14a y 14b muestran una subdivision primaria y una subdivisién subordinada con el fin de ilustrar la
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posibilidad de implementar un esquema de herencia en relacidon con la inter-prediccion, de acuerdo con una
realizacion.

La figura 15 muestra un diagrama de bloques que ilustra un proceso de descodificacion en relacién con el esquema
de herencia de acuerdo con una realizacion.

La figura 17 muestra un diagrama de bloques de un descodificador de acuerdo con una realizacion.

Las figuras 18a a ¢ muestran unos diagramas esquematicos que ilustran diferentes posibilidades de subdivisiones de
acuerdo con realizaciones adicionales.

La figura 19 muestra un diagrama de bloques de un codificador de acuerdo con una realizacion.
La figura 20 muestra un diagrama de bloques de un descodificador de acuerdo con una realizacion adicional.
La figura 21 muestra un diagrama de bloques de un codificador de acuerdo con una realizacién adicional.

En la siguiente descripcion de las figuras, los elementos que aparecen en varias de estas figuras se indican mediante
nimeros de referencia comunes, omitiéndose una explicacién repetida de estos elementos. En cambio, las
explicaciones con respecto a un elemento presentado en una figura también se aplicaran a las otras figuras en las que
aparece el elemento respectivo, mientras que la explicacion presentada con estas otras figuras indica desviaciones
del mismo.

Ademas, la siguiente descripcion empieza con realizaciones de un codificador y un descodificador que se explican con
respecto a las figuras 1 a 11. Las realizaciones descritas con respecto a estas figuras combinan muchos aspectos de
la presente solicitud que, sin embargo, también serian ventajosos si se implementaran individualmente en un esquema
de codificacion y, por consiguiente, con respecto a las figuras siguientes, se describen brevemente realizaciones que
utilizan de manera individual los aspectos recién mencionados, donde cada una de estas realizaciones representan
una abstraccién de las realizaciones descritas con respecto a las figuras 1y 11 en un sentido diferente.

La figura 1 muestra un codificador de acuerdo con una realizacidén de la presente invencion. El codificador 10 de la
figura 1 comprende una unidad de prediccién 12, un precodificador residual 14, un reconstructor residual 16, una
unidad de insercion de flujo de datos 18 y un divisor de bloques 20. El codificador 10 es para codificar una senal
temporal de informacién espacialmente muestreada en un flujo de datos 22. La senal temporal de informacién
espacialmente muestreada puede ser, por ejemplo, un video, es decir, una secuencia de imagenes. Cada imagen
representa una serie de muestras de imagenes. Otros ejemplos de senales temporales de informacién espacialmente
muestreada comprenden, por ejemplo, imagenes de profundidad capturadas mediante, por ejemplo, camaras time-of-
light. Ademas, debe observarse que una senal de informacion espacialmente muestreada puede comprender mas de
una serie por trama o indicacién de tiempo, tal como en el caso de un video a color que comprende, por ejemplo, una
serie de muestras de luminancia junto con dos series de muestras de crominancia por trama. También puede ser
posible que la frecuencia de muestreo temporal para las diferentes componentes de la sefial de informacion, es decir,
la luminancia y la crominancia, pueda ser diferente. Lo mismo se aplica a la resolucién espacial. Un video también
puede ir acompanado de informacién adicional espacialmente muestreada, tal como informacién de profundidad o
transparencia. Sin embargo, la siguiente descripcion se centrara en primer lugar en el procesamiento de una de estas
series para entender mejor los conceptos principales de la presente solicitud, haciendo referencia posteriormente al
manejo de mas de un plano.

El codificador 10 de la figura 1 esta configurado para crear el flujo de datos 22 de tal modo que los elementos sintacticos
del flujo de datos 22 describan las imagenes en una granularidad que esta entre imagenes completas y muestras de
imagen individuales. Para ello, el divisor 20 esta configurado para subdividir cada imagen 24 en regiones conectadas
de manera simple de diferentes tamarios 26. En lo sucesivo, estas regiones se denominaran simplemente bloques o
subregiones 26.

Tal como se describira en lo sucesivo en mayor detalle, el divisor 20 usa una subdivision multi-arbol con el fin de
subdividir la imagen 24 en bloques 26 de diferente tamano. Para ser alin mas precisos, las realizaciones especificas
descritas en lo sucesivo con respecto a las figuras 1 a 11 usan principalmente una subdivision en arboles cuaternarios.
Como también se explicara en lo sucesivo en mayor detalle, el divisor 20 puede comprender, internamente, una
concatenacion de un subdivisor 28 para subdividir las imagenes 24 en los bloques 26 recién mencionados, seguido
de un fusionador 30 que permite combinar grupos de estos blogues 26 con el fin de obtener una subdivision eficaz o
una granularidad que esta entre la no subdivisién de las imagenes 24 y la subdivision definida por el subdivisor 28.

Tal como se ilustra mediante las lineas discontinuas de la figura 1, la unidad de prediccién 12, el precodificador residual
14, el reconstructor residual 16 y la unidad de insercién de flujo de datos 18 estan implicados en las subdivisiones de
imagen definidas por el divisor 20. Por ejemplo, tal como se describira en lo sucesivo en mayor detalle, la unidad de
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prediccién 12 usa una subdivision de prediccién definida por el divisor 20 con el fin de determinar para las subregiones
individuales de la subdivisién de prediccién si la subregion respectiva debe someterse a una prediccion intra-imagen
0 una prediccion inter-imagen fijando los parametros de prediccion correspondientes para la subregién respectiva de
acuerdo con el modo de prediccidn elegido.

A su vez, el precodificador residual 14 puede usar una subdivisién residual de las imagenes 24 con el fin de codificar
la parte residual de la prediccion de las imagenes 24 proporcionadas por la unidad de prediccion 12. Puesto que el
reconstructor residual 16 reconstruye la parte residual a partir de los elementos sintacticos proporcionados por el
precodificador residual 14, el reconstructor residual 16 también esta implicado en la subdivisién residual recién
mencionada. La unidad de insercién de flujo de datos 18 puede utilizar las divisiones recién mencionadas, es decir,
las subdivisiones residuales y de prediccion, con el fin de determinar érdenes de insercién y relaciones de vecindad
entre los elementos sintacticos para la insercién de los elementos sintacticos proporcionados por el precodificador
residual 14 y la unidad de prediccién 12 en el flujo de datos 22 mediante, por ejemplo, codificaciéon por entropia.

Tal como se muestra en la figura 1, el codificador 10 comprende una entrada 32 por la que la sefal de informacién
original entra en el codificador 10. Un restador 34, el precodificador residual 14 y la unidad de insercidn de flujo de
datos 18 estan conectados en serie en el orden mencionado entre la entrada 32 y la salida de la unidad de insercién
de flujo de datos 18 en la que se proporciona el flujo de datos codificado 22. El restador 34 y el precodificador residual
14 son parte de un bucle de prediccién que se cierra por el constructor residual 16, un sumador 36 y la unidad de
prediccién 12, que estan conectados en serie en el orden mencionado entre la salida del precodificador residual 14 y
la entrada de inversion del restador 34. La salida de la unidad de prediccién 12 también esta conectada a una entrada
adicional del sumador 36. Ademas, la unidad de prediccidon 12 comprende una entrada conectada directamente a la
entrada 32 y puede comprender una entrada adicional conectada asimismo a la salida del sumador 36 a través de un
filtro en bucle opcional 38. Ademas, la unidad de prediccion 12 genera informacién secundaria durante el
funcionamiento y, por lo tanto, una salida de la unidad de prediccion 12 también esta acoplada a la unidad de insercién
de flujo de datos 18. Asimismo, el divisor 20 comprende una salida que esta conectada a otra entrada de la unidad de
insercion de flujo de datos 18.

Tras haberse descrito la estructura del codificador 10, a continuaciéon se describira en mayor detalle el modo de
funcionamiento.

Tal y como se ha descrito en lo que antecede, el divisor 20 decide para imagen 24 c¢émo subdividir la misma en
subregiones 26. De acuerdo con una subdivision de la imagen 24 que va a usarse para la prediccion, la unidad de
predicciéon 12 decide para cada subregion correspondiente a esta subdivision cémo predecir la subregion respectiva.
La unidad de prediccién 12 proporciona la prediccién de la subregion a la entrada de inversién del restador 34 y a la
entrada adicional del sumador 36, y proporciona a la unidad de insercion de flujo de datos 18 informacion de prediccion
que refleja la manera en que la unidad de prediccidon 12 obtuvo esta prediccion a partir de partes previamente
codificadas del video.

En la salida del restador 34 se obtiene asi el residuo de prediccidn, donde el precodificador residual 14 procesa este
residuo de prediccion de acuerdo con una subdivision residual también especificada por el divisor 20. Tal y como se
describira en lo sucesivo en mayor detalle con respecto a las figuras 3 a 10, la subdivisién residual de la imagen 24
usada por el precodificador residual 14 puede referirse ala subdivisién de prediccion usada por la unidad de prediccién
12 de tal modo que cada subregion de prediccion se adopte como una subregidon residual o se subdivida
adicionalmente en subregiones residuales mas pequenas. Sin embargo, también seria posible una prediccion
totalmente independiente y subdivisiones residuales.

El precodificador residual 14 somete cada subregién residual a una transformacién desde el dominio espacial al
dominio espectral mediante una transformada bidimensional seguida de, o que implica intrinsecamente, una
cuantificacion de los coeficientes de transformada resultante de los bloques de transformada resultantes, por lo que la
distorsion se debe al ruido de cuantificacién. La unidad de insercién de flujo de datos 18 puede, por ejemplo, codificar
sin pérdidas elementos sintacticos que describen los coeficientes de transformada antes mencionados en el flujo de
datos 22 usando, por ejemplo, codificacion por entropia.

A su vez, el reconstructor residual 16 reconvierte, usando una recuantificacion seguida de una retransformacion, los
coeficientes de transformada en una senal residual, donde la senal residual se combina en el sumador 36 con la
prediccién usa por el restador 34 para obtener el residuo de prediccién, obteniendo asi una porcidn o subregion
reconstruida de una imagen actual en la salida del sumador 36. La unidad de prediccidén 12 puede usar la subregién
de imagen reconstruida para la intra-prediccidon directamente, es decir, para predecir una determinada subregion de
prediccién mediante una extrapolacion a partir de subregiones de prediccidon reconstruidas previamente en zonas
cercanas. Sin embargo, también seria teéricamente posible una intra-prediccién llevada a cabo en el dominio espectral
prediciendo el espectro de la subregién actual directamente a partir del de una subregién vecina.

Para la inter-prediccion, la unidad de prediccién 12 puede usar imagenes codificadas y reconstruidas previamente en
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una version de acuerdo con la cual se han filtrado mediante un filtro en bucle opcional 38. El filtro en bucle 38 puede
comprender, por ejemplo, un filtro de desbloqueo y/o un filiro adaptativo que tiene una funcién de transferencia
adaptada para formar de manera ventajosa el ruido de cuantificacion mencionado en lo que antecede.

La unidad de prediccién 12 elige los parametros de prediccidn que revelan la manera de predecir una determinada
subregién de prediccion mediante el uso de una comparacion con las muestras originales de la imagen 24.

Como se indicara en lo sucesivo en mayor detalle, los parametros de prediccion pueden comprender para cada
subregién de prediccién una indicacion del modo de prediccidn, tal como una prediccién intra-imagen y una prediccién
inter-imagen. En el caso de la prediccién intra-imagen, los parametros de prediccion también pueden comprender una
indicacién de un angulo a lo largo del cual se extienden principalmente bordes de la subregién de predicciéon que va a
intra-predecirse, y en el caso de la prediccién inter-imagen, vectores de movimiento, indices de imagen en movimiento
y, finalmente, parametros de transformacién de movimiento de orden superior y, en caso de prediccion intra-imagen y
de prediccidn inter-imagen, informacion de filtro opcional para filtrar las muestras de imagen reconstruidas en funcion
de las cuales se predice la subregion de prediccién actual.

Tal como se describira en lo sucesivo en mayor detalle, las subdivisiones mencionadas en lo que antecede definidas
por un divisor 20 influyen sustancialmente en la relacion velocidad/distorsion maxima que puede conseguirse mediante
el precodificador residual 14, la unidad de prediccion 12 y la unidad de insercién de flujo de datos 18. En caso de una
subdivision muy precisa, los parametros de prediccion 40 proporcionados por la unidad de prediccion 12 que van a
insertarse en el flujo de datos 22 necesitan una velocidad de codificacidon muy elevada, a pesar de que la prediccion
obtenida por la unidad de prediccion 12 puede ser mejor y la senal residual que va a codificarse por el precodificador
residual 14 podria ser menor de tal modo que la misma podria codificarse con menos bits. En caso de una subdivision
demasiado tosca, se aplica lo contrario. Ademas, la idea que acaba de mencionarse también se aplica a la subdivision
residual de manera similar: una transformaciéon de una imagen usando una granularidad mas precisa de los bloques
de transformacién individuales da lugar a una menor complejidad para calcular las transformaciones y una mayor
resolucién espacial de la transformacion resultante. Es decir, subregiones residuales mas pequenas permiten que la
distribucion espectral del contenido dentro de subregiones residuales individuales sea mas coherente. Sin embargo,
la resolucion espectral se reduce y la relacidn entre coeficientes significativos e insignificantes, es decir, cuantificados
a cero, empeora. Es decir, la granularidad de la transformada deberia adaptarse localmente al contenido de imagen.
Ademas, independientemente del efecto positivo de una granularidad mas precisa, una granularidad mas precisa
aumenta generalmente la cantidad de informacion secundaria necesaria para indicar al descodificador la subdivision
escogida. Tal como se describira en lo sucesivo en mayor detalle, las realizaciones descritas en lo sucesivo
proporcionan al codificador 10 la capacidad de adaptar muy eficazmente las subdivisiones al contenido de la senal de
informacion que va a codificarse y de sefalizar las subdivisiones que van a usarse a la parte de descodificacion
ordenando a la unidad de insercion de flujo de datos 18 que inserte la informacion de subdivisidon en el flujo de datos
codificado 22. Los detalles se describen en lo sucesivo.

Sin embargo, antes de definir en mayor detalle la subdivisién del divisor 20, un descodificador de acuerdo con una
realizacion de la presente solicitud se describird en mayor detalle con respecto a la figura 2.

El descodificador de la figura 2 se indica mediante el signo de referencia 100 y comprende un extractor 102, un divisor
104, un reconstructor residual 106, un sumador 108, una unidad de prediccién 110, un filiro en bucle opcional 112y
un posfiliro opcional 114. El extractor 102 recibe el flujo de datos codificado en una entrada 116 del descodificador
100 y extrae del flujo de datos codificado de informacién de subdivision 118, parametros de prediccion 120 y datos
residuales 122 que el extractor 102 proporciona al divisor de imagenes 104, a la unidad de prediccion 110 y al
reconstructor residual 1086, respectivamente. El reconstructor residual 106 tiene una salida conectada a una primera
entrada del sumador 108. La otra entrada del sumador 108 y la salida del mismo estan conectadas en un bucle de
prediccién al que el filiro en bucle opcional 112 y la unidad de prediccién 110 estan conectados en serie en el orden
mencionado con una trayectoria de desviacidon que va desde la salida del sumador 108 hasta la unidad de prediccion
110 de manera muy similar a las conexiones mencionadas en lo que antecede entre el sumador 36 y la unidad de
prediccién 12 de la figura 1, en concreto una para la prediccién intra-imagen y otra para la prediccién inter-imagen. La
salida del sumador 108 o la salida del filtro en bucle 112 se puede conectar a una salida 124 del descodificador 100,
donde la senal de informacién reconstruida se proporciona a un dispositivo de reproduccion, por ejemplo. Un posfiltro
opcional 114 se puede conectar a la trayectoria que conduce hasta la salida 124 para mejorar la calidad visual de
impresion visual de la senal reconstruida en la salida 124.

En términos generales, el reconstructor residual 106, el sumador 108 y la unidad de predicciéon 110 actian como los
elementos 16, 36 y 12 de la figura 1. Dicho de otro modo, emulan el funcionamiento de los elementos mencionados
en lo que antecede en la figura 1. Para ello, el reconstructor residual 106 y la unidad de predicciéon 110 se controlan
mediante los parametros de prediccion 120 y la subdivision especificada por el divisor de imagenes 104 de acuerdo
con una informacion de subdivision 118 del extractor 102, respectivamente, con el fin de predecir las subregiones de
prediccién del mismo modo que la unidad de prediccion 12 hizo o decidié hacer, y volver a transformar los coeficientes
de transformada recibidos con la misma granularidad que el precodificador residual 14. A su vez, el divisor de imagenes
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104 reconstruye las subdivisiones elegidas por el divisor 20 de la figura 1 de manera sincronizada basandose en la
informacion de subdivisiéon 118. A su vez, el extractor puede usar la informacién de subdivision para controlar la
extraccion de datos tal como en lo que respecta a la seleccidon de contexto, la determinaciéon de la vecindad, la
estimacion de probabilidad, el andlisis de la sintaxis del flujo de datos, etc.

Pueden llevarse a cabo diversas variantes en las realizaciones anteriores. Algunas se mencionan en la siguiente
descripcion detallada con respecto a la subdivision llevada a cabo por el subdivisor 28 y la fusion llevada a cabo por
el fusionador 30, mientras que otras se describen con respecto a las figuras 12 a 16 subsiguientes. Cuando no hay
ningun obstaculo, todas estas desviaciones pueden aplicarse de manera individual o en subconjuntos a la descripcién
antes mencionada de la figura 1 y la figura 2, respectivamente. Por ejemplo, los divisores 20 y 104 pueden no
determinar una subdivision de prediccién y una subdivisién residual por imagen solamente. En cambio, también
pueden determinar una subdivisién de filiro para el filiro en bucle opcional 38 y 112, respectivamente, ya sea
dependiendo o no de las otras subdivisiones para la prediccion o codificacion residual, respectivamente. Ademas, una
determinacién de la subdivision o subdivisiones mediante estos elementos puede no llevarse a cabo en cada trama.
En cambio, una subdivisién o subdivisiones determinadas para una determinada trama pueden reutilizarse o adoptarse
para un determinado nimero de tramas siguientes transfiriendo simplemente una nueva subdivision.

Para proporcionar mas detalles relacionados con la divisién de las imagenes en subregiones, la siguiente descripcién
se centra en primer lugar en la parte de subdivision de la que el subdivisor 28 y 104a son responsables. Después se
describe el proceso de fusidn del que el fusionador 30 y el fusionador 104b son responsables. Por Ultimo, se describe
la adopcién/prediccion inter-plano.

La manera en que el subdivisor 28 y 104a dividen las imégenes es de tal modo que una imagen puede dividirse en
una pluralidad de blogues de tamanos posiblemente diferentes con el fin de codificar de manera predictiva y residual
los datos de imagen o de video. Tal como se ha mencionado en lo que antecede, una imagen 24 puede estar disponible
€como una 0 mas series de valores de muestras de imagen. En el caso del espacio de colores YUV/YCbCr, por ejemplo,
la primera serie puede representar el canal de luminancia, mientras que otras dos series representan canales de
crominancia. Estas series pueden tener diferentes dimensiones. Todas las series pueden agruparse en uno 0 mas
grupos de planos, donde cada grupo de planos consiste en uno 0 mas planos consecutivos de tal modo que cada
plano esta contenido en uno y solamente un grupo de planos. En cada grupo de planos se aplica lo siguiente. La
primera serie de un grupo de planos particular puede denominarse como la serie primaria de este grupo de planos.
Las posibles series siguientes son series subordinadas. La division en bloques de la serie primaria se puede realizar
en funcién de un enfoque de arboles cuaternarios, que se describe del mejor modo en lo sucesivo. La divisién en
bloques de las series subordinadas puede obtenerse en funcion de la divisidon de la serie primaria.

De acuerdo con las realizaciones descritas en lo sucesivo, los subdivisores 28 y 104a estan configurados para dividir
la serie primaria en una pluralidad de boques cuadrados de igual tamarfio, denominados en lo sucesivo bloques arbol.
La longitud del borde de los bloques arbol es normalmente una potencia de dos tal como 16, 32 o 64 cuando se usan
arboles cuaternarios. Sin embargo, en términos generales, debe apreciarse que también es posible usar otros tipos
de arboles, tales como arboles binarios o arboles con cualquier nimero de hojas. Ademas, el nimero de hijos del arbol
puede variar en funcién del nivel del arbol y dependiendo de la senal que esta representando el arbol.

Ademaés, tal como se ha mencionado en lo que antecede, la serie de muestras también puede representar informacién
diferente a secuencias de video, tal como mapas de profundidad o campos de luz, respectivamente. Por simplicidad,
la siguiente descripcidon se centra en arboles cuaternarios como un ejemplo representativo de un multi-arbol.

Los arboles cuaternarios son arboles que tienen exactamente cuatro hijos en cada nodo interno. Cada uno de los
bloques arbol constituye un arbol cuaternario primario junto con arboles cuaternarios subordinados en cada una de
las hojas del arbol cuaternario primario. El arbol cuaternario primario determina la subdivisién de un bloque arbol dado
para la prediccidn, mientras que un arbol cuaternario subordinado determina la subdivision de un bloque de prediccién
dado con fines de codificacion residual.

El nodo raiz del arbol cuaternario primario corresponde al bloque arbol completo. Por ejemplo, la figura 3a muestra un
bloque arbol 150. Debe recordarse que cada imagen esta dividida en una cuadricula regular de lineas y columnas de
tales bloques arbol 150 de tal modo que los mismos, por ejemplo, cubren sin huecos la serie de muestras. Sin embargo,
debe observarse que para todas las subdivisiones de bloque que se muestran en lo sucesivo, la subdivisién
homogénea sin solapamiento no es critica. En cambio, bloques vecinos pueden solaparse entre si siempre que ningin
bloque hoja sea una subparte apropiada de un bloque hoja vecino.

Alo largo de la estructura de arbol cuaternario para el bloque arbol 150, cada nodo puede dividirse ademas en cuatro
nodos hijo, que en el caso del arbol cuaternario primario significa que cada blogue arbol 150 puede dividirse en cuatro
sub-blogues con la mitad de anchura y la mitad de altura del bloque arbol 150. En la figura 3a, estos sub-bloques se
indican con los signos de referencia 152a a 152d. De la misma manera, cada uno de estos sub-bloques puede dividirse
ademas en cuatro sub-bloques méas pequerios con la mitad de anchura y la mitad de altura de los sub-bloques
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originales. En la figura 3d esto se muestra a modo de ejemplo para el sub-bloque 152¢, que esta subdividido en cuatro
pequenos sub-bloques 154a a 154d. Hasta ahora, las figuras 3a a 3¢ muestran a modo de ejemplo c6mo un bloque
arbol 150 se divide primero en sus cuatro sub-bloques 152a a 152d, después el sub-bloque inferior izquierdo 152¢ se
divide adicionalmente en cuatro pequenos sub-bloques 154a a 154d vy, finalmente, tal como se muestra en la figura
3c, el bloque superior derecho 154b de estos sub-bloques mas pequenos se divide una vez mas en cuatro bloques
con una octava parte de la anchura y la altura del bloque arbol original 150, donde estos bloques incluso mas pequenos
se denotan como 156a a 156d.

La figura 4 muestra la estructura de arbol subyacente para la division a modo de ejemplo basada en arboles
cuaternarios que se muestra en las figuras 3a a 3d. Los nlimeros junto a los nodos arbol son los valores de un
denominado indicador de subdivision, que se explicara en mayor detalle cuando se describa la senalizacién de la
estructura de un arbol cuaternario. El nodo raiz del arbol cuaternario se muestra en la parte superior de la figura
(etiguetado como "nivel 0"). Las cuatro ramas del nivel 1 de este nodo raiz corresponden a los cuatro sub-bloques que
se muestran en la figura 3a. Puesto que el tercero de estos sub-bloques se subdivide adicionalmente en sus cuatro
sub-bloques de la figura 3b, el tercer nodo del nivel 1 en la figura 4 también tiene cuatro ramas. De nuevo, en
correspondencia con la subdivisién del segundo nodo hijo (situado en la parte superior derecha) en la figura 3¢, hay
cuatro subramas conectadas al segundo nodo en el nivel 2 de la jerarquia de arbol cuaternario. Los nodos del nivel 3
no se subdividen adicionalmente.

Cada hoja del arbol cuaternario primario corresponde a un bloque de tamano variable para el que pueden especificarse
parametros de prediccidn individuales (es decir, modo de intra-prediccidon o inter-prediccién, parametros de
movimiento, etc.). En lo sucesivo, estos bloques se denominaran bloques de prediccion. En particular, estos bloques
hoja son los bloques que se muestran en la figura 3c. Haciendo de nuevo referencia brevemente a la descripcion de
las figuras 1 y 2, el divisor 20 o el subdivisor 28 determina la subdivisién en arboles cuaternarios que acaba de
explicarse. El subdivisor 152a a d decide cual de los bloques arbol 150, los sub-bloques 152a a d, los pequeros sub-
bloques 154a a d, etc., subdividir o segmentar adicionalmente con el objetivo de encontrar un equilibrio éptimo entre
una subdivision de prediccion muy precisa y una subdivision de prediccion muy tosca, tal como se ha indicado en lo
que antecede. A su vez, la unidad de prediccion 12 usa la subdivision de prediccién prescrita para determinar los
parametros de prediccion mencionados en lo que antecede con una granularidad dependiendo de la subdivisién de
prediccién o para cada una de las subregiones de prediccion representadas por los bloques que se muestran en la
figura 3c, por ejemplo.

Los bloques de prediccion que se muestran en la figura 3¢ pueden dividirse adicionalmente en bloques mas pequenos
con fines de codificacién residual. En cada bloque de prediccion, es decir, en cada nodo hoja del arbol cuaternario
primario, la subdivision correspondiente se determina mediante uno o0 mas arboles cuaternarios subordinados para la
codificacion residual. Por ejemplo, cuando se permite un tamaro de bloque residual maximo de 16 x 16, un bloque de
prediccién dado de 32 x 32 puede dividirse en cuatro bloques de 16 x 16, cada uno de los cuales se determina mediante
un arbol cuaternario subordinado para la codificacién residual. Cada bloque de 16 x 16 en este ejemplo corresponde
al nodo raiz de un arbol cuaternario subordinado.

Tal y como acaba de describirse para el caso de la subdivisién de un bloque arbol dado en bloques de prediccion,
cada bloque de prediccion puede dividirse en una pluralidad de bloques residuales usando la(s) descomposicion(es)
en arboles cuaternarios subordinados. Cada hoja de un arbol cuaternario subordinado corresponde a un bloque
residual para el que pueden especificarse parametros de codificacion residual individuales (es decir, modo de
transformada, coeficientes de transformada, etc.) mediante el precodificador residual 14, parametros de codificacién
residual que a su vez controlan los reconstructores residuales 16 y 106, respectivamente.

Dicho de otro modo, el subdivisor 28 puede estar configurado para determinar para cada imagen o para cada grupo
de imagenes una subdivision de prediccion y una subdivision residual subordinada dividiendo en primer lugar laimagen
en una disposicion regular de bloques arbol 150, dividiendo de manera recursiva un subconjunto de estos bloques
arbol mediante subdivisién en arboles cuaternarios con el fin de obtener la subdivision de prediccidén en bloques de
prediccién, que pueden ser bloques arbol si no se produce ninguna divisién en el bloque arbol respectivo, o los bloques
hoja de la subdivisiéon en arboles cuaternarios, donde posteriormente se subdivide adicionalmente un subconjunto de
estos bloques de prediccidon de manera similar, si un bloque de prediccidn es mayor que el tamano maximo de la
subdivision residual subordinada, dividiendo en primer lugar el bloque de prediccién respectivo en una disposicion
regular de sub-bloques arbol, donde posteriormente se subdivide un subconjunto de estos sub-bloques arbol de
acuerdo con el procedimiento de subdivision en arboles cuaternarios con el fin de obtener los bloques residuales, que
pueden ser bloques de prediccién si no tuvo lugar ninguna division en sub-bloques arbol en el bloque de prediccion
respectivo, sub-bloques arbol si no tuvo lugar ninguna division en regiones incluso mas pequenas en el sub-bloque
arbol respectivo, o los bloques hoja de la subdivision residual en arboles cuaternarios.

Tal como se ha descrito antes brevemente, las subdivisiones escogidas para una serie primaria pueden
correlacionarse con las series subordinadas. Esto es sencillo cuando se consideran series subordinadas de la misma
dimension que la serie primaria. Sin embargo, tienen que tomarse medidas especiales cuando las dimensiones de las
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series subordinadas son diferentes de la dimensién de la serie primaria. En términos generales, la correlaciéon de la
subdivision de la serie primaria con las series subordinadas en caso de dimensiones diferentes podria realizarse
mediante una correlacion espacial, es decir, correlacionando espacialmente los elementos de los bloques de la
subdivision de serie primaria con las series subordinadas. En particular, para cada serie subordinada puede haber un
factor de escalamiento en la direccién horizontal y en la direccién vertical que determina la relacién de la dimension
de la serie primaria con respecto a la serie subordinada. La divisién de la serie subordinada en sub-bloques para la
prediccién y la codificacién residual puede determinarse mediante el arbol cuaternario primario y el/los arbol(es)
cuaternario(s) subordinado(s) de cada uno de los bloques arbol coubicados de la serie primaria, respectivamente,
donde los bloques arbol resultantes de la serie subordinada son escalados por el factor de escalamiento relativo. En
caso de que los factores de escalamiento en la direccidén horizontal y en la direccién vertical sean diferentes (por
ejemplo, como en el submuestreo de crominancia 4:2:2), la prediccién resultante y los bloques residuales de la serie
subordinada ya no seran cuadrados. En este caso, es posible predeterminar o seleccionar de manera adaptativa (ya
sea para toda la secuencia, una imagen de la secuencia o para cada bloque residual o de prediccién individual) si el
bloque residual no cuadratico debe dividirse en bloques cuadrados. En el primer caso, por ejemplo, el codificador y el
descodificar pueden estar de acuerdo en la subdivision en bloques cuadrados cada vez que un bloque correlacionado
no sea cuadrado. En el segundo caso, el subdivisor 28 podria senalizar la seleccién al subdivisor 104a a traves de la
unidad de insercion de flujo de datos 18 y el flujo de datos 22. Por ejemplo, en caso del submuestreo de crominancia
4:2:2, donde las series subordinadas tienen la mitad de anchura pero la misma altura que la serie primaria, la altura
de los bloques residuales sera el doble que la anchura. Dividiendo verticalmente este bloque se obtendran de nuevo
dos bloques cuadrados.

Tal como se ha mencionado en lo que antecede, el subdivisor 28 o el divisor 20, respectivamente, senaliza al subdivisor
104a la divisidn basada en arboles cuaternarios a través del flujo de datos 22. Para ello, el subdivisor 28 informa a la
unidad de insercion de flujo de datos 18 acerca de las subdivisiones elegidas para las imagenes 24. A su vez, la unidad
de insercién de flujo de datos transmite a la parte de descodificacion la estructura del arbol cuaternario primario y
secundario y, por lo tanto, la division de la serie de imagen en bloques de tamano variable para la prediccion o
codificacion residual en el flujo de datos o flujo de bits 22, respectivamente.

Los tamanos de bloque minimo y maximo permitidos se transmiten como informacion secundaria y pueden cambiar
de imagen aimagen. Por otro lado, los tamanos de bloque minimo y maximo permitidos pueden fijarse en el codificador
y el descodificador. Estos tamanos de bloque minimo y maximo pueden ser diferentes para los bloques residuales y
de prediccién. Para la sefalizacién de la estructura de arbol cuaternario es necesario recorrer el arbol cuaternario y
para cada nodo tiene que especificarse si este nodo particular es un nodo hoja del arbol cuaternario (es decir, el bloque
correspondiente no se subdivide mas) o si se ramifica en sus cuatro nodos hijo (es decir, el bloque correspondiente
se divide en cuatro sub-bloques con la mitad de tamario).

La senalizacion de una imagen se realiza por cada bloque arbol en un orden de exploraciéon de trama tal como de
izquierda a derecha y de arriba abajo, tal como se ilustra en la figura 5a en 140. Este orden de exploracién también
puede ser diferente, tal como desde la parte inferior derecha hasta la parte superior izquierda o en el sentido de un
tablero de ajedrez. En una realizacion preferida, cada bloque arbol y, por lo tanto, cada arbol cuadratico, se recorre en
un orden de primero en profundidad para sefalizar la informacion de subdivision.

En una realizacién preferida, no solo se transmite/procesa en el orden de primero en profundidad la informacion de
subdivision, es decir, la estructura del arbol, sino también los datos de prediccidn, etc., es decir, la cabida Util asociada
con los nodos hoja del arbol. Esto se realiza porque el recorrido de primero en profundidad tiene grandes ventajas en
comparacion con el orden de primero en anchura. En la figura 5b se muestra una estructura de arbol cuaternario con
los nodos hoja etiquetados como a, b, ..., j. La figura 5a muestra la divisidon en bloques resultante. Silos bloques/nodos
hoja se recorren en el orden de primero en anchura, se obtiene el siguiente orden: abjchidefg. Sin embargo, en el
orden de primero en profundidad, el orden es abc ... ij. Como puede verse en la figura 5a, en el orden de primero en
profundidad, el bloque vecino izquierdo y el bloque vecino superior siempre se transmiten/procesan antes del bloque
actual. Por lo tanto, la prediccion del vector de movimiento y la modelizacién del contexto siempre pueden usar los
parametros especificados para el bloque vecino izquierdo y superior con el fin de conseguir un rendimiento de
codificacidon mejorado. Esto no seria el caso en el orden de primero en anchura, ya que el bloque j se transmite antes
de los bloques 'e', 'g' e 'i', por ejemplo.

Por consiguiente, la sefalizacién para cada bloque arbol se realiza de manera recursiva a lo largo de la estructura de
arbol cuaternario del arbol cuaternario primario de tal modo que para cada nodo se transmite un indicador que
especifica si el bloque correspondiente esta dividido en cuatro sub-bloques. Si este indicador tiene el valor "1"
("verdadero"), entonces este proceso de senalizacion se repite de manera recursiva para los cuatro nodos hijo, es
decir, sub-bloques en el orden de exploracién de trama (parte superior izquierda, parte superior derecha, parte inferior
izquierda, parte inferior derecha) hasta que se llegue al nodo hoja del arbol cuaternario primario. Debe observarse que
un nodo hoja esta caracterizado por tener un indicador de subdivision con un valor "0". Para el caso en que un nodo
reside en el nivel jerarquico mas bajo del arbol cuaternario primario y, por lo tanto, corresponde al tamano de bloque
de predicciéon mas pequerio permitido, no se transmite ningin indicador de subdivisién. En el ejemplo de la figura 3a
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a ¢, se transmitira primero un "1", tal como se muestra en 190 en la figura 6a, lo que especifica que el bloque arbol
150 esta dividido en sus cuatro sub-bloques 152a a d. Después, se codificara recursivamente la informacion de
subdivision de los cuatro sub-bloques 152a a d en el orden de exploracion de trama 200. Para los dos primeros sub-
bloques 152a, b se transmitira un "0", lo que especifica que no estan subdivididos (véase 202 en la figura 6a). Para el
tercer sub-bloque 152c (parte inferior izquierda), se transmitira un "1", lo que especifica que este bloque esta
subdividido (vease 204 en la figura 6a). A continuacion, de acuerdo con el enfoque recursivo, se procesan los cuatro
sub-blogues 154a a d de este bloque. En el presente caso se transmitira un "0" para el primer sub-bloque (2086) y un
"1" para el segundo sub-bloque (superior derecho) (208). A continuacion se procesan los cuatro bloques del tamano
de bloque mas pequeno 156a a d en la figura 3c. En caso de que se haya alcanzado el tamario de bloque mas pequeno
permitido en este ejemplo, no se transmitiran mas datos ya que no es posible una subdivisiéon adicional. Otra opcidn
es transmitir "0000", tal como se indica en 210 en la figura 6a, lo que especifica que ninguno de estos bloques esta
dividido adicionalmente. Después, se transmitira "00" para los dos bloques inferiores de la figura 3b (véase 212 en la
figura 6a) y, finalmente, "0" para el bloque inferior derecho de la figura 3a (vease 214). Por lo tanto, la cadena binaria
completa que representa la estructura de arbol cuaternario seria la que se muestra en la figura 6a.

Los diferentes sombreados de fondo en esta representacién de cadena binaria de la figura 6a corresponde a diferentes
niveles en la jerarquia de la subdivisién basada en arboles cuaternarios. El sombreado 216 representa el nivel 0
(correspondiente a un tamano de bloque igual al tamano de bloque arbol original), el sombreado 218 representa el
nivel 1 (correspondiente a un tamano de bloque igual a la mitad del tamario de bloque arbol original), el sombreado
220 representa el nivel 2 (correspondiente a un tamano de bloque igual a un cuarto del tamano de bloque éarbol
original), y el sombreado 222 representa el nivel 3 (correspondiente a un tamano de bloque igual a un octavo del
tamano de bloque arbol original). Todos los indicadores de subdivisién del mismo nivel jerarquico (correspondiente al
mismo tamano de bloque y al mismo color en la representacién de cadena binaria de ejemplo) se pueden codificar por
entropia usando uno y el mismo modelo de probabilidad mediante la unidad de insercién 18, por ejemplo.

Debe observarse que para el caso de un recorrido de primero en anchura, la informacién de subdivision se transmitira
en un orden diferente, tal como se muestra en la figura 6b.

De manera similar a la subdivision de cada bloque arbol con fines de prediccion, la divisidon de cada bloque de
prediccién resultante en bloques residuales tiene que transmitirse en el flujo de bits. Ademas, puede haber un tamano
de bloque maximo y minimo para la codificacién residual que se transmite como informacion secundaria y que puede
cambiar de imagen a imagen. Por otro lado, el tamano de bloque maximo y minimo para la codificacion residual puede
fijarse en el codificador y el descodificador. En cada nodo hoja del arbol cuaternario primario, como los que se muestran
en la figura 3c, el bloque de prediccion correspondiente puede dividirse en bloques residuales del méaximo tamafio
posible. Estos bloques son los nodos raiz constituyentes de la estructura de arbol cuaternario subordinado para la
codificacion residual. Por ejemplo, si el tamano de bloque residual maximo para la imagen es de 64 x 64 y el bloque
de prediccion tiene un tamarno de 32 x 32, entonces todo el bloque de prediccion correspondera a un nodo raiz de
arbol cuaternario subordinado (residual) de tamano 32 x 32. Por otro lado, si el tamano de bloque residual maximo
para la imagen es de 16 x 16, entonces el bloque de prediccion de 32 x 32 consistira en cuatro nodos raiz de arbol
cuaternario residual, cada uno con un tamarno de 16 x 16. En cada bloque de prediccion, la sefializacion de la estructura
de arbol cuaternario subordinado se realiza por cada nodo raiz en el orden de exploracion de trama (de izquierda a
derecha, de arriba abajo). Como en el caso de la estructura de arbol cuaternario primario (prediccion), para cada nodo
se codifica un indicador que especifica si este nodo particular esta dividido en sus cuatro nodos hijo. Después, si este
indicador tiene un valor "1", este procedimiento se repite de manera recursiva para los cuatro nodos hijo
correspondientes y sus sub-bloques correspondientes en orden de exploracion de trama (parte superior izquierda,
parte superior derecha, parte inferior izquierda, parte inferior derecha) hasta que se llegue a un nodo hoja del arbol
cuaternario subordinado. Como en el caso del arbol cuaternario primario, no se requiere ninguna senalizacién para
los nodos situados en el nivel jerarquico mas bajo del arbol cuaternario subordinado, ya que esos nodos corresponden
a bloques del tamario de bloque residual mas pequeno posible, los cuales no pueden dividirse mas.

En la codificacion por entropia, los indicadores de subdivision de bloque residual que pertenecen a bloques residuales
del mismo tamano de bloque se pueden codificar usando uno y el mismo modelo de probabilidad.

Por lo tanto, de acuerdo con el ejemplo presentado en lo que antecede con respecto a las figuras 3a a 6a, el subdivisor
28 definié una subdivision primaria para fines de prediccién y una subdivision subordinada de los bloques de diferente
tamano de la subdivisién primaria con fines de codificacion residual. La unidad de insercion de flujo de datos 18 codifico
la subdivision primaria senalizando para cada bloque arbol en un orden de exploraciéon en zigzag una secuencia de
bits generada de acuerdo con la figura 6a junto con la codificacion del tamano de bloque primario maximo y el nivel
jerarquico méximo de la subdivisién primaria. En cada bloque de prediccion definido de esta manera, parametros de
prediccién asociados se han incluido en el flujo de datos. Ademas, una codificacién de informacién similar, es decir,
tamano maximo, nivel jerarquico maximo y secuencia de bits de acuerdo con la figura 6a, tuvo lugar para cada bloque
de prediccion cuyo tamano era igual 0 mas pequeno que el tamano maximo de la subdivision residual y de cada bloque
raiz de arbol residual dentro del cual se han dividido previamente bloques de prediccion cuyo tamano super6 el tamano
maximo definido por los bloques residuales. En cada bloque residual definido de esta manera, los datos residuales se
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insertan en el flujo de datos.

El extractor 102 extrae las secuencias de bits respectivas del flujo de datos en la entrada 116 e informa al divisor 104
acerca de lainformacién de subdivisién asi obtenida. Ademas, la unidad de insercién de flujo de datos 18 y el exiractor
102 pueden usar el orden antes mencionado en los bloques de prediccion y bloques residuales para transmitir
elementos sintécticos adicionales, tales como datos residuales proporcionados por el precodificador residual 14 y
parametros de prediccion proporcionados por la unidad de prediccion 12. Usar este orden es ventajoso ya que
contextos adecuados para codificar los elementos sintacticos individuales para un bloque determinado pueden elegirse
para aprovechar los elementos sintacticos ya codificados/descodificados de bloques vecinos. Ademas, de manera
similar, el precodificador residual 14 y la unidad de prediccién 12, asi como el reconstructor residual 106 y el
precodificador 110, pueden procesar los bloques residuales y de prediccion individuales en el orden indicado en lo
que antecede.

La figura 7 muestra un diagrama de flujo de etapas que pueden llevarse a cabo mediante el extractor 102 para extraer
la informacién de subdivision del flujo de datos 22 cuando esté codificada de la manera descrita en lo que antecede.
En una primera etapa, el extractor 102 divide la imagen 24 en bloques raiz de arbol 150. Esta etapa se indica como la
etapa 300 en la figura 7. La etapa 300 puede necesitar que el extractor 102 extraiga del flujo de datos 22 el tamano
de bloque de prediccion maximo. Ademas, o como alternativa, la etapa 300 puede necesitar que el extractor 102
extraiga del flujo de datos 22 el nivel jerarquico maximo.

A continuacion, en una etapa 302, el extractor 102 descodifica un indicador o bit del flujo de datos. La primera vez que
se lleva a cabo la etapa 302, el extractor 102 sabe que el indicador respectivo es el primer indicador de la secuencia
de bits que pertenece al primer bloque raiz de arbol 150 en el orden de exploracion de bloques raiz de arbol 140.
Puesto que este indicador es un indicador del nivel jerarquico 0, el extractor 102 puede usar una modelizacion de
contexto asociada a ese nivel jerarquico 0 en la etapa 302 con el fin de determinar un contexto. Cada contexto puede
tener una estimacién de probabilidad respectiva para descodificar por entropia el indicador asociado con el mismo. La
estimacion de probabilidad de los contextos puede adaptarse de manera individual por contexto a la estadistica de
simbolos de contexto respectiva. Por ejemplo, para determinar un contexto apropiado para descodificar el indicador
del nivel jerarquico O en la etapa 302, el exiractor 102 puede seleccionar un contexto de un conjunto de contextos
asociado con ese nivel jerarquico 0 dependiendo del indicador de nivel jerarquico 0 de bloques arbol vecinos, o incluso
ademas dependiendo de informacion contenida en las cadenas de bits que definen la subdivisién en arboles
cuaternarios de bloques arbol vecinos del bloque arbol actualmente procesado, tal como el bloque arbol vecino
superior izquierdo.

En la siguiente etapa, en concreto la etapa 304, el extractor 102 comprueba si el indicador decodificado recientemente
sugiere una division. Si este es el caso, el extractor 102 divide el bloque actual, en este caso un bloque arbol, o indica
esta division al subdivisor 104a en la etapa 306 y comprueba, en la etapa 308, si el nivel jerarquico actual es igual al
nivel jerarquico méaximo menos uno. Por ejemplo, el extractor 102 también podria haber extraido del flujo de datos, en
la etapa 300, el nivel jerarquico maximo. Si el nivel jerarquico actual no es igual al nivel jerarquico maximo menos uno,
el extractor 102 incrementa en 1 el nivel jerarquico actual en la etapa 310 y vuelve a la etapa 302 para descodificar el
siguiente indicador del flujo de datos. En este momento, los indicadores que van a descodificarse en la etapa 302
pertenecen a otro nivel jerarquico y, por lo tanto, de acuerdo con una realizacion, el extractor 102 puede seleccionar
uno de un conjunto diferente de contextos, perteneciendo el conjunto al nivel jerarquico actual. La seleccién puede
basarse también en secuencias de bits de subdivision de acuerdo con la figura 6a de bloques arbol vecinos que ya se
han descodificado.

Si se ha descodificado un indicador y la comprobacion en la etapa 304 revela que este indicador no sugiere una
division del bloque actual, el extractor 102 procede con la etapa 312 para comprobar si el nivel jerarquico actual es 0.
Si este es el caso, el extractor 102 prosigue con el procesamiento con respecto al siguiente bloque raiz de arbol en el
orden de exploracién 140 de la etapa 314 o interrumpe el procesamiento extrayendo la informacion de subdivisién si
no queda ningun bloque raiz de arbol que procesar.

Debe observarse que la descripcion de la figura 7 se centra en la descodificacion de los indicadores de subdivision de
solamente la subdivisién de prediccién, de tal modo que, de hecho, la etapa 314 puede implicar la descodificacion de
elementos sintacticos o contenedores (bins) adicionales que pertenecen, por ejemplo, al bloque arbol actual. En
cualquier caso, si hay un bloque raiz de arbol adicional o subsiguiente, el extractor 102 avanza desde la etapa 314
hasta la etapa 302 para descodificar el siguiente indicador de la informacién de subdivision, concretamente, el primer
indicador de la secuencia de indicadores relacionada con el nuevo bloque raiz de arbol.

Si, en la etapa 312 resulta que el nivel jerarquico no es igual a 0, el funcionamiento prosigue con la etapa 316
comprobando si hay nodos hijo adicionales que pertenezcan al nodo actual. Es decir, cuando el extractor 102 lleva a
cabo la comprobacion en la etapa 316 ya ha comprobado en la etapa 312 que el nivel jerarquico actual es un nivel
jerarquico diferente al nivel jerarquico 0. A su vez, esto significa que hay un nodo padre que pertenece a un bloque
raiz de arbol 150 0 a uno de los bloques mas pequefios 152a a d, o incluso bloques mas pequefios 152a a d, y asi
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sucesivamente. El nodo de la estructura de arbol, al que pertenece el indicador descodificado recientemente, tiene un
nodo padre, que es comun a tres nodos adicionales de la estructura de arbol actual. El orden de exploracién entre
tales nodos hijo que tienen un nodo padre comln se ha ilustrado a modo de ejemplo en la figura 3a para el nivel
jerarquico 0 con el signo de referencia 200. Por lo tanto, en la etapa 316, el extractor 102 comprueba si estos cuatro
nodos hijo ya han sido visitados durante el proceso de la figura 7. Si este no es el caso, es decir, si hay mas nodos
hijo con el nodo padre actual, el proceso de la figura 7 prosigue con la etapa 318, donde se visita el siguiente nodo
hijo de acuerdo con un orden de exploracion en zigzag 200 en el nivel jerarquico actual, de tal modo que su sub-bloque
correspondiente representa ahora el bloque actual del proceso 7 y, después, un indicador se descodifica en la etapa
302 a partir del flujo de datos relacionado con el bloque actual o el nodo actual. Sin embargo, si no hay mas nodos
hijo para el nodo padre actual en la etapa 316, el proceso de la figura 7 prosigue con la etapa 320, donde el nivel
jerarquico actual se reduce en 1, tras lo cual el proceso prosigue con la etapa 312.

Llevando a cabo las etapas que se muestran en la figura 7, el extractor 102 y el subdivisor 104a actiian conjuntamente
para recuperar la subdivision escogida en el lado del codificador a partir del flujo de datos. El proceso de la figura 7 se
centra en el caso de la subdivision de prediccién descrito en lo que antecede. La figura 8 muestra, en combinacién
con el diagrama de flujo de la figura 7, como el extractor 102 y el subdivisor 104a actdan conjuntamente para recuperar
la subdivisién residual a partir del flujo de datos.

En particular, la figura 8 muestra las etapas llevadas a cabo por el extractor 102 y el subdivisor 104a, respectivamente,
para cada uno de los bloques de prediccion resultantes de la subdivisidn de prediccidon. Estos bloques de prediccion
se recorren, tal como se ha mencionado en lo que antecede, de acuerdo con un orden de exploracién en zigzag 140
entre los bloques arbol 150 de la subdivision de prediccion y usando un orden de recorrido de primero en profundidad
en cada bloque arbol 150 actualmente visitado para recorrer los bloques hoja como se muestra, por ejemplo, en la
figura 3c. De acuerdo con el orden de recorrido de primero en profundidad, los bloques hoja de bloques arbol primarios
divididos se visitan en el orden de recorrido de primero en profundidad, donde los sub-bloques visitados de un
determinado nivel jerarquico tienen un nodo actual comin en el orden de exploracidn en zigzag 200 y donde se explora
principalmente en primer lugar la subdivisién de cada uno de estos sub-bloques antes de proseguir con el sub-bloque
siguiente en este orden de exploracion en zigzag 200.

En el ejemplo de la figura 3c, el orden de exploracién resultante entre los nodos hoja del bloque arbol 150 se muestra
con el signo de referencia 350.

En un bloque de prediccién actualmente visitado, el proceso de la figura 8 comienza en la etapa 400. En la etapa 400,
un parametro interno que denota el tamano actual del bloque actual se fija igual al tamaro del nivel jerarquico 0 de la
subdivision residual, es decir, el tamano de bloque maximo de la subdivisién residual. Debe recordarse que el tamarfio
de bloque residual maximo puede ser inferior al tamarno de bloque mas pequefio de la subdivisién de prediccién o
puede ser igual o superior a este Ultimo. Dicho de otro modo, de acuerdo con una realizacién, el codificador puede
elegir libremente cualquiera de las posibilidades que acaban de mencionarse.

En la siguiente etapa, en concreto la etapa 402, se comprueba si el tamarno de bloque de prediccion del bloque
actualmente visitado es mayor que el parametro interno que denota el tamano actual. Si este es el caso, el bloque de
prediccién actualmente visitado, que puede ser un bloque hoja de la subdivisién de predicciéon o un bloque arbol de la
subdivision de prediccion, que no tiene que dividirse mas, es mayor que el tamafio de bloque residual maximo y, en
este caso, el proceso de la figura 8 prosigue con la etapa 300 de la figura 7. Es decir, el bloque de prediccion
actualmente visitado esta dividido en bloques raiz de arbol residuales y el primer indicador de la secuencia de
indicadores del primer bloque arbol residual dentro de este bloque de prediccion actualmente visitado se descodifica
en la etapa 302, y asi sucesivamente.

Sin embargo, si el bloque de prediccién actualmente visitado tiene un tamano igual o inferior al parametro interno que
indica el tamano actual, el proceso de la figura 8 prosigue con la etapa 404, donde el tamario de bloque de prediccion
se comprueba para determinar si es igual al parametro interno que indica el tamano actual. Si este es el caso, la etapa
de divisién 300 puede omitirse y el proceso prosigue directamente con la etapa 302 de la figura 7.

Sin embargo, si el tamano de bloque de prediccion del bloque de prediccion actualmente visitado es mas pequeno
que el parametro interno que indica el tamano actual, el proceso de la figura 8 prosigue con la etapa 406, donde el
nivel jerarquico se incrementa en 1 y el tamano actual se fija al tamano del nuevo nivel jerarquico dividido por 2 (en
ambos sentidos del eje en caso de subdivisién en arboles cuaternarios). Después, la comprobacién de la etapa 404
se realiza de nuevo. El efecto del bucle formado por las etapas 404 y 406 es que el nivel jerarquico siempre
corresponde al tamano de los bloques correspondientes que van a dividirse, independientemente de que el bloque de
prediccién respectivo haya sido mas pequeno que o igual/mas grande que el tamafo maximo de bloque residual. Por
lo tanto, cuando se descodifican los indicadores en la etapa 302, la modelizacion de contexto llevada a cabo depende
tanto del nivel jerarquico como del tamano del bloque al que se refiere el indicador. Usar diferentes contextos para los
indicadores de diferentes niveles jerarquicos o tamanos de bloque, respectivamente, es ventajoso ya que la estimacion
de probabilidad puede ser muy adecuada para la distribucion de probabilidad real entre las apariciones del valor de
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indicador que, por otro lado, tienen un nimero relativamente moderado de contextos que gestionar, reduciendo asi la
sobrecarga de gestién de contextos e incrementando |la adaptacién de contextos a las estadisticas de simbolo reales.

Tal como se ha mencionado en lo que antecede, puede haber mas de una serie de muestras y estas series de muestras
pueden agruparse en uno o0 mas grupos de planos. La sefal de entrada que va a codificarse, que entra a través de la
entrada 32, por ejemplo, puede ser una imagen de una secuencia de video o una imagen fija. Por lo tanto, la imagen
puede estar en forma de una o mas series de muestras. En el contexto de la codificacién de una imagen de una
secuencia de video o una imagen fija, las series de muestras pueden hacer referencia a los tres planos de color, tal
como el rojo, el verde y el azul, o a planos de luminancia y crominancia, tal como en representaciones a color de YUV
o0 YCbCr. Ademas, también puede haber series de muestras que representan informacion alfa, es decir, informacion
de transparencia y/o de profundidad para material de video 3D. Varias de estas series de muestras pueden estar
agrupadas entre si formando un denominado grupo de planos. Por ejemplo, la luminancia (Y) puede ser un grupo de
planos con solamente una serie de muestras, y la crominancia, tal como CbCr, puede ser otro grupo de planos con
dos series de muestras o, en otro ejemplo, YUV puede ser un grupo de planos con tres matrices, y una informacion
de profundidad para material de video 3D puede ser un grupo de planos diferente con solamente una serie de
muestras. Para cada grupo de planos, una estructura de arbol cuaternario primario se puede codificar en el flujo de
datos 22 para representar la division en bloques de prediccion y, para cada bloque de prediccion, una estructura de
arbol cuaternario secundario que representa la division en bloques residuales. Por lo tanto, de acuerdo con un primer
ejemplo que acaba de mencionarse en el que la componente de luminancia es un grupo de planos, mientras que la
componente de crominancia forma el otro grupo de planos, habra una estructura de arbol cuaternario para los bloques
de prediccion del plano de luminancia, una estructura de arbol cuaternario para los bloques residuales del plano de
luminancia, una estructura de arbol cuaternario para el bloque de prediccion del plano de crominancia y una estructura
de arbol cuaternario para los bloques residuales del plano de crominancia. Sin embargo, en el segundo ejemplo
mencionado en lo que antecede habra una estructura de arbol cuaternario conjunta para los bloques de prediccién de
luminancia y crominancia (YUV), una estructura de arbol cuaternario conjunta para los bloques residuales de
luminancia y crominancia (YUV), una estructura de arbol cuaternario para los bloques de prediccion de la informacién
de profundidad para material de video en 3D y una estructura de arbol cuaternario para los blogues residuales de la
informacion de profundidad para el material de video 3D.

Ademas, en la descripcion anterior, la sefnal de entrada se dividié en bloques de prediccion usando una estructura de
arbol cuaternario primario y se describié como estos bloques de prediccion se subdividieron adicionalmente en bloques
residuales usando una estructura de arbol cuaternario subordinado. De acuerdo con una realizacién alternativa, la
subdivision podria no terminar en la fase de arbol de cuadratura subordinado. Es decir, los bloques obtenidos a partir
de una divisiéon usando la estructura de arbol cuaternario subordinado podrian subdividirse ademas usando una
estructura terciaria de arbol cuaternario. A su vez, esta divisién podria usarse con el fin de usar herramientas de
codificacion adicionales que faciliten la codificacion de la senal residual.

La anterior descripcion se ha centrado en la subdivision llevada a cabo por el subdivisor 28 y el subdivisor 104a,
respectivamente. Tal como se ha mencionado en o que antecede, la subdivisiéon definida por el subdivisor 28 y 104a,
respectivamente, puede controlar la granularidad de procesamiento de los médulos de codificador 10 y descodificador
100 mencionados en lo que antecede. Sin embargo, de acuerdo con las realizaciones descritas a continuacién, los
subdivisores 228 y 104a, respectivamente, van seguidos de un fusionador 30 y un fusionador 104b, respectivamente.
Sin embargo, debe observarse que los fusionadores 30 y 104b son opcionales y pueden omitirse.

Sin embargo, tal como se describira en lo sucesivo en mayor detalle, el fusionador brinda al codificador la oportunidad
de combinar algunos de los bloques de prediccidn o bloques residuales en grupos o agrupamientos, de tal modo que
el otro o al menos algunos de los otros médulos pueden tratar estos grupos de bloques conjuntamente. Por ejemplo,
la unidad de prediccion 12 puede sacrificar las pequenas desviaciones entre los parametros de prediccion de algunos
bloques de prediccion como se ha descrito usando de manera 6ptima la subdivisién del subdivisor 28 y usando
parametros de prediccion comunes a todos estos bloques de prediccidn en lugar de si la senalizacién de la agrupacién
de los bloques de predicciéon junto con una transmisién de parametros comunes para todos los bloques que pertenecen
a este grupo es mas prometedora en lo que respecta a la relacién velocidad/distorsidon que senalizando individualmente
los parametros de prediccion para todos estos bloques de prediccion. El procesamiento para recuperar la prediccion
en las unidades de prediccion 12 y 110, en funcién de estos parametros de prediccion comunes, puede, sin embargo,
seguir teniendo lugar en cada bloque de prediccion. Sin embargo, también es posible que las unidades de prediccion
12 y 110 lleven a cabo incluso el proceso de prediccion una vez para todo el grupo de bloques de prediccién.

Tal como se describira en lo sucesivo en mayor detalle, también es posible que la agrupacién de bloques de prediccion
no sea solamente para usar parametros de prediccién idénticos 0 comunes para un grupo de bloques de prediccion
sino que, como alternativa o adicionalmente, permita al codificador 10 enviar un parametro de prediccién para este
grupo junto con residuos de prediccion para bloques de prediccion que pertenecen a este grupo, de tal modo que la
sobrecarga de senalizacion para sefalizar los parametros de prediccion para este grupo pueda reducirse. En el
segundo caso, el proceso de fusion puede influir simplemente en la unidad de insercion de flujo de datos 18 en lugar
de en las decisiones tomadas por el precodificador residual 14 y la unidad de prediccién 12. Sin embargo, mas detalles
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se presentan en lo sucesivo. Sin embargo, en términos generales, debe observarse que el aspecto que acaba de
mencionarse también se aplica a las otras subdivisiones, tal como la subdivision residual o la subdivisién de filtro
mencionadas en lo que antecede.

En primer lugar, la fusidn de conjuntos de muestras, tal como los bloques residuales y de prediccién antes
mencionados se ve motivada en un sentido méas general, es decir, no esta limitada a la subdivisién multi-arbol
mencionada en lo que antecede. Sin embargo, la descripcién se centra a continuacion en la fusién de bloques
resultantes de una subdivisién multi-arbol con respecto a la cual se han descrito en lo que antecede las realizaciones.

En términos generales, fusionar los elementos sintacticos asociados a conjuntos particulares de muestras con el fin
de transmitir parametros de codificacion asociados permite reducir la tasa de informacién secundaria en aplicaciones
de codificacion de imagen y video. Por ejemplo, las series de muestras de la senal que va a codificarse estan divididas
normalmente en conjuntos particulares de muestras o conjuntos de muestras, que pueden representar bloques
rectangulares o cuadrados, o cualquier otra coleccién de muestras, incluyendo regiones conformadas de manera
arbitraria, triangulos u otras formas. En las realizaciones descritas en lo que antecede, las regiones conectadas de
manera simple eran los bloques de prediccién y los bloques residuales resultantes de la subdivision multi-arbol. La
subdivision de series de muestras puede fijarse por la sintaxis o, tal como se ha descrito en lo que antecede, la
subdivision puede, al menos parcialmente, senalizarse en el flujo de bits. Para mantener baja la tasa de informacion
secundaria para senalizar la informacién de subdivisidn, la sintaxis solo permite normalmente un nimero limitado de
opciones que den como resultado una divisidén simple, tal como la subdivision de bloques en bloques mas pequenos.
Los conjuntos de muestras estan asociados a parametros de codificacion particulares, que pueden especificar
informacion de prediccion o modos de codificacion residual, etc. Detalles relacionados con esta cuestion se han
descrito en lo que antecede. Para cada conjunto de muestras pueden transmitirse parametros de codificacién
individuales, tal como para especificar la prediccion y/o la codificacion residual. Para conseguir una mayor eficacia de
codificacion, el aspecto de fusidn descrito en lo sucesivo, en concreto la fusion de dos 0 mas conjuntos de muestras
en denominados grupos de conjuntos de muestras, tiene algunas ventajas, las cuales se describen en detalle en lo
sucesivo. Por ejemplo, los conjuntos de muestras pueden fusionarse de tal modo que todos los conjuntos de muestras
de tal grupo compartan los mismos parametros de codificacién, que pueden transmitirse junto con uno de los conjuntos
de muestras del grupo. Al hacer esto, los parametros de codificacion no tienen que transmitirse para cada conjunto de
muestras del grupo de conjuntos de muestras individualmente sino que, en cambio, los parametros de codificacion se
transmiten solamente una vez para todo el grupo de conjuntos de muestras. Como resultado, la tasa de informacién
secundaria para transmitir los parametros de codificacién puede reducirse y la eficacia de codificacion global puede
aumentar. Como un enfoque alternativo, un refinamiento adicional para uno o mas de los parametros de codificacion
puede transmitirse para uno o mas de los conjuntos de muestras de un grupo de conjuntos de muestras. El
refinamiento puede aplicarse a todos los conjuntos de muestras de un grupo o solamente al conjunto de muestras
para el que se transmite.

El aspecto de fusion descrito en lo sucesivo en detalle también proporciona al codificador una gran libertad a la hora
de crear el flujo de bits 22, ya que el enfoque de fusion aumenta significativamente el nimero de posibilidades para
seleccionar una division para las series de muestras de una imagen. Puesto que el codificador puede elegir entre mas
opciones, tal como para minimizar una medida de velocidad/distorsion particular, la eficacia de codificacion puede
mejorarse. Hay varias posibilidades de hacer funcionar un codificador. En un enfoque simple, el codificador puede
determinar en primer lugar la mejor subdivision de las series de muestras. Haciendo referencia brevemente a la figura
1, el subdivisor 28 podria determinar la subdivisién 6ptima en una primera fase. Después, puede comprobarse, para
cada conjunto de muestras, si una fusion con otro conjunto de muestras u otro grupo de conjuntos de muestras reduce
una medida particular del coste de velocidad/distorsion. En el presente caso puede volver a estimarse los parametros
de prediccion asociados a un grupo fusionado de conjuntos de muestras, por ejemplo llevando a cabo una nueva
blusqueda de movimiento, o los parametros de prediccién que ya se han determinado para el conjunto de muestras
comun y el conjunto de muestras candidatas o grupo de conjuntos de muestras para la fusién pueden evaluarse para
el grupo considerado de conjuntos de muestras. En un enfoque mas extenso, una medida particular del coste de
velocidad/distorsién puede evaluarse para grupos candidatos adicionales de conjuntos de muestras.

Debe observarse que el enfoque de fusidn descrito en lo que antecede no cambia el orden de procesamiento de los
conjuntos de muestras. Es decir, el concepto de fusion puede implementarse de tal manera que el retardo no aumente,
es decir, cada conjunto de muestras sigue pudiendo descodificarse en el mismo instante de tiempo que sin usar el
enfoque de fusion.

Si, por ejemplo, la velocidad binaria que se ahorra reduciendo el nimero de parametros de prediccién codificados es
mayor que la velocidad binaria que va a emplearse adicionalmente para codificar informacion de fusién para indicar la
fusion a la parte de descodificacion, el enfoque de fusidn, que va a describirse en lo sucesivo en mayor detalle, da
como resultado una mayor eficacia de codificacion. Debe mencionarse ademas que la extension sintactica descrita
para la fusion proporciona al codificador libertad adicional para seleccionar la division de una imagen o grupo de planos
en bloques. Dicho de otro modo, el codificador no esta limitado a llevar a cabo primero la subdivision y después a
comprobar si algunos de los bloques resultantes tienen el mismo conjunto o un conjunto similar de parametros de
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prediccién. Como una alternativa simple, el codificador puede determinar primero la subdivision de acuerdo con una
medida del coste de velocidad/distorsion y después el codificador puede comprobar, para cada bloque, si una fusién
con uno de sus bloques vecinos o el grupo de bloques asociado ya determinado reduce una medida del coste de
velocidad/distorsion. En este punto puede volver a estimarse los parametros de prediccion asociados con el nuevo
grupo de bloques, por ejemplo llevando a cabo una nueva blasqueda de movimiento, o los parametros de prediccion
que ya se han determinado para el bloque actual y el bloque o grupos de bloques vecinos pueden evaluarse para el
nuevo grupo de blogques. La informacion de fusién puede senalizarse por cada bloque. Efectivamente, la fusion también
puede interpretarse como la inferencia de los parametros de prediccion para un blogue actual, donde los parametros
de prediccion inferidos se fijan igual a los parametros de prediccién de uno de los bloques vecinos. Como alternativa,
las partes residuales pueden transmitirse para bloques de un grupo de bloques.

Por lo tanto, la idea basica subyacente al concepto de fusion descrito en lo sucesivo en detalle es reducir la velocidad
binaria que se requiere para transmitir los parametros de predicciéon u otros parametros de codificacion fusionando
bloques vecinos en un grupo de bloques, donde cada grupo de bloques esta asociado a un Unico conjunto de
parametros de codificacidn, tales como parametros de prediccién o parametros de codificacion residual. La informacién
de fusién se senaliza en el flujo de bits ademas de la informacién de subdivision, si la hubiera. La ventaja del concepto
de fusion es una mayor eficacia de codificacion resultante de una menor tasa de informacién secundaria para los
parametros de codificacion. Debe observarse que los procesos de fusién descritos en el presente caso también pueden
extenderse a otras dimensiones diferentes a las dimensiones espaciales. Por ejemplo, un grupo de conjuntos de
muestras o bloques, respectivamente, que esta dispuesto en varias imagenes de video diferentes, puede fusionarse
en un grupo de bloques. La fusion también podria aplicarse a la compresién 4D vy la codificacion de campos de luz.

Por lo tanto, volviendo brevemente a la anterior descripcién de las figuras 1 a 8, debe observarse que el proceso de
fusién posterior a la subdivisidén es ventajoso independientemente del modo especifico en que los subdivisores 28 y
104a, respectivamente, subdividen las imagenes. Para ser mas precisos, estos Ultimos también pueden subdividir las
iméagenes de manera similar a, por ejemplo, H.264, es decir, subdividiendo cada imagen en una disposicién regular
de macrobloques rectangulares o cuadraticos de un tamano predeterminado, tal como muestras de luminancia de 16
x 16 o0 un tamano senalizado en el flujo de datos, donde cada macrobloque tiene determinados pardmetros de
codificacion asociados con el mismo que comprenden, entre otros, parametros de divisién que definen, para cada
macrobloque, una divisién en una subcuadricula regular de 1, 2, 4 o algin otro nimero de particiones que sirven como
una granularidad para la prediccion y los parametros de prediccién correspondientes del flujo de datos asi como para
definir la division para las partes residuales y la granularidad de transformacién residual correspondiente.

En cualquier caso, la fusion proporciona las ventajas descritas antes brevemente, tal como reducir la tasa de
informacion secundaria en aplicaciones de codificacién de imagenes y video. Conjuntos particulares de muestras, que
pueden representar los bloques rectangulares o cuadraticos o regiones conformadas de manera arbitraria o cualquier
otra coleccidon de muestras, tal como cualquier region o muestras conectadas de manera simple, estan normalmente
conectados con un conjunto particular de parametros de codificacion y para cada uno de los conjuntos de muestras,
los parametros de codificacién estéan incluidos en el flujo de bits, representando los parametros de codificacién, por
ejemplo, parametros de codificacion que especifican la manera en que se predice el conjunto correspondiente de
muestras usando muestras ya codificadas. La division de las series de muestras de una imagen en conjuntos de
muestras puede fijarse mediante la sintaxis o puede senalizarse mediante la informacion de subdivision
correspondiente en el flujo de bits. Los parametros de codificacion para el conjunto de muestras pueden transmitirse
en un orden previamente definido, especificado por la sintaxis. De acuerdo con la funcionalidad de fusion, el fusionador
30 puede llevar a cabo la senalizacién, para un conjunto comdn de muestras o un bloque actual, tal como un bloque
de prediccidén o un bloque residual que esta fusionado con uno u otros mas conjuntos de muestras, en un grupo de
conjuntos de muestras. Por lo tanto, los parametros de codificacion para un grupo de conjuntos de muestras necesitan
ser transmitidos solamente una vez. En una realizacién particular, los parametros de codificacion de un conjunto de
muestras actual no se transmiten si el conjunto de muestras actual se combina con un conjunto de muestras o un
grupo ya existente de conjuntos de muestras para el que ya se han transmitido los parametros de codificacion. En
cambio, los parametros de codificacion para el conjunto actual de muestras se fijan igual que los parametros de
codificacion del conjunto de muestras o grupo de conjuntos de muestras con los que se ha fusionado el conjunto de
muestras actual. Como un enfoque alternativo, un refinamiento adicional para uno o mas de los parametros de
codificacion puede transmitirse para un conjunto de muestras actual. El refinamiento puede aplicarse a todos los
conjuntos de muestras de un grupo o solamente al conjunto de muestras para el que se transmite.

De acuerdo con una realizacién, para cada conjunto de muestras tal como un bloque de prediccién como los
mencionados en lo que antecede, un bloque residual como los mencionados en lo que antecede, o un bloque hoja de
una subdivisién multi-arbol como los mencionados en lo que antecede, el conjunto de todos los conjuntos de muestras
codificadas/descodificadas previamente se denomina "conjunto de conjuntos de muestras causales”. Véase, por
ejemplo, la figura 3c. Todos los bloques que se muestran en esta figura son el resultado de una determinada
subdivision, tal como una subdivisién de prediccidn o una subdivisién residual o cualquier subdivision multi-arbol, o
similar, y el orden de codificacién/descodificacion definido entre estos bloques esta definido por la flecha 350.
Considerando un determinado bloque de entre estos bloques como el conjunto de muestras actual o la regién
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conectada de manera simple actual, su conjunto de conjuntos de muestras causales esta formado por todos los
bloques que preceden al bloque actual en el orden 350. Sin embargo, debe recordarse de nuevo que otra subdivisién
que no use una subdivisién multi-arbol también sera posible en lo que respecta a la siguiente descripcion de los
principios de fusion.

Los conjuntos de muestras que pueden usarse para la fusiéon con un conjunto actual de muestras se denominan en lo
sucesivo "conjunto de conjuntos de muestras candidatas" y es siempre un subconjunto del "conjunto de conjuntos de
muestras causales". El modo en que se forma el subconjunto puede ser conocido por el descodificador o puede
especificarse en el flujo de datos o flujo de bits desde el codificador al descodificador. Si un conjunto actual particular
de muestras se codifica/descodifica y su conjunto de conjuntos de muestras candidatas no esta vacio, se senaliza en
el flujo de datos en el codificador o se obtiene a partir del flujo de datos en el descodificador si el conjunto de muestras
comun esta fusionado con un conjunto de muestras de este conjunto de conjuntos de muestras candidatas v, si es
asi, con cual de los mismos. En caso contrario, la fusién no puede usarse para este bloque, ya que el conjunto de
conjuntos de muestras candidatas esta vacio en cualquier caso.

Hay diferentes maneras de determinar el subconjunto del conjunto de conjuntos de muestras causales que
representara el conjunto de conjuntos de muestras candidatas. Por ejemplo, la determinacién de los conjuntos de
muestras candidatas puede basarse en una muestra del conjunto actual de muestras, que esta definida
geométricamente de manera univoca, tal como la muestra de imagen superior izquierda de un bloque rectangular o
cuadratico. Empezando a partir de esta muestra definida geométricamente de manera univoca se determina un
numero de muestras particular distinto de cero que representan vecinos espaciales directos de esta muestra definida
geomeétricamente de manera univoca. Por ejemplo, este nimero de muestras particular distinto de cero comprende el
vecino superior y el vecino izquierdo de la muestra definida geométricamente de manera univoca del conjunto actual
de muestras, de tal modo que el nimero de muestras vecinas distinto de cero puede ser, como maximo, de dos, si
uno de entre el vecino superior o el vecino izquierdo no esta disponible o esta fuera de la imagen, o cero en caso de
que falten ambos vecinos.

El conjunto de conjuntos de muestras candidatas puede determinarse de tal modo que abarque los conjuntos de
muestras que contengan al menos uno del nimero distinto de cero de las muestras vecinas recién mencionadas.
Veéase, por ejemplo, la figura 9a. El conjunto de muestras actual que esta considerandose actualmente como objeto
de fusion sera el bloque X, y su muestra definida geométricamente de manera univoca sera, a modo de ejemplo, la
muestra superior izquierda indicada en 400. La muestra vecina superior y la muestra vecina izquierda de la muestra
400 se indican en 402 y 404. El conjunto de conjuntos de muestras causales o el conjunto de bloques causales esta
resaltado de manera sombreada. Entre estos bloques, los bloques A y B comprenden una de las muestras vecinas
402 y 404 vy, por lo tanto, estos bloques forman el conjunto de bloques candidatos o el conjunto de conjuntos de
muestras candidatas.

De acuerdo con otra realizacion, el conjunto de conjuntos de muestras candidatas determinado para la fusién puede
incluir ademas, o exclusivamente, conjuntos de muestras que contienen un nimero de muestras particular distinto de
cero, que puede ser uno o dos, que tengan la misma ubicaciéon espacial pero contenidos en una imagen diferente,
concretamente, por ejemplo, una imagen codificada/descodificada previamente. Por ejemplo, ademas de los bloques
Ay B de la figura 9a, puede usarse un bloque de una imagen codificada previamente que comprenda la muestra en
la misma posicion que la muestra 400. A modo de ejemplo, debe observarse que simplemente la muestra vecina
superior 404 o simplemente la muestra vecina izquierda 402 puede usarse para definir el nimero de muestras vecinas
distinto de cero mencionado en lo que antecede. Generalmente, el conjunto de conjuntos de muestras candidatas
puede obtenerse a partir de datos procesados previamente de la imagen actual o de otras imagenes. La obtencidn
puede incluir informacion direccional espacial, tal como coeficientes de transformada asociados a una direccién
particular y gradientes de imagen de la imagen actual o puede incluir informacién direccional temporal, tal como
representaciones de movimiento de vecinos. A partir de tales datos disponibles en el receptor/descodificador y otros
datos e informacién secundaria del flujo de datos, si la hubiera, puede obtenerse el conjunto de conjuntos de muestras
candidatas.

Debe observarse que la obtencion de los conjuntos de muestras candidatas se lleva a cabo en paralelo mediante el
fusionador 30 en el lado del codificador y por el fusionador 104b en el lado del descodificador. Como acaba de
mencionarse, ambos pueden determinar el conjunto de conjuntos de muestras candidatas de manera independiente
entre de acuerdo con una manera previamente definida conocida por ambos, o el codificador puede senalizar
indicaciones en el flujo de bits, que hacen que el fusionador 104b lleve a cabo la obtencion de estos conjuntos de
muestras candidatas de igual manera al modo en que el fusionador 30 en lado del codificador determind el conjunto
de conjuntos de muestras candidatas.

Tal como se describira en lo sucesivo en mayor detalle, el fusionador 30 y la unidad de insercion de flujo de datos 18
actlan conjuntamente para transmitir uno o mas elementos sintacticos para cada conjunto de muestras, que
especifican si el conjunto de muestras esta fusionado con otro conjunto de muestras que, a su vez, puede ser parte
de un grupo ya fusionado de conjuntos de muestras y cual del conjunto de conjuntos de muestras candidatas se utiliza

17



10

15

20

25

30

35

40

45

50

55

60

para la fusion. A su vez, el extractor 102 exirae estos elementos sintacticos e informa al fusionador 104b
consecuentemente. En particular, de acuerdo con la realizacion especifica descrita en lo sucesivo, uno o dos
elementos sintacticos se transmiten para especificar la informacion de fusién para un conjunto especifico de muestras.
El primer elemento sintactico especifica si el conjunto actual de muestras esta fusionado con otro conjunto de
muestras. El segundo elemento sintactico, que solo se transmite si el primer elemento sintactico especifica que el
conjunto de muestras actual esta fusionado con otro conjunto de muestras, especifica cual de los conjuntos de
conjuntos de muestras candidatas se utiliza para la fusion. La transmisiéon del primer elemento sintactico puede
suprimirse si un conjunto obtenido de conjuntos de muestras candidatas esta vacio. Dicho de otro modo, el primer
elemento sintactico solo puede transmitirse si un conjunto obtenido de conjuntos de muestras candidatas no esta
vacio. El segundo elemento sintactico solo puede transmitirse si un conjunto obtenido de conjuntos de muestras
candidatas contiene mas de un conjunto de muestras, ya que si solo hay un conjunto de muestras en el conjunto de
conjuntos de muestras candidatas, no es posible otra seleccion. Ademas, la transmision del segundo elemento
sintactico puede suprimirse si el conjunto de conjuntos de muestras candidatas comprende mas de un conjunto de
muestras, pero solo si todos los conjuntos de muestras del conjunto de conjuntos de muestras candidatas estan
asociados al mismo parametro de codificacién. Dicho de otro modo, el segundo elemento sintactico solo puede
transmitirse si al menos dos conjuntos de muestras de un conjunto obtenido de conjuntos de muestras candidatos
estan asociados a diferentes parametros de codificacion.

En el flujo de bits, la informacién de fusién para un conjunto de muestras se puede codificar antes que los parametros
de prediccion u otros parametros de codificacion particulares que estén asociados con ese conjunto de muestras. Los
parametros de prediccion o de codificacion solo pueden transmitirse si la informacién de fusion indica que el conjunto
de muestras actual no esta fusionado con ningdn otro conjunto de muestras.

La informacion de fusion para un determinado conjunto de muestras, es decir, un bloque, por ejemplo, se puede
codificar después de que se haya transmitido un subconjunto apropiado de los parametros de prediccion o, en un
sentido mas general, de parametros de codificacién que estan asociados con el conjunto de muestras respectivo. El
subconjunto de parametros de prediccion/codificacién puede consistir en uno o mas indices de imagen de referencia
0 en una 0 mas componentes de un vector de parametros de movimiento o un indice de referencia y una o mas
componentes de un vector de parametros de movimiento, etc. El subconjunto ya transmitido de parametros de
prediccién o de codificacion puede usarse para obtener un conjunto de conjuntos de muestras candidatas a partir de
un conjunto provisional mas grande de conjuntos de muestras candidatas, que pueden haberse obtenido de la manera
que acaba de describirse. Como un ejemplo, puede calcularse una medida de diferencia o distancia de acuerdo con
una medida de distancia predeterminada entre los parametros de prediccion y de codificacion ya codificados del
conjunto de muestras actual y los parametros de prediccion o codificacion correspondientes del conjunto preliminar de
conjuntos de muestras candidatas. Después, solamente los conjuntos de muestras para los que la medida de
diferencia, o distancia, calculada es inferior o igual a un umbral previamente definido u obtenido, se incluyen en el
conjunto final, es decir, reducido, de conjuntos de muestras candidatas. Véase, por ejemplo, la figura 9a. El conjunto
de muestras actual sera el bloque X. Un subconjunto de los parametros de codificacion que pertenece a este bloque
ya se habra insertado en el flujo de datos 22. Supéngase, por ejemplo, que el bloque X era un bloque de prediccion,
en cuyo caso el subconjunto apropiado de los parametros de codificacion podria ser un subconjunto de los parametros
de prediccién para este bloque X, tal como un subconjunto de un conjunto que comprende un indice de referencia de
imagen e informacién de correlacién de movimiento, tal como un vector de movimiento. Si el bloque X era un bloque
residual, el subconjunto de parametros de codificacion es un subconjunto de informacién residual, tal como
coeficientes de transformada o un mapa que indica las posiciones de los coeficientes de transformada significativos
del bloque X. En funcién de esta informacién, tanto la unidad de insercién de flujo de datos 18 como el extractor 102
pueden usar esta informacion con el fin de determinar un subconjunto de los bloques A y B, que forman, en esta
realizacion especifica, el conjunto preliminar de conjuntos de muestras candidatas mencionado en lo que antecede.
En particular, puesto que los bloques Ay B pertenecen al conjunto de conjuntos de muestras causales, sus parametros
de codificacion estan disponibles tanto para el codificador como para el descodificador en el momento en que los
parametros de codificacion del bloque X se codifican/descodifican actualmente. Por lo tanto, la comparacién antes
mencionada que usa la medida de diferencia puede usarse para excluir cualquier nimero de bloques del conjunto
preliminar de conjuntos de muestras candidatas A y B. El conjunto reducido resultante de conjuntos de muestras
candidatas puede usarse entonces de la manera descrita en lo que antecede, concretamente con el fin de determinar
si un indicador de fusion que indica una fusién va a transmitirse en o va a extraerse del flujo de datos dependiendo del
nuimero de conjuntos de muestras del conjunto reducido de conjuntos de muestras candidatas y si un segundo
elemento sintactico tiene que transmitirse en o tiene que extraerse del flujo de datos, donde un segundo elemento
sintactico indica cual de los conjuntos de muestras del conjunto reducido de conjuntos de muestras candidatas sera
el bloque companero para la fusién. Es decir, la decision de fusién o la transmision de los respectivos elementos de
sintaxis de fusiéon para una regién conectada de manera simple predeterminada puede depender del nimero de
regiones conectadas de manera simple que tienen la relacion de posicién relativa predeterminada con la regién
conectada de manera simple predeterminada y que, de forma simultanea, tienen unos parametros de codificacion que
estan asociados con la misma que cumplen la relacién predeterminada con el primer subconjunto de los parametros
de codificacién para la region conectada de manera simple predeterminada, y la adopcion o prediccion con la
extraccion del residuo de prediccion se puede realizar sobre el segundo subconjunto de los parametros de codificacién
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para la region conectada de manera simple predeterminada. Es decir, meramente un subconjunto de los parametros
de codificacion de la regidn o la regidn identificada del nimero de regiones conectadas de manera simple que tienen
la relacion de posicién relativa predeterminada con la regidon conectada de manera simple predeterminada y que, de
forma simultéanea, tienen unos parametros de codificacién que estan asociados con la misma que cumplen la relacion
predeterminada con el primer subconjunto de los parametros de codificacion para la regién conectada de manera
simple predeterminada, se puede adoptar de entre el segundo subconjunto de la regién conectada de manera simple
predeterminada, o se puede usar para predecir el segundo subconjunto de la region conectada de manera simple
predeterminada, respectivamente.

El umbral mencionado en lo que antecede con el que se comparan las distancias mencionadas en lo que antecede
puede fijarse y ser conocido por el codificador y el descodificador, 0 puede obtenerse en funcién de las distancias
calculadas, tal como la mediana de los valores de diferencia, o alguna otra tendencia central o similar. En este caso,
el conjunto reducido de conjuntos de muestras candidatas seria inevitablemente un subconjunto apropiado del
conjunto preliminar de conjuntos de muestras candidatas. Como alternativa, solamente se seleccionan conjuntos de
muestras del conjunto preliminar de conjuntos de muestras candidatas para los que se minimiza la distancia de
acuerdo con la medida de distancia. Como alternativa, exactamente un conjunto de muestras se selecciona a partir
del conjunto preliminar de conjuntos de muestras candidatos que usan la medida de distancia mencionada en lo que
antecede. En el Ultimo caso, la informacion de fusion solo necesitara especificar si el conjunto de muestras actual va
a fusionarse o no con un Unico conjunto candidato de muestras.

Por lo tanto, el conjunto de bloques candidatos puede formarse u obtenerse como se describe a continuacion con
respecto a la figura 9a. Empezando por la posicidén de muestra superior izquierda 400 del bloque actual X de la figura
9a, se obtiene la posicion de su muestra vecina izquierda 402 y la posiciéon de su muestra vecina superior 404, en su
lado de codificador y en su lado de descodificador. Por lo tanto, el conjunto de bloques candidatos solo puede tener
un maximo de dos elementos, concretamente los bloques del conjunto sombreado de bloques causales de la figura
9a que contienen una de las dos posiciones de muestras, que en el caso de la figura 9a son los bloques By A. Por lo
tanto, el conjunto de bloques candidatos solo puede tener los dos bloques directamente vecinos de la posicion de
muestra superior izquierda del bloque actual como sus elementos. De acuerdo con ofra realizacién, el conjunto de
bloques candidatos puede venir dado por todos los bloques que se han codificado antes que el bloque actual y
contener una o mas muestras que representan vecinos espaciales directos de cualquier muestra del bloque actual. La
vecindad espacial directa puede estar limitada a vecinos izquierdos directos y/o a vecinos superiores directos y/o a
vecinos derechos directos y/o a vecinos inferiores directos de cualquier muestra del bloque actual. Véase, por ejemplo,
la figura 9a que muestra otra subdivision de bloque. En este caso, los blogues candidatos comprenden cuatro bloques,
en concreto los bloques A, B, Cy D.

Como alternativa, el conjunto de bloques candidatos, adicional o exclusivamente, puede incluir bloques que contienen
una o mas muestras que estan ubicadas en la misma posicion que cualquiera de las muestras del bloque actual, pero
estan contenidas en una imagen diferente, es decir, ya codificada/descodificada.

Incluso alternativamente, el conjunto candidato de bloques representa un subconjunto de los conjuntos de bloques
antes descritos, que se determinaron por la vecindad en direccion espacial o temporal. El subconjunto de bloques
candidatos puede fijarse, senalizarse u obtenerse. La obtencidn del subconjunto de bloques candidatos puede
considerar decisiones hechas para otros bloques en la imagen o en otras imagenes. Como un ejemplo, bloques que
estan asociados con los mismos parametros de codificacién o con parametros de codificacion muy similares que los
de otros bloques candidatos podrian no incluirse en el conjunto de bloques candidato.

La siguiente descripcién de una realizacion se aplica para el caso en que solamente un maximo de dos bloques que
contienen la muestra vecina izquierda y superior de la muestra superior izquierda del bloque actual se consideran
posibles candidatos.

Si el conjunto de bloques candidatos no esta vacio se senaliza un indicador denominado merge_flag, que especifica
si el bloque actual esta fusionado con alguno de los bloques candidatos. Si merge_flag es igual a 0 ("falso"), este
bloque no esta fusionado con uno de sus bloques candidatos y todos los parametros de codificacion se transmiten de
la manera habitual. Si merge_flag es igual a 1 ("verdadero"), se aplica lo siguiente. Si el conjunto de bloques candidatos
contiene uno y solo un bloque, este bloque candidato se usa para la fusion. En caso contrario, el conjunto de bloques
candidatos contiene exactamente dos bloques. Si los parametros de prediccion de estos dos bloques son identicos,
estos parametros de prediccidén se usan para el bloque actual. En caso contrario (los dos bloques tienen diferentes
parametros de prediccion), se senaliza un indicador denominado merge left flag. Si merge_left flag es igual a 1
("verdadero"), el bloque que contiene la posicion de muestra vecina izquierda de la posicidon de muestra superior
izquierda del bloque actual se selecciona de entre el conjunto de bloques candidatos. Si merge_left flag es igual a 0
("falso™), se selecciona el otro bloque (es decir, el vecino superior) del conjunto de bloques candidatos. Los parametros
de prediccion del bloque seleccionado se usan para el bloque actual.

Para resumir algunas de las realizaciones descritas en lo que antecede con respecto a la fusién, se hace referencia a
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la figura 10, que muestra etapas llevadas a cabo por el exiractor 102 para extraer la informacién de fusion del flujo de
datos 22 que entra a través de la entrada 116.

El proceso comienza en 450 con la identificacién de los bloques candidatos o conjuntos de muestras para un conjunto
o bloque de muestras actual. Debe recordarse que los parametros de codificacion para los bloques se transmiten en
el flujo de datos 22 en un determinado orden unidimensional y, por consiguiente, la figura 10 se refiere al proceso de
recuperar la informacion de fusién para un conjunto o bloque de muestras actualmente visitado.

Tal como se ha mencionado en lo que antecede, |a identificacion y la etapa 450 pueden comprender la identificacion
entre bloques previamente descodificados, es decir, el conjunto causal de bloques, en funcién de aspectos de
vecindad. Por ejemplo, esos bloques vecinos pueden nombrarse candidatos, los cuales incluyen determinadas
muestras vecinas que estan cerca de una o mas muestras predeterminadas de manera geométrica del bloque actual
X en el espacio o el tiempo. Ademas, la etapa de identificacion puede comprender dos fases, en concreto una primera
fase que implica una identificacién como la que acaba de mencionarse, particularmente basada en la vecindad, dando
lugar a un conjunto preliminar de bloques candidatos, y una segunda fase de acuerdo con la cual simplemente esos
bloques se nombran candidatos, cuyos parametros de codificacién ya transmitidos satisfacen una determinada
relacién con respecto a un subconjunto apropiado de los parametros de codificacion del bloque X actual, que ya se ha
descodificado a partir del flujo de datos antes de la etapa 450.

Después, el proceso avanza hasta la etapa 452, donde se determina si el nimero de bloques candidatos es mayor
que cero. Si este es el caso, un indicador merge_flag se extrae del flujo de datos en la etapa 454. La etapa de
extraccion 454 puede implicar descodificacion por entropia. El contexto para descodificar por entropia el indicador
merge_flag en la etapa 454 puede determinarse en funcion de los elementos sintacticos que pertenecen a, por ejemplo,
el conjunto de bloques candidatos o el conjunto preliminar de bloques candidatos, donde la dependencia de los
elementos sintacticos puede limitarse a la informacion de si los bloques que pertenecen al conjunto de interés han
sido sometidos 0 no a la fusién. La estimacion de probabilidad del contexto seleccionado puede adaptarse.

Sin embargo, si se determina que el nimero de bloques candidatos es cero, 452, el proceso de la figura 10 prosigue
con la etapa 456, donde los parametros de codificacion del bloque actual se extraen del flujo de bits o, en caso de la
alternativa de identificacion de dos fases antes mencionada, los parametros de codificacion restantes del mismo, tras
lo cual el extractor 102 prosigue con el procesamiento del siguiente bloque en el orden de exploracién de bloques, tal
como el orden 350 que se muestra en la figura 3c.

Volviendo a la etapa 454, el proceso prosigue, tras la extraccién realizada en la etapa 454, con la etapa 458 en la que
se comprueba si el indicador merge_flag extraido sugiere la presencia o la ausencia de una fusioén del bloque actual.
Sinotiene lugar ninguna fusién, el proceso prosigue con la etapa 456 antes mencionada. En caso contrario, el proceso
prosigue con la etapa 460, que incluye una comprobacion de si el nimero de bloques candidatos es igual a uno. Si
este es el caso, la transmision de una indicacién de un determinado bloque candidato de entre los bloques candidatos
no es necesaria y, por lo tanto, el proceso de la figura 10 prosigue con la etapa 462 de acuerdo con la cual el
companero de fusion del blogue actual se fija que sea solamente el bloque candidato, tras lo cual, en la etapa 464, los
parametros de codificacion del bloque companero fusionado se usan para la adaptacion o la prediccion de los
parametros de codificaciéon o los parametros de codificacién restantes del bloque actual. En caso de adaptacién, los
parametros de codificaciéon ausentes del bloque actual simplemente se copian desde el bloque compariero de fusién.
En el otro caso, concretamente el caso de prediccion, la etapa 464 puede implicar una extraccién adicional de datos
residuales a partir del flujo de datos, donde los datos residuales pertenecen al residuo de prediccion de los parametros
de codificacion ausentes del bloque actual, y una combinacién de estos datos residuales con la prediccion de estos
parametros de codificacion ausentes obtenidos del bloque compariero de fusion.

Sin embargo, si se determina que el nimero de bloques candidatos es mayor que uno en la etapa 460, el proceso de
la figura 10 avanza hasta la etapa 466, donde se comprueba si los parametros de codificacion o la parte de interés de
los parametros de codificacion, en concreto la subparte de los mismos relacionada con la parte que no se ha transferido
aun en el flujo de datos para el bloque actual, son idénticos entre si. Si este es el caso, estos parametros de codificacion
comunes se fijan como referencia de fusién o los bloques candidatos se fijan como companeros de fusién en la etapa
468 y los parametros de codificacion de interés respectivos se usan para la adaptacion o prediccion en la etapa 464.

Debe observarse que el propio compariero de fusion puede haber sido un bloque para el que se sefaliz6 la fusion. En
este caso, los parametros de codificacion adoptados u obtenidos de manera predictiva de ese comparnero de fusion
se usan en la etapa 464.

Sin embargo, en caso contrario, es decir, en caso de que los parametros de codificacion no sean idénticos, el proceso
de la figura 10 avanza hasta la etapa 470, donde un elemento sintactico adicional se extrae del flujo de datos, en
particular este indicador merge_left flag. Puede usarse otro conjunto de contextos para descodificar por entropia este
indicador. El conjunto de contextos usado para descodificar por entropia el indicador merge_Jleft_flag también puede
comprender simplemente un contexto. Después de la etapa 470, el bloque candidato indicado por merge_left flag se
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fijla que sea el companero de fusion en la etapa 472 y se usa para la adaptacién o la prediccion en la etapa 464.
Después de la etapa 464, el extractor 102 prosigue manipulando el siguiente bloque en el orden de bloque.

Evidentemente, hay muchas alternativas. Por ejemplo, un elemento sintactico combinado puede transmitirse en el flujo
de datos en lugar de los elementos sintacticos individuales merge_flagy merge_left flag descritos en lo que antecede,
donde los elementos sintacticos combinados sefializan el proceso de fusién. Ademas, el indicador merge_left flag
mencionado en lo que antecede puede transmitirse en el flujo de datos independientemente de si los dos bloques
candidatos tienen los mismos parametros de prediccién o no, reduciendo asi la sobrecarga computacional para llevar
a cabo el proceso de la figura 10.

Tal como se denot6 con respecto a, por ejemplo, la figura 9b, mas de dos bloques pueden incluirse en el conjunto de
bloques candidatos. Ademas, la informacién de fusion, es decir, la informacién que indica si un blogque esta fusionado
y, si lo esta, con qué bloque candidato va a fusionarse, puede senalizarse mediante uno 0 mas elementos sintacticos.
Un elemento sintactico puede especificar si el bloque esta fusionado con alguno de los bloques candidatos, tal como
el indicador merge_flag descrito en lo que antecede. El indicador solo puede transmitirse si el conjunto de bloques
candidatos no esta vacio. Un segundo elemento sintactico puede indicar cual de los bloques candidatos se utiliza para
la fusién, tal como el indicador merge_left flag mencionado en lo que antecede, pero, en general, indica una seleccion
entre dos 0 mas de dos bloques candidatos. El segundo elemento sintactico puede transmitirse solamente si el primer
elemento sintactico indica que el bloque actual va a fusionarse con uno de los bloques candidatos. Ademas, el segundo
elemento sintactico solo puede transmitirse si el conjunto de bloques candidatos contiene mas de un blogue candidato
y/o si alguno de los bloques candidatos tiene diferentes parametros de prediccién que otro cualquiera de los bloques
candidatos. La sintaxis puede depender del niimero de bloques candidatos ofrecidos y/o del modo en que diferentes
parametros de prediccion estan asociados con los bloques candidatos.

La sintaxis para senalizar cual de los bloques de los bloques candidatos va a usarse puede fijarse simultaneamente
y/o en paralelo en el lado del codificador y el lado del descodificador. Por ejemplo, si hay tres opciones para bloques
candidatos identificados en la etapa 450, |a sintaxis se elige de tal modo que solo estas tres opciones estén disponibles
y se consideren para la codificacién por entropia, por ejemplo, en la etapa 470. Dicho de otro modo, el elemento
sintactico se elige de tal modo que su alfabeto de simbolos tenga simplemente tantos elementos como opciones de
bloques candidatos. Las probabilidades para el resto de opciones pueden considerarse nulas y la
codificacion/descodificacion por entropia puede ajustarse simultaneamente en el codificador y el descodificador.

Ademas, como ya se ha indicado con respecto a la etapa 464, los parametros de prediccidn que se infieren como
consecuencia del proceso de fusion pueden representar el conjunto completo de parametros de prediccion que estan
asociados con el bloque actual o pueden representar un subconjunto de estos parametros de prediccion, tales como
los parametros de prediccidon para una hipétesis de un bloque para el que se usa una prediccién de multiples hipétesis.

Tal como se ha observado en lo que antecede, los elementos sintacticos relacionados con la informacion de fusion se
pueden codificar por entropia usando modelizacion de contexto. Los elementos sintécticos pueden consistir en los
indicadores merge_flag y merge_left_flag descritos en lo que antecede (o elementos sintacticos similares). En un
ejemplo concreto, uno de tres modelos de contexto o contextos puede usarse para codificar/descodificar el indicador
merge_flag en la etapa 454, por ejemplo. El indice de modelo de contexto usado merge _flag_ctx puede obtenerse de
la siguiente manera: si el conjunto de bloques candidatos contiene dos elementos, el valor de merge_flag cix es igual
a la suma de los valores de merge_flag de los dos bloques candidatos. Sin embargo, si el conjunto de bloques
candidatos contiene un elemento, el valor de merge_flag cix puede ser igual a dos veces el valor de merge_flag de
este un bloque candidato. Puesto que cada indicador merge_flag de los bloques candidatos vecinos puede ser uno o
cero, hay tres contextos disponibles para merge flag. El indicador merge left flag se puede codificar usando
simplemente un (nico modelo de probabilidad.

Sin embargo, de acuerdo con una realizacion alternativa, pueden usarse diferentes modelos de contexto. Por ejemplo,
elementos sintacticos no binarios pueden correlacionarse con una secuencia de simbolos binarios, denominados
contenedores (bins). Los modelos de contexto para algunos elementos sintacticos o contenedores de elementos
sintacticos que definen la informacién de fusién pueden obtenerse en funcidén de elementos sintacticos ya transmitidos
de bloques vecinos o del nimero de bloques candidatos u otras medidas, mientras que otros elementos sintacticos o
contenedores de los elementos sintacticos se pueden codificar con un modelo de contexto fijo.

Enrelacién con la anterior descripcidn de la fusién de bloques, debe observarse que el conjunto de bloques candidatos
también puede obtenerse de la misma manera que para cualquiera de las realizaciones descritas en lo que antecede
con el siguiente anadido: los bloques candidatos estan limitados a bloques que usan prediccién o inter-prediccion
compensada por movimiento, respectivamente. Solamente esos bloques pueden ser elementos del conjunto de
bloques candidatos. La senalizacién y la modelizacion de contextos de la informacion de fusidon se pueden realizar
como se ha descrito en lo que antecede.

Volviendo a la combinacién de las realizaciones de subdivision multi-arbol descritas en lo que antecede y al aspecto
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de fusién descrito ahora, si una imagen se divide en bloques cuadrados de tamano variable usando una estructura de
subdivisiéon basada en arboles cuaternarios, por ejemplo, los indicadores merge_flag y merge_left flag, u otros
elementos sintacticos que especifican la fusion, pueden entrelazarse con los parametros de prediccién que se
transmiten para cada nodo hoja de la estructura de arbol cuaternario. Considérese de nuevo, por ejemplo, la figura 9a.
La figura 9a muestra un ejemplo de una subdivisién basada en arboles cuaternarios de una imagen en bloques de
prediccién de tamano variable. Los dos bloques superiores de mayor tamano son los denominados bloques arbol, es
decir, son blogues de prediccion del maximo tamano posible. Los otros bloques de esta figura se obtienen como una
subdivision de su bloque arbol correspondiente. El bloque actual estda marcado con una "X". Todos los bloques
sombreados se codifican/descodifican antes que el bloque actual, de tal modo que forman el conjunto de bloques
causales. Tal como se ha explicado en la descripcion de la obtencion del conjunto de bloques candidatos para una de
las realizaciones, solo los bloques que contienen las muestras vecinas directas (es decir, superior o izquierda) de la
posicidon de muestra superior izquierda del bloque actual pueden ser miembros del conjunto de bloques candidatos.
Por lo tanto, el bloque actual puede fusionarse con el bloque "A" o el bloque "B". Si merge flag es igual a 0 ("falso"),
el bloque actual "X" no se fusiona con ninguno de los dos bloques. Si los bloques "A" y "B" tienen unos parametros de
prediccién idénticos, no es necesario realizar ninguna distincion ya que la fusién con cualquiera de los dos bloques
dara lugar al mismo resultado. Por lo tanto, en este caso, el indicador merge_left flag no se transmite. En caso
contrario, si los blogues "A" y "B" tienen diferentes parametros de prediccion, merge_left flag igual a 1 ("verdadero”)
fusionara los bloques "X" y "B", mientras que merge_Jleft flagigual a 0 ("falso") fusionara los bloques "X"y "A". En otra
realizacion preferida, bloques vecinos adicionales (ya transmitidos) representan candidatos para la fusion.

En la figura 9b se muestra otro ejemplo. En el presente caso, el bloque actual "X" y el bloque vecino izquierdo "B" son
bloques arbol, es decir, tienen el maximo tamano de bloque permitido. El tamano del bloque vecino superior "A" es un
cuarto del tamano del bloque arbol. Los bloques que son elementos del conjunto de bloques causales estan
sombreados. Debe observarse que de acuerdo con una de las realizaciones preferidas, el bloque actual "X" solo puede
fusionarse con los dos bloques "A" o0 "B", no con alguno de los otros bloques vecinos superiores. En otra realizacion
preferida, bloques vecinos adicionales (ya transmitidos) representan candidatos para la fusion.

Antes de proceder con la descripcion referente al aspecto de cdmo manejar diferentes series de muestras de una
imagen de acuerdo con realizaciones de la presente solicitud, debe observarse que la anterior descripcion relacionada
con la subdivisién multi-arbol y la senalizacién, por un lado, y el aspecto de fusion, por otro lado, hizo evidente que
estos aspectos proporcionan ventajas que pueden utilizarse de manera independiente entre si. Es decir, como ya se
ha explicado en lo que antecede, una combinacién de una subdivisién multi-arbol con la fusion tiene ventajas
especificas, pero las ventajas también se obtienen de alternativas en las que, por ejemplo, la caracteristica de fusion
se realiza con, sin embargo, la subdivision llevada a cabo por los subdivisores 30 y 104a no basada en una subdivision
multi-arbol o en arboles cuaternarios, sino que corresponde a una subdivisién en macrobloques con una division
regular de estos macrobloques en particiones mas pequenas. A su vez, por otro lado, la combinacién de la subdivision
multi-arbol junto con la transmision de la indicacién de tamano maximo de bloque arbol en el flujo de bits y el uso de
la subdivision multi-arbol junto con el uso del recorrido de primero en profundidad que transporta los parametros de
codificacién correspondientes de los bloques es ventajoso independientemente de la caracteristica de fusion usada
concurrentemente o no. Generalmente, las ventajas de la fusién pueden entenderse cuando se considera que, de
manera intuitiva, la eficacia de la codificacién puede aumentar cuando la sintaxis de las codificaciones de series de
muestras se extiende de tal manera que no solo permite subdividir un bloque, sino también fusionar dos 0 mas de los
bloques que se obtienen tras la subdivision. Como resultado se obtiene un grupo de bloques que estan codificados
con los mismos parametros de prediccidon. Los parametros de prediccion para tal grupo de bloques solo tienen que
codificarse una vez. Ademas, con respecto a la fusidén de conjuntos de muestras, debe observarse de nuevo que los
conjuntos considerados de muestras pueden ser bloques rectangulares o cuadraticos, en cuyo caso los conjuntos de
muestras fusionados representan una coleccidon de bloques rectangulares y/o cuadraticos. Sin embargo, como
alternativa, los conjuntos de muestras considerados son regiones de imagenes conformadas de manera arbitraria y
los conjuntos de muestras fusionados representan una coleccién de regiones de imagen conformadas de manera
arbitraria.

La siguiente descripcidn se centra en la manipulacion de diferentes series de muestras de una imagen en caso de que
haya mas de una serie de muestras por imagen, y algunos aspectos descritos en la siguiente descripcion secundaria
son ventajosos independientemente del tipo de subdivisidén usada, es decir, independientemente de que la subdivision
esté basada o no en una subdivisidén multi-arbol, e independientemente de que se use fusidén o no. Antes de empezar
a describir realizaciones especificas relacionadas con la manipulacion de diferentes series de muestras de una
imagen, el concepto principal de estas realizaciones se presenta por medio de una corta introduccién referente al
campo de la manipulacion de diferentes series de muestras por imagen.

La siguiente discusion se centra en parametros de codificacién entre bloques de diferentes series de muestras de una
imagen en una aplicacion de codificacion de imagenes o video y, en particular, en una manera de predecir de manera
adaptativa parametros de codificacion entre diferentes series de muestras de una imagen en, por ejemplo, pero no
exclusivamente, el codificador y el descodificador de las figuras 1y 2, respectivamente, u otro entorno de codificacion
de imagenes o video. Las series de muestras pueden, tal como se ha indicado en lo que antecede, representar series

22



10

15

20

25

30

35

40

45

50

55

60

de muestras que estan relacionadas con diferentes componentes de color 0 series de muestras que asocian una
imagen con informacién adicional tal como datos de transparencia o mapas de profundidad. Las series de muestras
que estan relacionadas con componentes de color de una imagen también se denominan planos de color. La técnica
descrita a continuacion también se denomina adopcion/prediccion inter50 plano y puede usarse en codificadores y
descodificadores de imagenes y video basados en bloques, por lo que el orden de procesamiento de los bloques de
las series de muestras de unaimagen puede ser arbitrario.

Los codificadores de imégenes y video se disefian normalmente para codificar imagenes a color (ya sean imagenes
fijas o imagenes de una secuencia de video). Una imagen a color consiste en mdltiples planos de color, que
representan series de muestras para diferentes componentes de color. A menudo, las imagenes a color se codifican
como un conjunto de series de muestras que consisten en un plano de luminancia y dos planos de crominancia, donde
estos Ultimos especifican componentes de diferencia de color. En algunas areas de aplicacion también es comuin que
el conjunto de series de muestras codificadas consista en tres planos de color que representan series de muestras
para los tres colores primarios (rojo, verde y azul). Ademas, para una representacion del color mejorada, una imagen
a color puede consistir en mas de tres planos de color. Ademas, una imagen puede estar asociada con series de
muestras auxiliares que especifican informacion adicional para la imagen. Por ejemplo, tales series de muestras
auxiliares pueden ser series de muestras que especifican la transparencia (adecuada con fines de visualizacion
especificos) para las series de muestras de color asociadas o series de muestras que especifican un mapa de
profundidad (adecuado para renderizar multiples vistas, por ejemplo para pantallas 3D).

En las normas convencionales de codificacion de imagenes y video (tal como H.264), los planos de color se codifican
juntos normalmente, por lo que parametros de codificacion particulares tales como modos de prediccién de
macrobloques y sub-macrobloques, indices de referencia y vectores de movimiento se usan para todas las
componentes de color de un bloque. El plano de luminancia puede considerarse como el plano de color primario para
el que los parametros de codificacién particulares se especifican en el flujo de bits, y los planos de crominancia pueden
considerarse como planos secundarios para los que los parametros de codificacion correspondientes se infieren a
partir del plano de luminancia primario. Cada bloque de luminancia esta asociado a dos bloques de crominancia que
representan la misma area en una imagen. Dependiendo del formato de muestreo de crominancia usado, las series
de muestras de crominancia pueden ser mas pequenas que la serie de muestras de luminancia para un bloque. Para
cada macrobloque que consiste en una componente de luminancia y dos componentes de crominancia, se usa la
misma division en bloques mas pequenos (si el macrobloque esta subdividido). Para cada bloque que consiste en un
bloque de muestras de luminancia y dos bloques de muestras de crominancia (que puede ser el propio macrobloque
0 un sub-bloque del macrobloque), se utiliza el mismo conjunto de parametros de prediccién, tales como indices de
referencia, parametros de movimiento y, algunas veces, modos de intra-prediccién. En perfiles especificos de normas
convencionales de codificacion de video (tales como los perfiles 4:4:4 en H.264), también es posible codificar de
manera independiente los diferentes planos de color de una imagen. En esa configuracidn, la division de macrobloque,
los modos de prediccidn, los indices de referencia y los parametros de movimiento pueden elegirse por separado para
una componente de color de un macrobloque o sub-bloque. De acuerdo con las normas de codificacion
convencionales, o bien todos los planos de color se codifican juntos usando el mismo conjunto de parametros de
codificacion particulares (tal como informacién de subdivision y parametros de prediccion) o todos los planos de color
se codifican de manera totalmente independiente entre si.

Si los planos de color se codifican juntos, un conjunto de parametros de subdivision y prediccion debe usarse para
todas las componentes de color de un bloque. Esto garantiza que la informaciéon secundaria se mantenga baja, pero
puede dar como resultado una reduccién de la eficacia de codificacion en comparacién con una codificacion
independiente, ya que el uso de diferentes descomposiciones de bloque y de parametros de prediccion para diferentes
componentes de color puede dar como resultado un menor coste de velocidad-distorsién. Como un ejemplo, el uso de
un vector de movimiento o una trama de referencia diferente para las componentes de crominancia puede reducir
significativamente la energia de la senal residual para las componentes de crominancia y aumentar su eficacia de
codificacion global. Si los planos de color se codifican de manera independiente, los parametros de codificacion tales
como la divisién en bloques, los indices de referencia y los parametros de movimiento pueden seleccionarse para
cada componente de color por separado con el fin de optimizar la eficacia de codificacion para cada componente de
color, pero no es posible utilizar la redundancia entre las componentes de color. Las miltiples transmisiones de
parametros de codificacion particulares da como resultado una mayor tasa de informacién secundaria (en comparacién
con la codificacion combinada) y esta mayor tasa de informacién secundaria puede tener un efecto negativo en la
eficacia de codificacién global. Ademas, el soporte de series de muestras auxiliares en las normas de codificacion de
video de ultima generacion (tales como H.264) esta limitado al caso en que las series de muestras auxiliares se
codifican usando su propio conjunto de parametros de codificacion.

Por lo tanto, en todas las realizaciones descritas hasta ahora, los planos de imagenes pueden manipularse de la
manera descrita en lo que antecede, pero como también se ha sefnalado en lo que antecede, la eficacia de codificacién
global para la codificacién de multiples series de muestras (que pueden estar relacionadas con diferentes planos de
color y/o series de muestras auxiliares) puede aumentar cuando es posible decidir bloque a bloque, por ejemplo, si
todas las series de muestras para un bloque se codifican con los mismos parametros de codificacién o si se usan
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diferentes parametros de codificacién. La idea basica de la siguiente prediccidn inter-plano es permitir tal decision
adaptativa bloque a bloque, por ejemplo. El codificador puede elegir, por ejemplo basandose en un criterio de
velocidad-distorsion, si todas o algunas de las series de muestras de un bloque particular se codifican usando los
mismos parametros de codificacién o si se usan diferentes parametros de codificacion para diferentes series de
muestras. Esta seleccion también puede conseguirse sefalizando para un blogue particular de una serie de muestras
si se infieren parametros de codificacion especificos a partir de un bloque coubicado ya codificado de una serie de
muestras diferente. También es posible disponer diferentes series de muestras para una imagen en grupos,
denominados también grupos de series de muestras o grupos de planos. Cada grupo de planos puede contener una
0 mas series de muestras de una imagen. Por lo tanto, los bloques de las series de muestras de un grupo de planos
comparten los mismos parametros de codificacion seleccionados tales como informacion de subdivision, modos de
prediccién y modos de codificacion residual, mientras que otros parametros de codificacion tales como niveles de
coeficientes de transformada se transmiten por separado para cada serie de muestras dentro del grupo de planos. Un
grupo de planos se codifica como un grupo de planos primarios, es decir, ninguno de los parametros de codificacion
se infiere o predice a partir de otros grupos de planos. Para cada bloque de un grupo de planos secundarios, puede
elegirse de manera adaptativa si se fransmite un nuevo conjunto de parametros de codificacién seleccionados o si los
parametros de codificacién seleccionados se infieren o predicen a partir del grupo de planos primarios u otro grupo de
planos secundarios. Las decisiones de si los parametros de codificacion seleccionados para un bloque particular se
infieren o predicen se incluyen en el flujo de bits. La prediccién inter-plano permite una mayor libertad a la hora de
seleccionar el equilibrio entre la tasa de informacién secundaria y la calidad de prediccién con respecto a la codificacién
de imagenes de Ultima generacién que consiste en multiples series de muestras. La ventaja es una mayor eficacia de
codificacion con respecto a la codificacion convencional de imagenes que consiste en maltiples series de muestras.

La adopcién/prediccion intra-plano puede extender un codificador de imagenes o video, tal como los de las
realizaciones anteriores, de tal manera que pueda elegirse de manera adaptativa para un bloque de una serie de
muestras de colores o una serie de muestras auxiliares o un conjunto de series de muestras de colores y/o series de
muestras auxiliares si un conjunto seleccionado de parametros de codificacion se infiere o predice a partir de bloques
coubicados ya codificados de otras series de muestras en la misma imagen o si el conjunto seleccionado de
parametros de codificacién para el bloque se codifica de manera independiente sin hacer referencia a los bloques
coubicados de otras series de muestras de la misma imagen. Las decisiones de si el conjunto seleccionado de
parametros de codificacién se infiere o predice para un bloque de una serie de muestras o un bloque de mdltiples
series de muestras pueden incluirse en el flujo de bits. Las diferentes series de muestras que estan asociadas a una
imagen no necesitan tener el mismo tamano.

Tal como se ha descrito en lo que antecede, las series de muestras que estan asociadas a una imagen (las series de
muestras pueden representar componentes de color y/o series de muestras auxiliares) pueden estar dispuestas en
dos 0 mas denominados grupos de planos, donde cada grupo de planos consiste en una o mas series de muestras.
Las series de muestras que estan contenidas en un grupo de planos particular no necesitan tener el mismo tamano.
Debe observarse que esta disposicién dentro del grupo de planos incluye el caso en que cada serie de muestras se
codifica por separado.

Para ser mas precisos, de acuerdo con una realizacion, para cada bloque de un grupo de planos se elige de manera
adaptativa si los parametros de codificacién que especifican como se predice un bloque se infieren o predicen a partir
de un bloque coubicado ya codificado de un grupo de planos diferente para la misma imagen o si estos parametros
de codificacion se codifican por separado para el bloque. Los parametros de codificacion que especifican como se
predice un bloque incluyen uno o mas de los siguientes parametros de codificacién: modos de prediccién de bloque
que especifican qué prediccién se usa para el bloque (intra-prediccién, inter-prediccidon usando un (nico vector de
movimiento y una imagen de referencia, inter-prediccién usando dos vectores de movimiento e imagenes de
referencia, inter-prediccidon usando un orden superior, es decir, un modelo de movimiento de no traslacion y una Unica
imagen de referencia, inter-prediccion usando multiples modelos de movimiento e imagenes de referencia), modos de
intra-prediccion que especifican cémo se genera una sefal de intra-prediccion, un identificador que especifica como
se combinan muchas sefiales de prediccién para generar la sefal de prediccion final para el bloque, indices de
referencia que especifican qué imagen(es) de referencia se utiliza(n) para la prediccién compensada por movimiento,
parametros de movimiento (tales como vectores de desplazamiento o parametros de movimiento afines) que
especifican cdmo la(s) senal(es) de prediccidon se genera(n) usando la(s) imagen(es) de referencia, un identificador
que especifica cdmo la(s) imagen(es) de referencia se filtra(n) para generar senales de prediccién compensadas por
movimiento. Debe observarse que, en general, un bloque puede asociarse solamente con un subconjunto de los
parametros de codificacién mencionados. Por ejemplo, si el modo de prediccidon de bloque especifica que un bloque
se intra-predice, los parametros de codificacion para un bloque pueden incluir ademas modos de intra-prediccion, pero
parametros de codificacion tales como los indices de referencia y los parametros de movimiento que especifican como
se genera una senal de inter-prediccion no se especifican, o si el modo de prediccion de bloques especifica inter-
prediccién, los parametros de codificacion asociados pueden incluir ademas indices de referencia y parametros de
movimiento, pero no se especifican modos de intra-prediccion.

Uno de los dos o0 méas grupos de planos se puede codificar o indicarse en el flujo de bits como el grupo de planos
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primarios. Para todos los bloques de este grupo de planos primarios, los parametros de codificacién que especifican
como se genera la sefial de prediccion se transmiten sin hacer referencia a otros grupos de planos de la misma imagen.
Los grupos de planos restantes se codifican como grupos de planos secundarios. Para cada bloque de los grupos de
planos secundarios se transmiten uno o mas elementos sintacticos que indican si los parametros de codificacién que
especifican cdmo se predice el bloque se infieren o predicen a partir de un bloque coubicado de otros grupos de planos
0 si un nuevo conjunto de estos parametros de codificacién se transmite para el bloque. Uno del uno o mas elementos
sintacticos puede denominarse indicador de prediccion inter-plano o parametro de prediccién inter-plano. Si los
elementos sintacticos indican que los parametros de codificacién correspondientes no se infieren o predicen, un nuevo
conjunto de los parametros de codificacién correspondientes para el bloque se transmiten en el flujo de bits. Si los
elementos sintacticos indican que los parametros de codificacion correspondientes se infieren o predicen, se determina
el bloque coubicado en un denominado grupo de planos de referencia. La asignacion del grupo de planos de referencia
para el bloque puede configurarse de muchas maneras. En una realizacién, un grupo de planos de referencia particular
se asigna a cada grupo de planos secundarios; esta asignacion puede fijarse o puede senalizarse en estructuras
sintacticas de alto nivel tales como conjuntos de parametros, cabecera de unidad de acceso, cabecera de imagen o
cabecera de fragmento.

En una segunda realizacién, la asignacion del grupo de planos de referencia se codifica en el flujo de bits y se sefaliza
mediante el uno o mas elementos sintacticos que se codifican para un bloque con el fin de especificar si los parametros
de codificacion seleccionados se infieren o predicen o se codifican por separado.

Con el fin de facilitar las posibilidades que acaban de mencionarse en relacién con la prediccién inter-plano y las
siguientes realizaciones detalladas, se hace referencia a la figura 11, que muestra de manera ilustrativa una imagen
500 compuesta por tres series de muestras 502, 504 y 506. Para facilitar el entendimiento, en la figura 11 se muestran
simplemente subpartes de las series de muestras 502 a 506. Las series de muestras se muestran como si estuvieran
registradas espacialmente entre si, de tal modo que las series de muestras 502 a 506 se solapan entre si a lo largo
de una direccion 508 y de tal modo que una proyeccién de las muestras de las series de muestras 502 a 506 a lo largo
de la direccidén 508 da como resultado que las muestras de todas estas series de muestras 502 a 506 estén situadas
correctamente de manera espacial entre si. Dicho de otro modo, los planos 502 y 506 se han esparcido a lo largo de
la direccidn horizontal y la direccidn vertical para adaptar su resolucién espacial entre si y para registrarse entre si.

De acuerdo con una realizacién, todas las series de muestras de una imagen pertenecen a la misma parte de una
escena espacial en la que la resolucion a lo largo de la direccidn vertical y la direcciéon horizontal puede ser diferente
entre las series de muestras individuales 502 a 506. Ademas, con fines ilustrativos, se considera que las series de
muestras 502 y 504 pertenecen a un grupo de planos 510, mientras que se considera que la serie de muestras 506
pertenece a otro grupo de planos 512. Ademas, la figura 11 ilustra el caso a modo de ejemplo en que la resolucion
espacial a lo largo del eje horizontal de la serie de muestras 504 es dos veces la resolucidn en la direccién horizontal
de la serie de muestras 502.

Ademaés, se considera que la serie de muestras 504 forma la serie primaria con respecto a la serie de muestras 502,
que forma una serie subordinada con respecto a la serie primaria 504. Tal como se ha explicado en lo que antecede,
en este caso la subdivisién de la serie de muestras 504 en bloques decidida por el subdivisor 30 de la figura 1 se
adopta por la serie subordinada 502 donde, de acuerdo con el ejemplo de la figura 11, debido a que la resolucion
vertical de la serie de muestras 502 es la mitad de la resolucién en la direccién vertical de la serie primaria 504, cada
bloque se ha dividido en dos bloques yuxtapuestos horizontales que, debido a la division son nuevamente bloques
cuadraticos cuando se miden en unidades de las posiciones de muestras dentro de la serie de muestras 502.

Tal como se muestra a modo de ejemplo en la figura 11, la subdivisién elegida para la serie de muestras 506 es
diferente de la subdivision del otro grupo de planos 510. Tal como se ha descrito en lo que antecede, el subdivisor 30
puede seleccionar la subdivision de la serie de pixeles 506 por separado o de manera independiente a la subdivisién
del grupo de planos 510. Evidentemente, la resolucién de la serie de muestras 506 también puede ser diferente de las
resoluciones de los planos 502 y 504 del grupo de planos 510.

Ahora, cuando se codifican las series de muestras individuales 502 a 506, el codificador 10 puede empezar codificando
la serie primaria 504 del grupo de planos 510 de la manera descrita en lo que antecede, por ejemplo. Los bloques que
se muestran en la figura 11 pueden ser, por ejemplo, los bloques de prediccién mencionados en lo que antecede.
Como alternativa, los bloques son bloques residuales u otros bloques que definen la granularidad para definir ciertos
parametros de codificacion. La prediccidon inter-plano no esta limitada a la subdivision multi-arbol o en arboles
cuaternarios, a pesar de que esto se ilustra en la figura 11.

Después de la transmisién del elemento sintactico para |a serie primaria 504, el codificador 10 puede decidir declarar
la serie primaria 504 como el plano de referencia para el plano subordinado 502. El codificador 10 y el extractor 30,
respectivamente, pueden senalizar esta decisién a través del flujo de bits 22, mientras que la asociacion puede resultar
evidente a partir del hecho de que la serie de muestras 504 forma la serie primaria del grupo de planos 510, informacién
que, a su vez, también puede ser parte del flujo de bits 22. En cualquier caso, para cada bloque de la serie de muestras
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502, la unidad de insercion 18 o cualquier otro médulo del codificador 10 junto con la unidad de insercion 18 pueden
decidir o bien suprimir una transferencia de los parametros de codificacién de este bloque en el flujo de bits y senalizar
en cambio en el flujo de bits para ese bloque que los parametros de codificacion de un bloque coubicado de la serie
primaria 504 se usaran en su lugar, o bien que los parametros de codificacion del bloque coubicado de la serie primaria
504 se usaran como una prediccion para los parametros de codificacion del bloque actual de la serie de muestras 502
simplemente transfiriendo los datos residuales del mismo para el bloque actual de la serie de muestras 502 en el flujo
de bits. En caso de una decisién negativa, los parametros de codificacién se transfieren en el flujo de datos de la
manera habitual. La decision se senaliza en el flujo de datos 22 para cada bloque. En el lado del descodificador, el
extractor 102 usa esta informacion de prediccion inter-plano para cada bloque con el fin de obtener en consecuencia
los parametros de codificacion del bloque respectivo de la serie de muestras 502, en concreto infiriendo los parametros
de codificacion del bloque coubicado de la serie primaria 504 o, como alternativa, extrayendo datos residuales para
ese bloque a partir del flujo de datos y combinando estos datos residuales con una prediccion obtenida a partir de los
parametros de codificacion del bloque coubicado de la serie primaria 504 si la informacién de adopcidn/prediccion
inter-plano sugiere adopcién/prediccion inter-plano, o extrayendo los parametros de codificacion del bloque actual de
la serie de muestras 502 de la manera habitual independientemente de la serie primaria 504.

Como también se ha descrito en lo que antecede, los planos de referencia no estan limitados a residir en el mismo
grupo de planos que el bloque para el que la prediccién inter-plano resulta actualmente interesante. Por lo tanto, tal
como se ha descrito en lo que antecede, el grupo de planos 510 puede representar el grupo de planos primarios o el
grupo de planos de referencia para el grupo de planos secundarios 512. En este caso, el flujo de bits puede contener
un elemento sintactico que indica para cada bloque de la serie de muestras 506 si la adopcion/prediccion mencionada
en lo que antecede de parametros de codificacion de macrobloques coubicados de cualquiera de los planos 502 y 504
del grupo de planos primarios o del grupo de planos de referencia 510 se llevara a cabo 0 no, donde en el segundo
caso los parametros de codificacion del bloque actual de la serie de muestras 506 se transmiten de la manera habitual.

Debe observarse que los parametros de subdivision y/o de prediccién para los planos de un grupo de planos pueden
ser los mimos, ya que solo se codifican una vez para un grupo de planos (todos los planos secundarios de un grupo
de planos infieren la informacién de subdivision y/o los parametros de prediccién a partir del plano primario dentro del
mismo grupo de planos), y la prediccion o inferencia adaptativa de la informacién de subdivisién y/o los parametros de
prediccién se realiza entre grupos de planos.

Debe observarse que el grupo de planos de referencia puede ser un grupo de planos primarios o un grupo de planos
secundarios.

La coubicacién entre bloques de diferentes planos en un grupo de planos puede entenderse facilmente ya que la
subdivision de la serie de muestras primaria 504 se adopta espacialmente por la serie de muestras subordinada 502,
excepto la subdivision que acaba de describirse de los bloques con el fin de hacer que los bloques hoja adoptados
sean bloques cuadraticos. En caso de adopcion/prediccion inter-plano entre diferentes grupos de planos, la
coubicacién puede definirse de tal manera que permita una mayor libertad entre las subdivisiones de estos grupos de
planos. Dado el grupo de planos de referencia, se determina el bloque coubicado dentro del grupo de planos de
referencia. La obtencién del bloque coubicado y del grupo de planos de referencia se puede realizar mediante un
proceso similar al siguiente. Se selecciona una muestra particular 514 en el bloque actual 516 de una de las series de
muestras 506 del grupo de planos secundarios 512. La muestra puede ser la muestra superior izquierda del bloque
actual 516, tal como se muestra en la figura 11 con fines ilustrativos, 0 una muestra del bloque actual 516 cercana a
la parte central del bloque actual 516 o cualquier otra muestra dentro del bloque actual que esté definida
geomeétricamente de manera univoca. Se calcula la ubicacidén de esta muestra seleccionada 515 dentro de una serie
de muestras 502 y 504 del grupo de planos de referencia. Las posiciones de la muestra 514 dentro de las series de
muestras 502 y 504 se indican en la figura 11 en 518 y 520, respectivamente. Cual de los planos 502 y 504 del grupo
de planos de referencia 510 se usa realmente puede predeterminarse o puede senalizarse en el flujo de bits. Se
determina la muestra de la serie de muestras correspondiente 502 o 504 del grupo de planos de referencia 510 que
esta mas cerca de las posiciones 518 y 520, respectivamente, y el bloque que contiene esta muestra se elige como el
bloque coubicado de la serie de muestras respectiva 502 y 504, respectivamente. En el caso de la figura 11, estos son
los bloques 522 y 524, respectivamente. En lo sucesivo se describira un enfoque alternativo para determinar un bloque
coubicado en otros planos.

En una realizacién, los parametros de codificacién que especifican la prediccion para el bloque actual 516 se infieren
completamente usando los parametros de prediccion correspondientes del bloque coubicado 522/524 en un grupo de
planos diferente 510 de la misma imagen 500, sin transmitir informacion secundaria adicional. La inferencia puede
consistir simplemente en copiar los parametros de codificacion correspondientes o en una adaptacion de los
parametros de codificacion teniendo en cuenta diferencias entre el grupo de planos actual 512 y el grupo de planos
de referencia 510. Como un ejemplo, esta adaptaciéon puede consistir en afadir una correccion de parametros de
movimiento (por ejemplo, una correccion de vector de desplazamiento) para tener en cuenta la diferencia de fase entre
las series de muestras de luminancia y crominancia, o la adaptacioén puede consistir en modificar la precision de los
parametros de movimiento (por ejemplo, modificar la precisiéon de los vectores de desplazamiento) para tener en
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cuenta la diferente resolucién de las series de muestras de luminancia y crominancia. En una realizacién adicional,
uno o0 mas de los parametros de codificacion inferidos para especificar la generacién de senales de predicciéon no se
usan directamente para el bloque actual 516, sino que se usan como una prediccion para los parametros de
codificacion correspondientes para el bloque actual 516 y un refinamiento de estos parametros de codificacion para el
bloque actual 516 se transmite en el flujo de bits 22. Como un ejemplo, los parametros de movimiento inferidos no se
usan directamente, sino que las diferencias de los parametros de movimiento (tales como una diferencia en los
vectores de desplazamiento) que especifican la desviacion entre los parametros de movimiento que se usan para el
bloque actual 516 y los parametros de movimiento inferidos se codifican en el flujo de bits; en el lado del descodificador,
los parametros de movimiento reales usados se obtienen combinando los parametros de movimiento inferidos y las
diferencias de parametros de movimiento transmitidas.

En otra realizacién, la subdivisidon de un bloque, tal como los bloques arbol de la subdivision de prediccion en bloques
de prediccion mencionada en lo que antecede (es decir, bloques de muestras para los que se usa el mismo conjunto
de parametros de prediccién) se infiere o predice de manera adaptativa a partir de un bloque coubicado ya codificado
de un grupo de planos diferente para la misma imagen, es decir, la secuencia de bits de acuerdo con la figura 6a o 6b.
En una realizacion, uno de los dos o mas grupos de planos se codifica como grupo de planos primarios. Para todos
los bloques de este grupo de planos primarios, la informacién de subdivision se transmite sin hacer referencia a otros
grupos de planos de la misma imagen. Los grupos de planos restantes se codifican como grupos de planos
secundarios. Para bloques de los grupos de planos secundarios se transmiten uno 0 méas elementos sintacticos que
indican si la informacién de subdivision se infiere o predice a partir de un bloque coubicado de otros grupos de planos
0 si la informacion de subdivision se transmite en el flujo de bits. Uno del uno o mas elementos sintacticos puede
denominarse indicador de prediccién inter-plano o parametro de prediccion inter35 plano. Si los elementos sintacticos
indican que la informacidén de subdivision no se infiere o predice, la informacion de subdivision para el bloque se
transmite en el flujo de bits sin hacer referencia a otros grupos de planos de la misma imagen. Si los elementos
sintacticos indican que la informacion de subdivisién se infiere o predice, se determina el bloque coubicado en un
denominado grupo de planos de referencia. La asignacion del grupo de planos de referencia para el bloque puede
configurarse de muchas maneras. En una realizacion, un grupo de planos de referencia particular se asigna a cada
grupo de planos secundarios; esta asignaciéon puede fijarse 0 puede senalizarse en estructuras sintacticas de alto nivel
tales como conjuntos de parametros, cabecera de unidad de acceso, cabecera de imagen o cabecera de fragmento.
En una segunda realizacién, la asignacion del grupo de planos de referencia se codifica en el flujo de bits y se sefaliza
mediante el uno o0 mas elementos sintacticos que se codifican para un bloque con el fin de especificar si la informacion
de subdivision se infiere o predice o se codifica por separado. El grupo de planos de referencia puede ser el grupo de
planos primarios u otro grupo de planos secundarios. Dado el grupo de planos de referencia, se determina el bloque
coubicado dentro del grupo de planos de referencia. El bloque coubicado es el bloque del grupo de planos de referencia
que corresponde a la misma area de imagen que el bloque actual, o el bloque que representa el bloque dentro del
grupo de planos de referencia que comparte la porcién mas grande del area de imagen con el bloque actual. El bloque
coubicado puede dividirse en bloques de prediccidén mas pequenos.

En una realizacién adicional, lainformacién de subdivision para el bloque actual, tal como la informacién de subdivision
basada en érboles cuaternarios de acuerdo con las figuras 6a o 6b, se infiere completamente usando la informacién
de subdivisién del bloque coubicado en un grupo de planos diferente de la misma imagen, sin transmitir informacion
secundaria adicional. Como un ejemplo particular, si el bloque coubicado esta dividido en dos o cuatro bloques de
prediccién, el bloque actual también se divide en dos o cuatro sub-bloques con los fines de predicciéon. Como otro
ejemplo particular, si el bloque coubicado se divide en cuatro sub-bloques y uno de estos sub-bloques se divide
adicionalmente en cuatro sub-bloques mas pequenos, el bloque actual también se divide en cuatro sub-bloques y uno
de estos sub-bloques (el correspondiente al sub-bloque del bloque coubicado que esta dividido adicionalmente)
también se divide en cuatro sub-bloques mas pequenos. En una realizacion preferida adicional, la informacién de
subdivision inferida no se usa directamente para el bloque actual, sino que se usa como una predicciéon para la
informacion de subdivisién real para el bloque actual, y la informacién de refinamiento correspondiente se transmite
en el flujo de bits. Como un ejemplo, la informacion de subdivision que se infiere a partir del bloque coubicado puede
refinarse adicionalmente. Para cada sub-bloque que corresponde a un sub-bloque del bloque coubicado que no esta
dividido en bloques mas pequenos, un elemento sintactico se puede codificar en el flujo de bits, que especifica si el
sub-blogque esta dividido adicionalmente en el grupo de planos actual. La transmisién de un elemento sintactico de
este tipo puede depender del tamano del sub-bloque. Por otro lado, puede senalizarse en el flujo de bits que un sub-
bloque que esta dividido adicionalmente en el grupo de planos de referencia no esta dividido en bloques mas pequenos
en el grupo de planos actual.

En una realizacién adicional, tanto la subdivisién de un bloque en bloques de prediccion como los parametros de
codificacion que especifican cdmo se predicen esos sub-bloques se infieren o predicen de manera adaptativa a partir
de un bloque coubicado ya codificado de un grupo de planos diferente para la misma imagen. En una realizacién
preferida de la invencidn, uno de los dos 0 mas grupos de planos se codifica como un grupo de planos primarios. Para
todos los bloques de este grupo de planos primarios, la informacion de subdivision y los parametros de prediccién se
transmiten sin hacer referencia a otros grupos de planos de la misma imagen. Los grupos de planos restantes se
codifican como grupos de planos secundarios. Para bloques de los grupos de planos secundarios se transmiten uno
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0 mas elementos sintacticos que indican si la informacién de subdivision y los parametros de prediccidn se infieren o
predicen a partir de un bloque coubicado de otros grupos de planos o si la informacidn de subdivision y los parametros
de prediccion se transmiten en el flujo de bits. Uno del uno o mas elementos sintacticos puede denominarse indicador
de prediccion inter-plano o parametro de prediccion inter-plano. Silos elementos sintacticos indican que la informacion
de subdivision y los parametros de prediccién no se infieren o predicen, la informacién de subdivision para el bloque
y los parametros de prediccién para los sub-bloques resultantes se transmiten en el flujo de bits sin hacer referencia
a otros grupos de planos de la misma imagen. Si los elementos sintacticos indican que la informacién de subdivision
y los parametros de prediccion para el sub-bloque se infieren o predicen, se determina el bloque coubicado en un
denominado grupo de planos de referencia. La asignacion del grupo de planos de referencia para el bloque puede
configurarse de muchas maneras. En una realizacion, un grupo de planos de referencia particular se asigna a cada
grupo de planos secundarios; esta asignacion puede fijarse o puede senalizarse en estructuras sintacticas de alto nivel
tales como conjuntos de parametros, cabecera de unidad de acceso, cabecera de imagen o cabecera de fragmento.
En una segunda realizacién, la asignacion del grupo de planos de referencia se codifica en el flujo de bits y se sefaliza
mediante el uno o0 mas elementos sintacticos que se codifican para un bloque con el fin de especificar si la informacion
de subdivision y los parametros de prediccién se infieren o predicen o se codifican por separado. El grupo de planos
de referencia puede ser el grupo de planos primarios u otro grupo de planos secundarios. Dado el grupo de planos de
referencia, se determina el bloque coubicado dentro del grupo de planos de referencia. El bloque coubicado puede ser
el bloque del grupo de planos de referencia que corresponde a la misma area de imagen que el bloque actual, o el
bloque que representa el bloque dentro del grupo de planos de referencia que comparte la porcién mas grande del
area de imagen con el bloque actual. El bloque coubicado puede dividirse en bloques de prediccidon mas pequenos.
En una realizacion preferida, la informacion de subdivision para el bloque actual asi como los parametros de prediccion
para los sub-blogues resultantes se infieren completamente usando la informacion de subdivisién del bloque coubicado
en un grupo de planos diferente de la misma imagen y los pardmetros de prediccién de los sub-bloques
correspondientes, sin transmitir informacién secundaria adicional. Como un ejemplo particular, si el bloque coubicado
esta dividido en dos o cuatro bloques de prediccién, el bloque actual también se divide en dos o cuatro sub-bloques
con fines de prediccién, y los parametros de prediccién para los sub-bloques del bloque actual se obtienen como se
ha descrito en lo que antecede. Como otro ejemplo particular, si el bloque coubicado se divide en cuatro sub-bloques
y uno de estos sub-bloques se divide adicionalmente en cuatro sub-bloques mas pequerios, el bloque actual también
se divide en cuatro sub-bloques y uno de estos sub-bloques (el correspondiente al sub-bloque del bloque coubicado
que esta dividido adicionalmente) también se divide en cuatro sub-bloques mas pequenos y los parametros de
prediccién para todos los sub-blogues no divididos adicionalmente se infieren de la manera descrita en lo que
antecede. En una realizacion preferida adicional, la informacion de subdivisién se infiere completamente en funcién
de la informacion de subdivision del bloque coubicado en el grupo de planos de referencia, pero los parametros de
prediccién inferidos para los sub-bloques solo se usan como prediccion para los parametros de prediccion reales de
los sub-bloques. Las desviaciones entre los parametros de prediccion reales y los parametros de prediccidn inferidos
se codifican en el flujo de bits. En una realizacion adicional, la informacién de subdivision inferida se usa como una
prediccién para la informacion de subdivision real para el bloque actual y la diferencia se transmite en el flujo de bits
(como se ha descrito en lo que antecede), pero los parametros de prediccion se infieren completamente. En otra
realizacion, tanto la informacién de subdivisién inferida como los parametros de prediccién inferidos se usan como
predicciones y las diferencias entre la informacién de subdivision real y los parametros de prediccion y sus valores
inferidos se transmiten en el flujo de bits.

En otra realizacién, para un bloque de un grupo de planos se elige de manera adaptativa si los modos de codificacion
residual (tal como el tipo de transformada) se infieren o predicen a partir de un bloque coubicado ya codificado de un
grupo de planos diferente para la misma imagen o si los modos de codificacién residual se codifican por separado
para el bloque. Esta realizacion es similar a la realizacion para la inferencia/prediccion adaptativa de los parametros
de prediccion descrita en lo que antecede.

En otra realizacion, la subdivisidn de un bloque (por ejemplo, un blogue de prediccién) en bloques de transformada
(es decir, bloques de muestras a los que se aplica una transformada bidimensional) se infiere o predice de manera
adaptativa a partir de un bloque coubicado ya codificado de un grupo de planos diferente para la misma imagen. Esta
realizacion es similar a la realizacion de la inferencia/prediccion adaptativa de la subdivisién en bloques de prediccion
descrita en lo que antecede.

En otra realizacién, la subdivisién de un blogue en bloques de transformada y los modos de codificacion residual (por
ejemplo, tipos de transformada) de los bloques de transformada resultantes se infieren o predicen de manera
adaptativa a partir de un bloque coubicado ya codificado de un grupo de planos diferente para la misma imagen. Esta
realizacion es similar a la realizacion de la inferencia/prediccion adaptativa de la subdivisién en bloques de prediccion
y los parametros de prediccién para los bloques de prediccion resultantes descrita en lo que antecede.

En otra realizacion, la subdivisidn de un bloque en bloques de prediccién, los parametros de prediccion asociados, la
informacion de subdivisién de los bloques de prediccion y los modos de codificacion residual para los bloques de
transformada se infieren o predicen de manera adaptativa a partir de un bloque coubicado ya codificado de un grupo
de planos diferente para la misma imagen. Esta realizacidn representa una combinacién de las realizaciones descritas
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en lo que antecede. También es posible que solamente algunos de los parametros de codificacion mencionados se
infieran o predigan.

Por lo tanto, la adopcidn/prediccién inter-plano puede aumentar la eficacia de codificacion descrita en lo que antecede.
Sin embargo, la ganancia de eficacia de codificacion por medio de la adopcién/prediccion inter-plano también esta
disponible en caso de usar subdivisiones de bloque diferentes a las subdivisiones multi-arbol e independientemente
de que esté implementandose o no la fusién de bloques.

Las realizaciones descritas en lo que antecede con respecto a la adaptacidn/prediccién inter-plano pueden aplicarse
a codificadores y descodificadores de imagenes y video que dividen los planos de color de unaimagenyy, si las hubiera,
las series de muestras auxiliares asociadas con una imagen en bloques, y que asocian estos bloques con parametros
de codificacion. Para cada bloque, un conjunto de parametros de codificacién puede incluirse en el flujo de bits. Por
ejemplo, estos parametros de codificacidon pueden ser parametros que describen como un bloque se predice o
descodifica en el lado del descodificador. Como ejemplos particulares, los parametros de codificacion pueden
representar modos de prediccion de macrobloques o bloques, informacioén de subdivisidn, modos de intra-prediccién,
indices de referencia usados para la prediccion compensada por movimiento, parametros de movimiento tales como
vectores de desplazamiento, modos de codificacion residual, coeficientes de transformada, etc. Las diferentes series
de muestras que estan asociadas a una imagen pueden tener tamanos diferentes.

A continuacién se describe un esquema para una senalizacion mejorada de parametros de codificacién con un
esquema de division basado en arboles como, por ejemplo, los descritos en lo que antecede con respecto a las figuras
1 a 8. Aligual que los otros esquemas, en concreto la fusién y la adopcién/prediccién inter-plano, los efectos y ventajas
de los esquemas de senalizacién mejorada, lo que en lo sucesivo se denominard herencia, se describen
independientemente de las realizaciones anteriores, a pesar de que los esquemas descritos a continuacion pueden
combinarse con cualquiera de las realizaciones anteriores, ya sea de manera individual o combinada.

Generalmente, el esquema de codificacion mejorada para codificar informacién secundaria con un esquema de
divisién basado en arboles, denominado herencia, descrito a continuacién, permite las siguientes ventajas con
respecto a los esquemas convencionales de tratamiento de parametros de codificacion.

En la codificacion convencional de imagenes y video, las imagenes o conjuntos particulares de series de muestras
para las imagenes se descomponen normalmente en bloques que estan asociados con parametros de codificacion
particulares. Las imagenes consisten normalmente en multiples series de muestras. Ademas, una imagen también
puede asociarse con series de muestras auxiliares adicionales que, por ejemplo, pueden especificar informacién de
transparencia 0 mapas de profundidad. Las series de muestras de una imagen (incluyendo series de muestras
auxiliares) pueden agruparse en uno o mas denominados grupos de planos, donde cada grupo de planos consiste en
una o mas series de muestras. Los grupos de planos de una imagen se pueden codificar de manera independiente o,
si la imagen esta asociada a mas de un grupo de planos, con prediccion de otros grupos de planos de la misma
imagen. Cada grupo de planos esta normalmente dividido en bloques. Los bloques (o los bloques correspondientes
de series de muestras) se predicen mediante prediccion inter-imagen o prediccién intra-imagen. Los bloques pueden
tener diferentes tamanos y pueden ser cuadraticos o rectangulares. La division de una imagen en bloques puede estar
fijada por la sintaxis o puede senalizarse (al menos en parte) en el flujo de bits. Con frecuencia se transmiten elementos
sintacticos que sefnalizan la subdivisién para bloques de tamarnos previamente definidos. Tales elementos sintacticos
pueden especificar si y como un bloque esta subdividido en bloques mas pequenos y parametros de codificacion
asociados, por ejemplo con fines predictivos. La descodificacién de los parametros de codificacién asociados se
especifica de cierta manera para todas las muestras de un bloque (o los bloques correspondientes de series de
muestras). En el ejemplo, todas las muestras de un bloque se predicen usando el mismo conjunto de parametros de
prediccién, tales como indices de referencia (que identifican una imagen de referencia en el conjunto de imagenes ya
codificadas), parametros de movimiento (que especifican una medida para el movimiento de un bloque entre una
imagen de referencia y la imagen actual), parametros para especificar el filiro de interpolaciéon, modos de intra-
prediccién, etc. Los parametros de movimiento pueden representarse mediante vectores de desplazamiento con una
componente horizontal y una componente vertical 0 mediante parametros de movimiento de orden superior, tales
como parametros de movimiento afines que consisten en seis componentes. También es posible que mas de un
conjunto de parametros de prediccion particulares (tales como indices de referencia y parametros de movimiento)
estén asociados con un Gnico bloque. En ese caso, para cada conjunto de estos parametros de prediccion particulares,
se genera una Unica senal de prediccion intermedia para el bloque (o0 los bloques correspondientes de series de
muestras), y la sefial de prediccion final se genera mediante una combinacién que incluye superponer las senales de
predicciéon intermedias. Los parametros de ponderacidon correspondientes y también, posiblemente, un desfase
constante (que se anade a la suma ponderada) pueden fijarse para una imagen, una imagen de referencia o un
conjunto de imagenes de referencia, o pueden incluirse en el conjunto de parametros de prediccién para el bloque
correspondiente. Normalmente, la diferencia entre los bloques originales (o los bloques correspondientes de series de
muestras) y sus sefnales de prediccién, también denominadas como la senal residual, se transforma y se cuantifica.
Con frecuencia se aplica una transformada bidimensional a la senal residual (0 las series de muestras
correspondientes para el bloque residual). Para la codificacion de la transformada, los bloques (o los bloques
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correspondientes de series de muestras) para los que se ha usado un conjunto particular de parametros de prediccion,
pueden dividirse adicionalmente antes de aplicar la transformada. Los bloques de transformada pueden ser iguales o
mas pequenos que los bloques que se usan para la prediccién. También es posible que un blogue de transformada
incluya mas de uno de los bloques que se usan para la prediccion. Diferentes bloques de transformada pueden tener
diferentes tamanos y los bloques de transformada pueden representar bloques cuadraticos o rectangulares. Después
de la transformada, los coeficientes de transformada resultantes se cuantifican, obteniéndose los denominados niveles
de coeficiente de transformada. Los niveles de coeficiente de transformada, asi como los parametros de prediccion vy,
si la hubiera, la informacién de subdivision, se codifican mediante entropia.

En algunas normas de codificacion de imagen y video, las posibilidades de subdividir una imagen (o un grupo de
planos) en bloques proporcionados por la sintaxis son muy limitadas. Normalmente, solo puede especificarse si (y
posiblemente cémo) un bloque de un tamano previamente definido puede subdividirse en bloques mas pequenos.
Como un ejemplo, el tamano de bloque mas grande en H.264 es de 16 x 16. Los bloques de 16 x 16 también se
denominan macrobloques y cada imagen se divide en macrobloques en una primera etapa. Puede senalizarse si cada
macrobloque de 16 x 16 se codifica como un bloque de 16 x 16, 0 como dos bloques de 16 x 8, 0 como dos bloques
de 8 x 16, o como cuatro bloques de 8 x 8. Si un blogue de 16 x 16 se subdivide en cuatro bloques de 8 x 8, cada uno
de estos bloques de 8 x 8 se puede codificar como un blogue de 8 x 8, o como dos bloques de 8 x 4, o como dos
bloques de 4 x 8, 0 como cuatro bloques de 4 x 4. El pequeno conjunto de posibilidades para especificar la divisién en
bloques en las normas de codificacion de imagenes y video de dltima generacién tiene la ventaja de que la tasa de
informacion secundaria para sefalizar la informacion de subdivisién puede mantenerse baja, pero tiene la desventaja
de que la velocidad binaria requerida para transmitir los parametros de prediccidn para los bloques puede ser
considerable, tal como se explica a continuacion. La tasa de informacion secundaria para sefalizar la informacién de
prediccién representa normalmente una cantidad importante de la velocidad binaria global para un bloque. La eficacia
de la codificacién puede aumentarse cuando se reduce esta informacién secundaria, lo cual podria conseguirse, por
ejemplo, utilizando tamarnos de bloque mas grandes. Las imagenes reales de una secuencia de video consisten en
objetos conformados de manera arbitraria con propiedades especificas. Como un ejemplo, tales objetos o partes de
los objetos se caracterizan por una textura Unica 0 un movimiento (nico. Normalmente, el mismo conjunto de
parametros de prediccién puede aplicarse para tal objeto o parte de un objeto. Sin embargo, los contornos de los
objetos no coinciden normalmente con los posibles limites de bloque de los grandes bloques de prediccion (por
ejemplo, macrobloques de 16 x 16 en H.264). Un codificador normalmente determina la subdivisién (entre el conjunto
limitado de posibilidades) que da como resultado el minimo de una medida particular del coste velocidad-distorsion.
En objetos conformados de manera arbitraria, esto puede dar como resultado un gran nimero de pequenos bloques.
Puesto que cada uno de estos pequenos bloques esta asociado a un conjunto de parametros de prediccion, que
necesitan ser transmitidos, la tasa de informacion secundaria puede llegar a ser una parte considerable de la velocidad
binaria global. Sin embargo, puesto que varios de los pequenos blogues siguen representando areas del mismo objeto
o parte de un objeto, los parametros de prediccidn para una pluralidad de los bloques obtenidos son idénticos o muy
similares. De manera intuitiva, la eficacia de la codificacion puede aumentarse cuando la sintaxis se amplia de tal
manera que no solo permite subdividir un bloque, sino también compartir parametros de codificacion entre los bloques
que se obtienen después de una subdivisiéon. En una subdivisién basada en arboles, la comparticion de pardmetros
de codificacion para un conjunto de bloques dado puede conseguirse asignando los parametros de codificacion o
partes de los mismos a uno o mas nodos padre de la jerarquia basada en arboles. Como resultado, los parametros
compartidos o partes de los mismos pueden usarse con el fin de reducir la informacion secundaria que es necesaria
para sefalizar la eleccion real de parametros de codificacion para los bloques obtenidos después de la subdivisién.
La reduccion puede conseguirse omitiendo la senalizacion de parametros para bloques subsiguientes o usando el/los
parametro(s) compartido(s) para la prediccion y/o la modelizacion de contexto de los parametros para bloques
subsiguientes.

La idea basica del esquema de herencia descrito a continuacion es reducir la velocidad binaria necesaria para
transmitir los parametros de codificacion compartiendo informacién a lo largo de la jerarquia de bloques basada en
arboles. La informacion compartida se senaliza en el flujo de bits (ademas de la informacion de subdivision). La ventaja
del esquema de herencia es una mayor eficacia de codificacién resultante de una menor tasa de informacién
secundaria para los parametros de codificacion.

Con el fin de reducir la tasa de informacion secundaria, de acuerdo con las realizaciones descritas en lo sucesivo, los
parametros de codificacion respectivos para conjuntos particulares de muestras, es decir, regiones conectadas de
manera simple que pueden representar bloques rectangulares o cuadraticos o regiones conformadas de manera
arbitraria o cualquier otra coleccion de muestras de una subdivision multi-arbol, se sefalizan en el flujo de datos de
manera eficaz. El esquema de herencia descrito a continuacién permite que los parametros de codificacion no tengan
que incluirse en su totalidad explicitamente en el flujo de bits para cada uno de estos conjuntos de muestras. Los
parametros de codificacion pueden representar parametros de predicciéon, que especifican cédmo el conjunto
correspondiente de muestras se predice usando muestras ya codificadas. Muchas posibilidades y ejemplos se han
descrito en lo que antecede y también se aplican en el presente caso. Como también se ha indicado en lo que
antecede, y como se describira en detalle a continuacién en lo que respecta al siguiente esquema de herencia, la
divisién basada en arboles de las series de muestras de una imagen en conjuntos de muestras puede fijarse por la
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sintaxis o puede senalizarse mediante informacién de subdivisiéon correspondiente en el flujo de bits. Los parametros
de codificacion para los conjuntos de muestras pueden transmitirse, tal como se ha descrito en lo que antecede, en
un orden previamente definido que viene dado por la sintaxis.

De acuerdo con el esquema de herencia, el descodificador o el extractor 102 del descodificador esta configurado para
obtener de manera especifica la informacion referente a los parametros de codificacion de la regién individual
conectada de manera simple o de conjuntos de muestras. En particular, los parametros de codificacién o partes de los
mismos, tales como los parametros que se usan con fines predictivos, se comparten entre bloques a lo largo del
esquema de divisién dado basado en arboles, donde el grupo de comparticién a lo largo de la estructura en arbol es
determinado por el codificador o la unidad de insercion 18, respectivamente. En una realizacion particular, la
comparticion de los parametros de codificacién para todos los nodos hijo de un nodo interno dado del arbol de division
se indica usando un indicador de comparticion especifico de valores binarios. Como un enfoque alternativo, los
refinamientos de los parametros de codificacion pueden transmitirse para cada nodo de tal modo que los refinamientos
acumulados de parametros a lo largo de la jerarquia de bloques basada en arboles pueden aplicarse a todos los
conjuntos de muestras del bloque en un nodo hoja dado. En otra realizacion, partes de los parametros de codificacién
que se transmiten para nodos internos a lo largo de la jerarquia de bloques basada en arboles pueden usarse para
una codificacion y descodificacién mediante entropia adaptable al contexto de los parametros de codificacion o partes
de los mismos para el bloque en un nodo hoja dado.

Las figuras 12ay 12b ilustran la idea basica de herencia para el caso especifico de usar una divisién basada en arboles
cuaternarios. Sin embargo, tal como se ha indicado varias veces en lo que antecede, otros esquemas de subdivision
multi-arbol también pueden usarse. La estructura de arbol se muestra en la figura 12a, mientras que la division espacial
correspondiente a la estructura de arbol de la figura 12a se muestra en la figura 12b. La division que se muestra en el
presente caso es similar a la que se muestra con respecto a las figuras 3a a 3c. En términos generales, el esquema
de herencia permitira asignar informacioén secundaria a nodos en diferentes capas que no son hojas en la estructura
de arbol. Dependiendo de la asignacion de informacion secundaria a nodos en las diferentes capas del arbol, tal como
los nodos internos del arbol de la figura 12a o el nodo raiz del mismo, pueden obtenerse diferentes grados de
comparticion de informacién secundaria en la jerarquia de bloques en arbol que se muestra en la figura 12b. Por
ejemplo, si se decide que todos los nodos hoja de la capa 4 que, en el caso de la figura 12a, tienen el mismo nodo
padre, compartan practicamente la informacién secundaria, esto significa que los bloques mas pequenos de la figura
12b indicados con 156a a 156d compartiran esta informacién secundaria, no siendo ya necesario transmitir toda la
informacion secundaria para todos estos pequenos bloques 156a a 156d, es decir, cuatro veces, a pesar de que esto
se mantiene como una opcidn para el codificador. Sin embargo, también sera posible decidir que toda una regién del
nivel jerarquico 1 (capa 2) de la figura 12a, en concreto el cuadrante situado en la esquina superior derecha del bloque
arbol 150 que incluye los sub-bloques 154a, 154b y 154d, asi como los sub-bloques aln mas pequenos 156a a 156d
que acaban de mencionarse, sirve como una region en la que se comparten los parametros de codificacion. Por lo
tanto, el area de comparticion de informacioén secundaria aumenta. El siguiente nivel de aumento sera la suma total
de los sub-bloques de capa 1, en concreto los sub-bloques 152a, 152¢ y 152d, y los bloques mas pequenos antes
mencionados. Dicho de otro modo, en este caso, todo el bloque arbol tendra asignada al mismo informacion
secundaria, donde todos los sub-bloques de este bloque arbol 150 comparten la informacién secundaria.

En la siguiente descripcion de herencia se usa la siguiente notacion para describir las realizaciones:

a. Muestras reconstruidas del nodo hoja actual: r

b. Muestras reconstruidas de hojas vecinas: r'

c. Prediccion del nodo hoja actual: p

d. Residuo del nodo hoja actual: Re s

e. Residuo reconstruido del nodo hoja actual: Re cRe s

f. Escalamiento y transformada inversa: SIT

g. Indicador de comparticion: f

Como un primer ejemplo de herencia puede describirse la sefializacién de intra-prediccién en los nodos internos.
Especificamente, se describe como sefalizar modos de intra-prediccion en nodos internos de una division de bloques
basada en arboles con fines de prediccién. Recorriendo el arbol desde el nodo raiz hasta los nodos hoja, los nodos
internos (incluyendo el nodo raiz) pueden transferir partes de informacién secundaria que se utilizara por sus nodos

hijo correspondientes. De manera mas especifica, un indicador de comparticion fse transmite para nodos internos con
el siguiente significado
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. Si ftiene un valor de 1 ("verdadero"), todos los nodos hijo del nodo interno dado comparten el mismo modo
de intra-prediccidén. Ademas de que el indicador de comparticion ftenga un valor de 1, el nodo interno también sefaliza
el parametro de modo de intra-prediccion que se usara para todos los nodos hijo. En consecuencia, todos los nodos
hijo subsiguientes no portan ninguna informacion de modo de prediccién ni tampoco ningun indicador de comparticion.
Para la reconstruccién de todos los nodos hoja relacionados, el descodificador aplica el modo de intra-prediccién
desde el nodo interno correspondiente.

. Si ftiene un valor de 0 ("falso"), los nodos hijo del nodo interno correspondiente no comparten el mismo modo
de intra-prediccion y cada nodo hijo que sea un nodo interno porta un indicador de comparticion diferente.

La figura 12c¢ ilustra la sefalizaciéon de intra-prediccidon en nodos internos como se ha descrito en lo que antecede. El
nodo interno de la capa 1 transfiere el indicador de comparticion y la informacién secundaria que viene dada por la
informacion de modo de intra-prediccién y los nodos hijo no portan ninguna informacién secundaria.

Como un segundo ejemplo de herencia puede describirse el refinamiento de inter-prediccion. Especificamente, se
describe como senalizar informacion secundaria de modos de inter-prediccion en nodos internos de una division de
bloques basada en arboles con el fin de refinar los parametros de movimiento, como los proporcionados, por ejemplo,
por los vectores de movimiento. Recorriendo el arbol desde el nodo raiz hasta los nodos hoja, los nodos internos
(incluido el nodo raiz) pueden transferir partes de informaciéon secundaria que se refinard por sus nodos hijo
correspondientes. De manera mas especifica, un indicador de comparticion f se transmite para nodos internos con el
siguiente significado:

. Si f tiene un valor de 1 ("verdadero"), todos los nodos hijo del nodo interno dado comparten la misma
referencia de vector de movimiento. Ademas de que el indicador de comparticién ftenga un valor de 1, el nodo interno
también senaliza el vector de movimiento y el indice de referencia. Por consiguiente, todos los nodos hijo subsiguientes
no portan ningun indicador de comparticién adicional sino que pueden portar un refinamiento de esta referencia de
vector de movimiento heredada. Para la reconstruccion de todos los nodos hoja relacionados, el descodificador anade
el refinamiento de vector de movimiento del nodo hoja dado a la referencia de vector de movimiento heredada que
pertenece a este nodo padre interno correspondiente que tiene un indicador de comparticion fcon un valor de 1. Esto
significa que el refinamiento de vector de movimiento en un nodo hoja dado es la diferencia entre el vector de
movimiento real que va a aplicarse para la prediccion compensada por movimiento en este nodo hoja y la referencia
de vector de movimiento de su nodo padre interno correspondiente.

. Si ftiene un valor de 0 ("falso"), los nodos hijo del nodo interno correspondiente no comparten necesariamente
el mismo modo de inter-prediccion y no se lleva a cabo ningun refinamiento de los parametros de movimiento en los
nodos hijo usando los parametros de movimiento del nodo interno correspondiente y cada nodo hijo que es un nodo
interno porta un indicador de comparticion distinto.

La figura 12d ilustra el refinamiento de pardmetros de movimiento descrito en lo que antecede. El nodo interno de la
capa 1 transfiere el indicador de comparticion e informacion secundaria. Los nodos hijo que sean nodos hoja solo
portan los refinamientos de parametros de movimientoy, por ejemplo, el nodo hijo interno de la capa 2 no porta ninguna
informacion secundaria.

A continuacién se hace referencia a la figura 13. La figura 13 muestra un diagrama de flujo que ilustra el modo de
funcionamiento de un descodificador, tal como el descodificador de la figura 2, a la hora de reconstruir una serie de
muestras de informacion que representan una senal de informacién de ejemplo espacial, que esta subdividida en
regiones hoja de diferentes tamanos mediante subdivision multi-arbol, a partir de un flujo de datos. Tal y como se ha
descrito en lo que antecede, cada regidn hoja tiene asociado a la misma un nivel jerarquico de una secuencia de
niveles jerarquicos de la subdivisién multi-arbol. Por ejemplo, todos los bloques que se muestran en la figura 12b son
regiones hoja. La region hoja 156c¢, por ejemplo, esta asociada con la capa jerarquica 4 (o nivel 3). Cada regién hoja
tiene, asociada a la misma, unos parametros de codificacion. Ejemplos de estos parametros de codificacién se han
descrito en lo que antecede. Los parametros de codificacion estan representados, para cada regioén hoja, mediante un
conjunto respectivo de elementos sintéacticos. Cada elemento sintactico es uno de un tipo de elemento sintactico
respectivo de un conjunto de tipos de elementos sintacticos. Tal tipo de elemento sintactico es, por ejemplo, un modo
de prediccion, una componente de vector de movimiento, una indicacién de un modo de intra-prediccion o similar. De
acuerdo con la figura 13, el descodificador lleva a cabo las siguientes etapas.

En la etapa 550 se extrae informacién de herencia del flujo de datos. En el caso de la figura 2, el extractor 102 se
encarga de la etapa 550. La informacidn de herencia indica si se usa herencia o no en la serie actual de muestras de
informacion. La siguiente descripcion revelara que hay varias posibilidades para la informacién de herencia tal como,
entre ofras, el indicador de comparticion fy la sefalizacion de una estructura multi-arbol dividida en una parte primaria
y una parte secundaria.

La serie de muestras de informacion puede ser ya una subparte de una imagen, tal como un bloque arbol, en concreto
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en bloque arbol 150 de la figura 12b, por ejemplo. Por lo tanto, la informacién de herencia indica si se usa herencia o
no para el bloque arbol especifico 150. Tal informacién de herencia puede insertarse en el flujo de datos para todos
los bloques arbol de la subdivision de prediccion, por ejemplo.

Ademas, si se determina que se usa la herencia, la informacién de herencia indica al menos una regiéon de herencia
de la serie de muestras de informacién, que esta compuesta por un conjunto de regiones hoja y corresponde a un
nivel jerarquico de la secuencia de niveles jerarquicos de la subdivisién multi-arbol, que es inferior a cada uno de los
niveles jerarquicos con los que el conjunto de regiones hoja esta asociado. Dicho de otro modo, la informacién de
herencia indica si va a usarse la herencia o no en la serie de muestras actual, tal como el bloque arbol 150. Si es asi,
denota al menos una regién o subregidon de herencia de este bloque arbol 150, dentro del cual las regiones hoja
comparten parametros de codificacion. Por lo tanto, la region de herencia puede no ser una regioén hoja. En el ejemplo
de la figura 12b, esta region de herencia puede ser, por ejemplo, la region formada por los sub-bloques 156a a 156b.
Como alternativa, la regiéon de herencia puede ser mayor y puede abarcar ademas los sub-bloques 154a, by c, e
incluso como alternativa, la regioén de herencia puede ser el propio bloque arbol 150, donde todos los bloques hoja del
mismo comparten los parametros de codificacién asociados con esa regién de herencia.

Sin embargo, debe observarse que mas de una region de herencia puede definirse en una serie de muestras o bloque
arbol 150, respectivamente. Considérese, por ejemplo, que el sub-bloque inferior izquierdo 152¢ también esta dividido
en bloques mas pequenos. En este caso, el sub-bloque 152¢ también podria formar una region de herencia.

Enla etapa 552, la informacién de herencia se comprueba para determinar si va a usarse herencia o no. Si va a usarse
herencia, el proceso de la figura 13 procede con la etapa 554, en la que un subconjunto de herencia que incluye al
menos un elemento sintactico de un tipo de elemento sintactico predeterminado se extrae del flujo de datos por regién
de inter-herencia. En la siguiente etapa 556, este subconjunto de herencia se copia en, o se usa como una prediccion
de un subconjunto de herencia correspondiente de elementos sintacticos dentro del conjunto de elementos sintacticos
que representan los parametros de codificacion asociados con el conjunto de regiones hoja de las que la al menos
una regién de herencia respectiva esta compuesta. Dicho de otro modo, para cada regidon de herencia indicada en la
informacion de herencia, el flujo de datos comprende un subconjunto de herencia de elementos sintacticos. Dicho de
otro modo, la herencia pertenece a al menos un determinado tipo de elemento sintactico o categoria de elemento
sintactico que esté disponible para la herencia. Por ejemplo, el elemento sintactico de modo de prediccion, modo de
inter-prediccion o modo de intra-prediccion puede estar sujeto a herencia. Por ejemplo, el subconjunto de herencia
incluido en el flujo de datos para la region de herencia puede comprender un elemento sintactico de modo de inter-
prediccién. El subconjunto de herencia también puede comprender elementos sintacticos adicionales cuyos tipos de
elemento sintactico dependen del valor del tipo de elemento sintactico fijado mencionado en lo que antecede asociado
con el esquema de herencia. Por ejemplo, en caso de que el modo de inter-prediccién sea una componente fija del
subconjunto de herencia, los elementos sintacticos que definen la compensacién de movimiento, tal como las
componentes de vector de movimiento, pueden estar incluidos o no en el subconjunto de herencia mediante la sintaxis.
Considérese, por ejemplo, que el cuadrante superior derecho del bloque arbol 150, en concreto el sub-bloque 152b,
era laregion de herencia; entonces, para esta region de herencia puede indicarse o bien solamente el modo de inter-
prediccién o bien el modo de inter-prediccion junto con vectores de movimiento e indices de vectores de movimiento.

Todos los elementos sintacticos contenidos en el subconjunto de herencia se copian 0 usan como una prediccién de
los parametros de codificacion correspondientes de los bloques hoja en esa region de herencia, es decir, los bloques
hoja 154a, b, d y 156a a 156d. En caso de usar prediccion, las partes residuales se transmiten para los bloques hoja
individuales.

Una posibilidad para transmitir la informacion de herencia para el bloque arbol 150 es la transmisién mencionada en
lo que antecede de un indicador de comparticion f. La extraccion de la informacién de herencia en la etapa 550 podria,
en este caso, comprender lo siguiente. En particular, el descodificador podria estar configurado para extraer y
comprobar, para regiones que no son hoja correspondiente a cualquiera de un conjunto de herencia de al menos un
nivel jerarquico de la subdivision multi-arbol, usando un orden de nivel jerarquico desde un nivel jerarquico inferior a
un nivel jerarquico superior, el indicador de comparticién fdel flujo de datos para determinar si el indicador de herencia
respectivo o indicador de comparticion indica herencia o no. Por ejemplo, el conjunto de herencia de niveles jerarquicos
podria estar formado por las capas jerarquicas 1 a 3 de la figura 12a. Por lo tanto, cualquiera de los nodos de la
estructura de subarbol que no sea un nodo hoja y que esté en cualquiera de las capas 1 a 3 puede tener un indicador
de comparticion asociado al mismo en el flujo de datos. El descodificador extrae estos indicadores de comparticién en
el orden desde la capa 1 hasta la capa 3, tal como en un orden de recorrido de primero en profundidad o de primero
en anchura. En cuanto uno de los indicadores de comparticion sea igual a 1, el descodificador sabe que los bloques
hoja contenidos en una regidon de herencia correspondiente comparten el subconjunto de herencia extraido
posteriormente en la etapa 554. Para los nodos hijo del nodo actual, ya no es necesaria una comprobacion de los
indicadores de herencia. Dicho de otro modo, los indicadores de herencia para estos nodos hijo no se transmiten en
el flujo de datos, ya que resulta evidente que el area de estos nodos ya pertenece a la regién de herencia dentro de la
cual se comparte el subconjunto de herencia de elementos sintacticos.
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Los indicadores de comparticion fpueden entrelazarse con los bits mencionados en lo que antecede que senalizan la
subdivision en arboles cuaternarios. Por ejemplo, una secuencia de bits de entrelazado que incluye indicadores de
subdivision e indicadores de comparticién puede ser:

10001101(0000)000,

que es la misma informacion de subdivisidon que la ilustrada en la figura 6a con dos indicadores de comparticion
intercalados, que estan resaltados mediante subrayado, con el fin de indicar que en la figura 3¢ todos los sub-bloques
del cuadrante inferior izquierdo del bloque arbol 150 comparten parametros de codificacién.

Otro modo de definir la informacion de herencia que indica la regiéon de herencia consiste en usar dos subdivisiones
definidas de manera subordinada entre si como se ha explicado en lo que antecede con respecto a la prediccion y la
subdivision residual, respectivamente. En términos generales, los bloques hoja de la subdivisién primaria podrian
formar la regién de herencia que define las regiones dentro de las cuales se comparten los subconjuntos de herencia
de elementos sintacticos, mientras que la subdivision subordinada define los bloques dentro de estas regiones de
herencia para los que el subconjunto de herencia de elementos sintacticos se copian o usan como una prediccion.

Considérese, por ejemplo, el arbol residual como una extensién del arbol de prediccion. Considérese, ademas, el caso
en que los bloques de prediccion pueden dividirse adicionalmente en bloques mas pequefios con fines de codificacién
residual. Para cada bloque de prediccion que corresponde a un nodo hoja del arbol cuaternario relacionado con la
prediccién, la subdivisién correspondiente para la codificacién residual se determina mediante uno o mas arboles
cuaternarios subordinados.

En este caso, en lugar de usar cualquier senalizaciéon de prediccidon en nodos internos, se considera que el arbol
residual se interpreta de tal manera que también especifica un refinamiento del arbol de prediccion en el sentido de
usar un modo de prediccidon constante (sefalizado mediante el nodo hoja correspondiente del arbol relacionado con
la prediccién) pero con muestras de referencia refinadas. El siguiente ejemplo ilustra este caso.

Por ejemplo, las figuras 14a y 14b muestran una divisién en arboles cuaternarios para la intra-prediccion, donde las
muestras de referencia vecinas estan resaltadas para un nodo hoja especifico de la subdivision primaria, mientras que
la figura 14b muestra la subdivision en arboles cuaternarios residuales para el mismo nodo hoja de prediccion con
muestras de referencia refinadas. Todos los sub-bloques que se muestran en la figura 14b comparten los mismos
parametros de inter-prediccién incluidos en el flujo de datos para el bloque hoja respectivo resaltado en la figura 14a.
Por lo tanto, la figura 14a muestra un ejemplo para la divisién convencional en arboles cuaternarios para la intra-
prediccién, donde se muestran las muestras de referencia para un nodo hoja especifico. Sin embargo, en esta
realizacion preferida se calcula una sefal de intra-prediccion diferente para cada nodo hoja del arbol residual usando
muestras vecinas de nodos hoja ya reconstruidos del arbol residual, por ejemplo los indicados por las lineas
sombreadas de la figura 4(b). Después, |la sefial reconstruida de un nodo hoja residual dado se obtiene de la manera
habitual afiadiendo la sefal residual cuantificada a esta sefial de prediccién. Esta sefial reconstruida se usa entonces
como una senal de referencia para el proceso de prediccion subsiguiente. Debe observarse que el orden de
descodificacién para la prediccion es el mismo que el orden de descodificacién residual.

En el proceso de descodificacion, como el que se muestra en la figura 15, para cada nodo hoja residual, la senal de
predicciéon p se calcula de acuerdo con el modo de intra-prediccion real (como se indica mediante el nodo hoja de
arbol cuaternario relacionado con la prediccién) usando las muestras de referencia r'.

Re cRe s = SIT(Re s)

Después de proceso SIT, la sefal reconstruida r se calcula y almacena para el siguiente proceso de calculo de
prediccién:

r=RecRes+p

El orden de descodificacién para la predicciéon es el mismo que el orden de descodificacion residual, que se ilustra en
la figura 16.

Cada nodo hoja residual se descodifica como se describe en el parrafo anterior. La sefal rreconstruida se almacena
en una memoria intermedia, tal como se muestra en la figura 16. Las muestras de referencia r' se extraeran de esta
memoria intermedia para el proceso de prediccion y descodificacién subsiguiente.

Después de haber descrito realizaciones especificas con respecto a las figuras 1 a 16 con diferentes subconjuntos
combinados de los aspectos descritos en lo que antecede, se describen realizaciones adicionales de la presente
solicitud que se centran en determinados aspectos ya descritos en lo que antecede, pero realizaciones que
representan generalizaciones de algunas de las realizaciones descritas en lo que antecede.
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En particular, las realizaciones que se han descrito en lo que antecede con respecto al marco de las figuras 1y 2
principalmente combinaban muchos aspectos de la presente aplicacion, lo que también seria ventajoso cuando se
empleara en otras aplicaciones u otros campos de codificaciéon. Tal como se ha mencionado con frecuencia durante
el analisis anterior, la subdivision multi-arbol, por ejemplo, se puede usar sin fusién y/o sin adopcidn/prediccion inter-
plano y/o sin herencia. Por ejemplo, la transmisién del méaximo tamario de bloque, el uso del orden de recorrido de
primero en profundidad, dependiendo la adaptaciéon al contexto del nivel de jerarquia del respectivo indicador de
subdivision y la transmision del maximo nivel de jerarquia dentro del flujo de bits con el fin de ahorrar tasa de bits de
informacion secundaria, la totalidad de estos aspectos son ventajosamente independientes entre si. Esto también es
cierto cuando se considera el esquema de fusion. La fusién es ventajosamente independiente de la forma exacta en
la que una imagen se subdivide en regiones conectadas de manera simple y es ventajosamente independiente de la
existencia de mas de una serie de muestras o el uso de adopcion/prediccion inter-plano y/o herencia. Lo mismo es de
aplicacion a las ventajas involucradas con la adopcion/prediccién inter-plano y la herencia.

Por consiguiente, las realizaciones que se esbozan en lo siguiente generalizan las realizaciones que se han
mencionado en lo que antecede en lo que concierne a aspectos referentes a la fusion. Debido a que las siguientes
realizaciones representan generalizaciones de las realizaciones que se han descrito en lo que antecede, muchos de
los detalles que se han esbozado en lo que antecede se pueden considerar como combinables con las realizaciones
que se describen en lo siguiente.

La figura 17 muestra un descodificador de acuerdo con una realizacion de la presente aplicacién. El descodificador de
la figura 17 comprende un extractor 600 y un reconstructor 602. El extractor 600 esta configurado para extraer, para
cada una de una pluralidad de regiones conectadas de manera simple en las que se subdivide una serie de muestras
de informacién que representan una sefal de informacién espacialmente muestreada, unos datos de cabida util a
partir de un flujo de datos 604. Tal como se ha descrito en lo que antecede, las regiones conectadas de manera simple
en las que se subdivide la serie de muestras de informacion pueden provenir de una subdivision multi-arbol y pueden
ser de forma cuadratica o rectangular. Ademas, las realizaciones que se describen especificamente para subdividir
una serie de muestras son meramente unas realizaciones especificas y se pueden usar asimismo otras subdivisiones.
Algunas posibilidades se muestran en las figuras 18a a c¢. La figura 18a, por ejemplo, muestra la subdivisidn de una
serie de muestras 606 en una disposicion bidimensional regular de bloques arbol no superpuestos 608 que hacen
contacto a tope entre si con algunos de los cuales subdividiéndose de acuerdo con una estructura multi-arbol en sub-
bloques 610 de diferentes tamaros. Tal como se ha mencionado en lo que antecede, a pesar de que en la figura 18a
se ilustra una subdivisidén en arboles cuaternarios, también es posible una division de cada nodo padre en cualquier
otro nimero de nodos hijo. La figura 18b muestra una realizacién de acuerdo con la cual una serie de muestras 606
se subdivide en sub-bloques de diferentes tamarios mediante la aplicacién de una subdivisién multi-arbol directamente
sobre la totalidad de la serie de pixeles 606. Es decir, la totalidad de la serie de pixeles 606 se trata como el bloque
arbol. La figura 18¢c muestra otra realizacién. De acuerdo con esta realizacion, la serie de muestras esta estructurada
en una disposicion bidimensional regular de macrobloques de formas cuadraticas o rectangulares que hacen contacto
a tope entre si y cada uno de estos macrobloques 612 esta asociado de forma individual con una informaciéon de
division de acuerdo con la cual un macrobloque 612 se deja sin dividir o se divide en una disposicién bidimensional
regular de bloques de un tamano que se indica mediante la informacion de divisién. Tal como puede verse, la totalidad
de las subdivisiones de las figuras 13a a 13c conducen a una subdivisién de la serie de muestras 606 en regiones
conectadas de manera simple que son a modo de ejemplo, de acuerdo con las realizaciones de las figuras 18a a 18c,
no superpuestas. No obstante, son posibles varias alternativas. Por ejemplo, los bloques se pueden solapar entre si.
La superposicion puede, no obstante, restringirse hasta tal punto que cada bloque tenga una porcién no solapada por
ningun bloque colindante, o de tal modo que cada muestra de los bloques esté solapada por, como maximo, un bloque
de entre los bloques colindantes dispuesto en yuxtaposicion con respecto al bloque actual a lo largo de una direccidon
predeterminada. Esto Ultimo querria decir que los bloques vecinos a derecha y a izquierda se pueden solapar con el
bloque actual con el fin de cubrir por completo el bloque actual pero que estos no pueden superponerse entre si, y lo
mismo es de aplicacion a los vecinos en una direccidon en vertical y en diagonal.

Tal como se ha descrito en lo que antecede con respecto a las figuras 1 a 16, la serie de muestras de informacion no
representan necesariamente una imagen de un video o una imagen fija. La serie de muestras 606 también podria
representar un mapa de profundidad o un mapa de transparencia de alguna escena.

Los datos de cabida util que estan asociados con cada una de la pluralidad de regiones conectadas de manera simple
pueden, tal como ya se ha analizado en lo que antecede, comprender datos residuales en un dominio espacial o en
un dominio de transformada tal como coeficientes de transformada y un mapa de importancia que identifica las
posiciones de coeficientes de transformada significativos dentro de un bloque de transformada que se corresponde
con un bloque residual. Hablando en terminos generales, los datos de cabida Util que son extraidos por el exiractor
600 para cada region conectada de manera simple a partir del flujo de datos 604 son unos datos que describen
espacialmente su region conectada de manera simple asociada o bien en el dominio espacial o bien en un dominio
espectral y o bien directamente o bien como un residuo para algin tipo de prediccién de la misma, por ejemplo.
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El reconstructor 602 esta configurado para reconstruir la serie de muestras de informacién a partir de los datos de
cabida util para las regiones conectadas de manera simple de la serie de muestras de informacién mediante el
procesamiento, para cada regiéon conectada de manera simple, de los datos de cabida Gtil para las regiones
conectadas de manera simple respectivas de una forma prescrita por unos parametros de codificacion que estan
asociados con las regiones conectadas de manera simple respectivas. De forma similar al analisis anterior, los
parametros de codificacion pueden ser parametros de prediccion y por consiguiente, las regiones conectadas de
manera simple que se muestran en las figuras 18a a 18b se pueden corresponder con los bloques de prediccién que
se han mencionado en lo que antecede, es decir, bloques en unidades de las cuales el flujo de datos 604 define
detalles de prediccion para predecir las regiones conectadas de manera simple individuales. No obstante, los
parametros de codificacidon no se restringen a parametros de prediccidon. Los parametros de codificacion podrian
indicar una transformada que se usa para transformar los datos de cabida Gtil o podrian definir un filtro para su uso en
la reconstruccién de las regiones conectadas de manera simple individuales cuando se reconstruye la serie de
muestras de informacién.

El extractor 600 esta configurado para identificar, para una regién conectada de manera simple predeterminada, las
regiones conectadas de manera simple dentro de la pluralidad de regiones conectadas de manera simple que tienen
una relacién de posicion relativa predeterminada con la region conectada de manera simple predeterminada. Detalles
en lo que respecta a esta etapa se han descrito en lo que antecede con respecto a la etapa 450. Es decir, ademas de
la relacion de posicién relativa predeterminada, la identificacién puede depender de un subconjunto de los parametros
de codificacion que estan asociados con la regién conectada de manera simple predeterminada. Después de la
identificaciéon, el extractor 600 exirae un indicador de fusidon para la regién conectada de manera simple
predeterminada a partir del flujo de datos 604. Si el nimero de regiones conectadas de manera simple que tienen la
relacion de posicion relativa predeterminada con la regién conectada de manera simple predeterminada es mayor que
cero. Esto se corresponde con la descripcidn anterior de las etapas 452 y 454. Si el indicador de fusion sugiere como
un procesamiento de fusion del bloque predeterminado, el extractor 600 esta configurado para comprobar si el nimero
de regiones conectadas de manera simple que tienen la relaciéon de posicidon relativa predeterminada con la region
conectada de manera simple predeterminada es uno, o si el nimero de regiones conectadas de manera simple que
tienen la relacion de posicion relativa predeterminada con la regién conectada de manera simple predeterminada es
mayor que uno siendo, no obstante, sus parametros de codificacion idénticos entre si. Si es de aplicacion una de
ambas alternativas, el extractor adopta los parametros de codificacién o los usa para una prediccién de los parametros
de codificacion de la region conectada de manera simple predeterminada o el subconjunto restante de la misma,
exactamente tal como se ha descrito en lo que antecede con respecto a las etapas 458 a 468. Tal como se describid
en lo que antecede con respecto a la figura 10, un indicador adicional puede ser extraido por el extractor 600 a partir
del flujo de datos 604 en el caso de que las Gltimas comprobaciones revelen que el nimero de regiones conectadas
de manera simple que tienen la relacion de posicion relativa predeterminada con la regiéon conectada de manera simple
predeterminada es mayor que uno y tengan unos parametros de codificacion diferentes entre si.

Mediante el uso de las ultimas comprobaciones, la transmisién de un indicador adicional que indica una o un
subconjunto de las regiones conectadas de manera simple candidatas se puede suprimir, reduciendo de ese modo la
tara de informacién secundaria.

La figura 19 muestra la estructura general de un codificador para generar un flujo de datos descodificable por el
descodificador de la figura 17. El codificador de la figura 19 comprende un generador de datos 650 y una unidad de
insercion 652. El generador de datos 650 esta configurado para codificar la serie de muestras de informacién en datos
de cabida Gtil para cada una de una pluralidad de regiones interconectadas en las que se subdivide la serie de
muestras de informacién, junto con parametros de codificaciéon asociados, que estan asociados con las regiones
conectadas de manera simple respectivas con el fin de indicar cdmo se ha de reconstruir los datos de cabida dtil para
la region conectada de manera simple respectiva. La unidad de insercion 652 realiza la identificacion y comprueba
como lo hizo el extractor 600 del descodificador de la figura 12, pero realiza una insercion del indicador de fusién en
lugar de su extraccion, y suprime una insercion de parametros de codificacion en el flujo de datos o sustituye una
insercion de los parametros de codificacién en el flujo de datos en su totalidad mediante una insercion del respectivo
residuo de prediccién en lugar de la adopcion/prediccion que se ha descrito en lo que antecede con respecto ala figura
12 y la figura 10, respectivamente.

Ademas, se deberia hacer notar que la estructura del codificador de la figura 19 es bastante esquematica y, de hecho,
la determinacién de los datos de cabida util, los parametros de codificacion y el indicador de fusién puede ser un
proceso iterativo. Por ejemplo, si los parametros de codificacién de regiones conectadas de manera simple colindantes
son similares, pero no idénticos entre si, un proceso iterativo puede determinar que renunciar a las pequenas
diferencias entre estos parametros de codificacion puede preferirse frente a senalizar estas diferencias al
descodificador cuando se considera que el indicador de fusién posibilita suprimir completamente los parametros de
codificacion de una de las regiones conectadas de manera simple y sustituir el envio de estos parametros de
codificacion en su totalidad por el envio de solo un residuo.

La figura 20 muestra una realizacion adicional para un descodificador. El descodificador de la figura 20 comprende un
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subdivisor 700, un fusionador 702 y un reconstructor 704. El subdivisor esta configurado para subdividir espacialmente,
dependiendo de si el subconjunto de elementos de sintaxis contenidos en el flujo de datos, una serie de muestras que
representan un muestreo espacial de la senal de informacién bidimensional en una pluralidad de regiones conectadas
de manera simple no superpuestas de diferentes tamanos mediante una multidivisién recursiva. Por lo tanto, la
multidivision se puede corresponder con las realizaciones que se han esbozado en lo que antecede con respecto a
las figuras 1 a 16 o la figura 18a, respectivamente, o a la figura 18b. El elemento de sintaxis contenido en el flujo de
datos para indicar la subdivision, se puede definir tal como se ha indicado en lo que antecede con respecto a las
figuras 6a y 6b o de una forma alternativa.

El fusionador 702 esta configurado para combinar, dependiendo de un segundo subconjunto de elementos de sintaxis
en el flujo de datos, que es disjunto con respecto al primer subconjunto, unas regiones conectadas de manera simple
espacialmente colindantes de la pluralidad de regiones conectadas de manera simple para obtener una subdivision
intermedia de la serie de muestras en conjuntos disjuntos de regiones conectadas de manera simple, la unién de las
cuales tiene la pluralidad de regiones conectadas de manera simple. Dicho de otra forma, el fusionador 702 combina
las regiones conectadas de manera simple y las asigna de una forma Unica a unos grupos de fusién de regiones
conectadas de manera simple. El segundo subconjunto de elementos de sintaxis que se acaban de mencionar, que
indica la informacion de fusion se puede definir de la forma que se ha presentado en lo que antecede con respecto a
la figura 19 y la figura 10, respectivamente, o de alguna otra forma. La capacidad, no obstante, de que el codificador
indique una subdivision mediante el uso de un subconjunto disjunto con respecto al subconjunto mediante el cual se
indica la fusion, aumenta la libertad del codificador para adaptar la subdivision de la serie de muestras al contenido
real de la serie de muestras de tal modo que se puede aumentar la eficiencia de la codificacion. El reconstructor 704
esta configurado para reconstruir la serie de muestras a partir del flujo de datos usando la subdivision intermedia. Tal
como se ha indicado en lo que antecede, el reconstructor puede aprovechar la subdivision intermedia mediante la
adopcidn/prediccién de parametros de codificacion de compareros de fusion para una region conectada de manera
simple actual. Como alternativa, el reconstructor 704 puede incluso aplicar una transformaciéon o un proceso de
prediccién a la regién combinada del grupo fusionado de regiones conectadas de manera simple.

La figura 21 muestra un posible codificador para generar un flujo de datos descodificable por el descodificador de la
figura 15. El codificador comprende una fase de subdivisién/fusién 750 y un generador de flujo de datos 752. La fase
de subdivision/fusion esta configurada para determinar una subdivision intermedia de una serie de muestras de
informacion que representan un muestreo espacial de una senal de informacién bidimensional y dos conjuntos
disjuntos de regiones conectadas de manera simple, la unién de las cuales es la pluralidad de regiones conectadas
de manera simple, con la definicién de esta subdivision intermedia por medio de un primer subconjunto de elementos
de sintaxis de acuerdo con los cuales la serie de muestras de informacién se subdivide en una pluralidad de regiones
conectadas de manera simple no superpuestas de diferentes tamafios mediante una multidivisidn recursiva, y un
segundo subconjunto de elementos de sintaxis que es disjunto con respecto al primer subconjunto de acuerdo con lo
cual, unas regiones conectadas de manera simple espacialmente colindantes de la pluralidad de regiones conectadas
de manera simple se combinan para obtener la subdivisién intermedia. El generador de flujo de datos 752 usa la
subdivision intermedia con el fin de codificar la serie de muestras de informacion en el flujo de datos. La fase de
subdivision/fusion 750 inserta también el primer y el segundo subconjuntos en el flujo de datos.

Una vez mas, al igual que en el caso de la figura 14, el proceso de determinacion del primer y el segundo subconjuntos
y los elementos de sintaxis que son generados por el generador de flujo de datos 752 puede ser un proceso que opera
de formaiterativa. Por ejemplo, la fase de subdivision/fusién 750 puede determinar de forma preliminar una subdivisién
optima en la que, después de que el generador de flujo de datos 752 haya determinado un conjunto éptimo
correspondiente de elementos de sintaxis para codificar la serie de muestras usando la subdivisién de muestra con la
fase de subdivision/fusionador, ajustando entonces el elemento de sintaxis que describe la fusion de tal modo que se
reduce la tara de informacién secundaria. No obstante, el proceso de codificacion no puede detenerse aqui. En su
lugar, la fase de subdivisién/fusion 750 junto con el generador de flujo de datos 752 pueden cooperar para intentar
desviarse con respecto a los ajustes 6ptimos de la subdivision y los elementos de sintaxis predeterminados por el
generador de flujo de datos 752 con el fin de determinar si se logra una mejor tasa/relacion de distorsion al aprovechar
las propiedades positivas de la fusion.

Tal como se ha descrito antes, las realizaciones que se describen con respecto a las figuras 17 a 21 representan
generalizaciones de las realizaciones que se han descrito antes con respecto a las figuras 1 a 16 y por consiguiente,
es posible asociar, de forma Unica, elementos de las figuras 1 a 16 con los elementos que se muestran en las figuras
17 a 21. Por ejemplo, el extractor 102 junto con el subdivisor 104a y el fusionador 104b asume la responsabilidad de
las tareas que van a ser realizadas por el extractor 600 de la figura 17. El subdivisor es responsable de la subdivision
y la gestion de las relaciones en el vecindario entre las regiones conectadas de manera simple individuales. El
fusionador 104b, a su vez, gestiona la fusién de regiones conectadas de manera simple en un grupo y ubica los
parametros de codificacion correctos que se van a copiar 0 que se van a usar como una prediccién para las regiones
conectadas de manera simple actuales en el caso de que un evento de fusién se indique mediante una informacion
de fusidn actualmente descodificada. El extractor 102 asume la responsabilidad de la extraccién de datos real a partir
del flujo de datos usando el contexto correcto en el caso de usar descodificaciéon por entropia para la extraccién de
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datos. Los elementos restantes de la figura 2 son un ejemplo para el reconstructor 602. Por supuesto, el reconstructor
602 se puede materializar de forma diferente a como se muestra en la figura 2. Por ejemplo, el reconstructor 602 no
puede usar una prediccion compensada por movimiento y/o intra-prediccion. En su lugar, también podrian ser de
aplicacion otras posibilidades.

Ademas, tal como se ha mencionado en lo que antecede, las regiones conectadas de manera simple que se
mencionan en conexién con la descripcidon de la figura 17, se corresponden, tal como ya se ha indicado en lo que
antecede, o bien con los bloques de prediccidén que se han mencionado en lo que antecede o bien con cualquiera de
las otras subdivisiones que se han mencionado en lo que antecede, como la subdivision residual o la subdivision de
filtro.

Cuando se compara el codificador de la figura 19 con el ejemplo de la figura 1, el generador de datos 650 abarcaria
todos los elementos ademas de la unidad de insercion de flujo de datos 18 mientras que este Gltimo se corresponderia
con la unidad de insercion 652 de la figura 19. Una vez mas, el generador de datos 650 podria usar un enfoque de
codificacién diferente del enfoque de codificacién hibrido que se muestra en la figura 1.

Cuando se compara el descodificador de la figura 20 con el ejemplo que se muestra en la figura 2, los subdivisores
104a y el fusionador 104b se corresponderian con el subdivisor 100 y el fusionador 102 de la figura 20,
respectivamente, mientras que los elementos 106 y 114 se corresponderian con el reconstructor 704. El extractor 102
participaria, por lo general, en la funcionalidad de la totalidad de los elementos que se muestran en la figura 20.

En lo que respecta al codificador de la figura 21, la fase de subdivisién/fusion 750 se corresponderia con el subdivisor
28 y el fusionador 30, mientras que el generador de flujo de datos 752 abarcaria la totalidad de los otros elementos
que se muestran en la figura 10. A pesar de que algunos aspectos se han descrito en el contexto de un aparato, resulta
evidente que estos aspectos también representan una descripcion del método correspondiente, donde un bloque o
dispositivo corresponde a una etapa del método o a una caracteristica de una etapa del método. De manera analoga,
aspectos descritos en el contexto de una etapa del método también representan una descripciéon de un bloque,
elemento o caracteristica correspondiente de un aparato correspondiente. Algunas o todas las etapas del método
pueden ejecutarse mediante (o usando) un aparato de soporte fisico, como por ejemplo un microprocesador, un
ordenador programable o un circuito electronico. En algunas realizaciones, alguna o mas de las etapas del método
mas importantes pueden ejecutarse por un aparato de este tipo.

Las senales codificadas/comprimidas inventivas pueden almacenarse en un medio de almacenamiento digital o
pueden transmitirse en un medio de transmision tal como un medio de transmisién inalambrico 0 un medio de
transmision cableado, tal como Internet.

Dependiendo de determinados requisitos de implementacién, las realizaciones de la invencion pueden implementarse
en soporte fisico o en soporte l6gico. La implementacién puede llevarse a cabo usando un medio de almacenamiento
digital, por ejemplo un disco flexible, un DVD, un Blu-Ray, un CD, una ROM, una PROM, una EPROM, una EEPROM
o una memoria FLASH, que tenga senales de control electrénicamente legibles almacenadas en el mismo, que actlan
conjuntamente (o pueden actuar conjuntamente), con un sistema informatico programable de tal modo que se lleve a
cabo el metodo respectivo. Por lo tanto, el medio de almacenamiento digital puede ser leido por un ordenador.

Algunas realizaciones de acuerdo con la invencion comprenden un portador de datos que tiene senales de control
legibles electronicamente que pueden actuar conjuntamente con un sistema informatico programable de tal modo que
se lleve a cabo uno de los métodos descritos en el presente documento.

Generalmente, las realizaciones de la presente invencién pueden implementarse como un producto de programa
informatico con un cédigo de programa, pudiendo hacerse funcionar el cédigo de programa para llevar a cabo uno de
los métodos cuando el producto de programa informatico se ejecuta en un ordenador. El cdédigo de programa puede
almacenarse, por ejemplo, en un portador legible por maquina.

Otras realizaciones comprenden el programa informatico para llevar a cabo uno de los métodos descritos en el
presente documento, almacenado en un portador legible por maquina.

Dicho de otro modo, una realizacién del método inventivo es, por lo tanto, un programa informético que tiene un cédigo
de programa para llevar a cabo uno de los métodos descritos en el presente documento, cuando el programa
informatico se ejecuta en un ordenador.

Una realizacién adicional de los métodos inventivos es, por lo tanto, un portador de datos (0 un medio de
almacenamiento digital, o un medio legible por ordenador) que comprende, grabado en el mismo, el programa
informatico para llevar a cabo uno de los métodos descritos en el presente documento.

Una realizacion adicional del método inventivo es, por lo tanto, un flujo de datos 0 una secuencia de senales que
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representan el programa informatico para llevar a cabo uno de los métodos descritos en el presente documento. El
flujo de datos o la secuencia de sefales pueden estar configurados, por ejemplo, para transferirse a través de una
conexion de comunicaciones de datos, por ejemplo a través de Internet.

Una realizacion adicional comprende un medio de procesamiento, por ejemplo un ordenador o un dispositivo de logica
programable, configurado o adaptado para llevar a cabo uno de los métodos descritos en el presente documento.

Una realizacién adicional comprende un ordenador que tiene instalado en el mismo el programa informatico para llevar
a cabo uno de los meétodos descritos en el presente documento.

En algunas realizaciones, un dispositivo de logica programable (por ejemplo, una serie de puertas de campo
programable) puede usarse para llevar a cabo algunas o todas las funcionalidades de los procedimientos descritos en
el presente documento. En algunas realizaciones, una serie de puertas de campo programable puede actuar
conjuntamente con un microprocesador para llevar a cabo uno de los métodos descritos en el presente documento.
Generalmente, los procedimientos se llevan a cabo preferiblemente mediante cualquier aparato de soporte fisico.

Las realizaciones descritas en lo que antecede ilustran simplemente los principios de la presente invencion. Debe
observarse que modificaciones y variaciones de las disposiciones y detalles descritos en el presente documento
resultaran evidentes a otros expertos en la técnica. Por lo tanto, la invencion solo esta limitada por el alcance de los
aspectos de patente subsiguientes y no por los detalles especificos presentados en el presente documento a modo
de descripcidn y explicacion de las realizaciones.
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REIVINDICACIONES

Descodificador para descodificar una serie de muestras de informacion codificadas en un flujo de datos, que
representa una imagen, el descodificador configurado para

extraer, para una pluralidad de bloques obtenidos dividiendo la serie de muestras de informacion de acuerdo
con una subdivision multiarbol, un parametro de codificacion del flujo de datos en un orden de recorrido
profundo primero, extrayendo, para un bloque predeterminado, un indicador de fusién que es indicativo de si
el parametro de codificacion del bloque predeterminado debe obtenerse basandose en un parametro de
codificacién de un bloque descodificado previamente,

identificar un conjunto de bloques descodificados previamente en una vecindad del bloque predeterminado,

formar, basandose en una senalizacion en el flujo de datos, un conjunto candidato de bloques como
subconjunto del conjunto de bloques previamente descodificados, a fin de obtener un conjunto de parametros
de codificacion basados en el conjunto candidato de bloques,

comprobacién de un niimero de bloques del conjunto de bloques candidatos,

si el indicador de fusion indica que el parametro de codificacion del bloque predeterminado debe obtenerse
basandose en el parametro de codificacion del bloque descodificado previamente, y si el niUmero de bloques
del conjunto de bloques candidatos es mayor que uno,

extraer informacion relacionada con un identificador candidato del flujo de datos,

seleccionar un bloque asociado fusionado del conjunto de bloques candidatos de acuerdo con el identificador
candidato;

copiar un parametro de codificacion predeterminado del bloque asociado de fusion como parametro de
codificacién del bloque predeterminado, y

reconstruir el bloque predeterminado basandose en el parametro de codificacion del bloque predeterminado,

en el que el indicador de fusién y la informacion relacionada con el identificador candidato se codifican
mediante entropia utilizando el modelado de contexto.

Descodificador de la reivindicacién 1, en el que el pardametro de codificacion del bloque predeterminado se
refiere a un parametro de inter-prediccion.

Descodificador de la reivindicacion 1, en el que la serie de muestras de informacién incluye informacién de
profundidad.

Descodificador de la reivindicacion 1, en el que la imagen incluye series de muestras de informacién
relacionadas con diferentes planos de color y el descodificador esta configurado para descodificar los
diferentes planos de color de la imagen de forma independiente.

Descodificador de la reivindicacion 4, en el que los diferentes planos de color comprenden una serie de
muestras de luminancia junto con dos series de muestras de crominancia, en el que un primer factor de escala
para una resolucién espacial de las series de muestras de crominancia en relaciéon con la serie de muestras
de luminancia en la direccién horizontal difiere de un segundo factor de escala para una resolucion espacial
de las series de muestras de croma en relacién con la serie de muestras de luminancia en la direccién vertical.

Descodificador de la reivindicacién 1, configurado ademas para descodificar entrépicamente el indicador de
fusién utilizando un contexto basado en una primera pluralidad de contextos, y

seleccionar el parametro de codificacion predeterminado de entre los parametros de codificacion del conjunto
de bloques previamente descodificados basandose en el identificador candidato y descodificar
entropicamente el identificador del flujo de datos utilizando un contexto basado en una segunda pluralidad de
contextos.

Método para descodificar una serie de muestras de informacion codificadas en un flujo de datos, que
representa una imagen, el método comprende:

extraer, para una pluralidad de bloques obtenidos dividiendo la serie de muestras de informacion de acuerdo
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con una subdivision multiarbol, un parametro de codificacion del flujo de datos en un orden de recorrido
profundo primero, extrayendo, para un bloque predeterminado, un indicador de fusién que es indicativo de si
el parametro de codificacidon del bloque predeterminado debe obtenerse basandose en un parametro de
codificacién de un bloque descodificado previamente;

identificar un conjunto de bloques descodificados previamente en una vecindad del bloque;

formar, basandose en una senalizacion en el flujo de datos, un conjunto candidato de bloques como
subconjunto del conjunto de bloques previamente descodificados, a fin de obtener un conjunto de parametros
de codificacion basados en el conjunto candidato de bloques,

comprobacién de un niimero de bloques del conjunto de bloques candidatos,

si el indicador de fusion indica que el parametro de codificacion del bloque predeterminado debe obtenerse
basandose en el parametro de codificacién del bloque descodificado previamente, y si el nimero de bloques
del conjunto de bloques candidatos es mayor que uno,

extraer informacion relacionada con un identificador candidato del flujo de datos,

seleccionar un bloque asociado fusionado del candidato de conjunto de parametros de codificacion de
acuerdo con el identificador candidato;

copiar un parametro de codificacion predeterminado del bloque asociado de fusidn como parametro de
codificacién del bloque predeterminado, y

reconstruir el bloque predeterminado basandose en el parametro de codificacion del bloque predeterminado,

en el que el indicador de fusion y la informacién relacionada con el identificador candidato se codifican
mediante entropia utilizando el modelado de contexto.

Codificador para codificar una serie de muestras de informacioén en un flujo de datos, que representa una
imagen, el codificador configurado para

dividir una serie de muestras de informacién en una pluralidad de bloques; y

codificar, para una pluralidad de bloques obtenidos dividiendo la serie de muestras de informacion de acuerdo
con una subdivision multiarbol, un parametro de codificacion en el flujo de datos en un orden de recorrido
profundo primero, con codificacién, para un bloque predeterminado, un indicador de fusion que es indicativo
si el bloque predeterminado debe obtenerse baséndose en un parametro de codificacién de un bloque
codificado previamente,

identificar un conjunto de bloques codificados previamente en una vecindad del bloque predeterminado,

formar, basandose en una senalizacion en el flujo de datos, un conjunto candidato de bloques como
subconjunto del conjunto de bloques previamente descodificados,

comprobar un nimero de bloques del conjunto de bloques candidatos, a fin de obtener un conjunto de
parametros de codificacion basados en el conjunto de bloques candidatos,

si el indicador de fusion indica que el parametro de codificacion del bloque predeterminado debe obtenerse
basandose en el parametro de codificacién del bloque codificado previamente, y si el nimero de bloques del
conjunto de bloques candidatos es mayor que uno,

codificar, en el flujo de datos, de lainformacién relativa a un identificador candidato para seleccionar un bloque
asociado a la fusion a partir del conjunto de bloques candidatos,

en el que un parametro de codificacion predeterminado del bloque asociado de fusion como parametro de
codificacién del bloque predeterminado, y

codificar el bloque predeterminado basandose en el parametro de codificacion del bloque predeterminado,

en el que el indicador de fusién y la informacion relacionada con el identificador candidato se codifican
mediante entropia utilizando el modelado de contexto.
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Codificador de la reivindicacion 8, en el que el pardmetro de codificacion del bloque predeterminado se refiere
a un parametro de inter-prediccion.

Codificador de la reivindicacion 8, en el que la serie de muestras de informacién incluye informacion de
profundidad.

Codificador de lareivindicacion 8, en el que laimagen incluye series de muestras de informacién relacionadas
con diferentes planos de color y el codificador esta configurado para codificar los diferentes planos de color
de la imagen de forma independiente.

Codificador de la reivindicacion 8, en el que los diferentes planos de color comprenden una serie de muestras
de luminancia junto con dos series de muestras de crominancia, en el que un primer factor de escala para
una resolucién espacial de las series de muestras de crominancia en relacién con la serie de muestras de
luminancia en la direccion horizontal difiere de un segundo factor de escala para una resolucién espacial de
las series de muestras de croma en relacion con la serie de muestras de luminancia en la direccién vertical.

Metodo para codificar una serie de muestras de informacién en un flujo de datos, que representa una imagen,
el método comprende

dividir una serie de muestras de informacién en una pluralidad de bloques; y

codificar, para una pluralidad de bloques obtenidos dividiendo la serie de muestras de informacion de acuerdo
con una subdivision multiarbol, un parametro de codificacién, en un orden de recorrido profundo primero, con
codificacién, para un bloque predeterminado, un indicador de fusion que es indicativo si el bloque
predeterminado debe obtenerse basandose en un parametro de codificacién de un bloque codificado
previamente,

identificar un conjunto de bloques codificados previamente en una vecindad del bloque predeterminado,
formar, basandose en una senalizacion en el flujo de datos, un conjunto candidato de bloques como
subconjunto del conjunto de bloques previamente descodificados, a fin de obtener un conjunto de parametros
de codificacion basados en el conjunto candidato de bloques,

comprobacién de un niimero de bloques del conjunto de bloques candidatos,

si el indicador de fusion indica que el parametro de codificacion del bloque predeterminado debe obtenerse
basandose en el parametro de codificacion del bloque codificado previamente, y si el nimero de bloques del
conjunto de bloques candidatos es mayor que uno,

codificar, en el flujo de datos, de lainformacién relativa a un identificador candidato para seleccionar un bloque
asociado fusionado a partir del conjunto de bloques candidatos,

en el que un parametro de codificacion predeterminado del bloque asociado fusionado como parametro de
codificacién del bloque predeterminado, y

codificar el bloque predeterminado basandose en el parametro de codificacién del bloque predeterminado,

en el que el indicador de fusién y la informacion relacionada con el identificador candidato se codifican
mediante entropia utilizando el modelado de contexto.

Flujo de datos que tiene un video codificado en el mismo mediante un método de la reivindicacion 13.
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