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(57) ABSTRACT 

The invention describes a process for determining a biologi 
cal State through the discovery and analysis of hidden or 
non-obvious, discriminatory biological data patterns. The 
biological data can be from health data, clinical data, or from 
a biological Sample, (e.g., a biological Sample from a human, 
e.g., Serum, blood, Saliva, plasma, nipple aspirants, Synovial 
fluids, cerebroSpinal fluids, Sweat, urine, fecal matter, tears, 
bronchial lavage, Swabbings, needle aspirantas, Semen, 
vaginal fluids, pre-ejaculate.), etc. which is analyzed to 
determine the biological state of the donor. The biological 
State can be a pathologic diagnosis, toxicity State, efficacy of 
a drug, prognosis of a disease, etc. Specifically, the invention 
concerns processes that discover hidden discriminatory bio 
logical data patterns (e.g., patterns of protein expression in 
a serum sample that classify the biological state of an organ) 
that describe biological States. 
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PROCESS FOR DISCRIMINATING BETWEEN 
BIOLOGICAL STATES BASED ON HIDDEN 
PATTERNS FROM BIOLOGICAL DATA 

0001) This application claims benefit under 35 U.S.C. 
sec. 119(e)(1) of the priority of applications Ser. No. 60/232, 
909, filed Sep. 12, 2000, Ser. No. 60/278,550, filed Mar. 23, 
2001, Ser. No. 60/219,067, filed Jul. 18, 2000, and U.S. 
Provisional Application titled “A Data Method Algorithm 
Reveals Disease with Protein Signal of Ovarian and Prostate 
Cancer in Serum,” (Serial. No. to be assigned), filed May 8, 
2001 which is hereby incorporated by reference in its 
entirety. 

FIELD OF THE INVENTION 

0002 The field of the invention concerns a process for 
determining a biological State through the discovery and 
analysis of hidden or non-obvious, discriminatory biological 
data patterns. The biological data can be from health data, 
clinical data, or from a biological Sample, (e.g., a biological 
Sample from a human, e.g., Serum, blood, Saliva, plasma, 
nipple aspirants, Synovial fluids, cerebroSpinal fluids, Sweat, 
urine, fecal matter, tears, bronchial lavage, Swabbings, 
needle aspirantas, Semen, Vaginal fluids, pre-ejaculate, etc.), 
etc. which is analyzed to determine the biological State of the 
donor. The biological State can be a pathologic diagnosis, 
toxicity State, efficacy of a drug, prognosis of a disease, etc. 
0.003 Specifically, the invention concerns analytical 
methods that a) discover hidden discriminatory biological 
data patterns (e.g., patterns of protein expression in a Serum 
Sample that classify the biological State of an organ) that are 
Subsets of the larger data Stream, Said discrimination imply 
ing the ability to distinguish between two or more biological 
States in a learning set of data and b) the application of the 
aforementioned patterns to classify unknown or test 
Samples. More Specifically, the invention concerns a method 
for analysis of a data Stream, which is derived from a 
physical or chemical analysis of molecules (e.g., proteins, 
peptides, DNA, RNA, etc.) in the biological sample (e.g., a 
mass spectrum analysis of the sample). 
0004. These patterns are defined as “hidden” because 
they are often buried within a larger highly complex data Set 
and are not obvious or apparent to the eye or other current 
classification Systems. The pattern itself can be defined as 
the combination of three or more values Such that the 
position of the Vectors in an n-dimensional Space is dis 
criminatory between biological States even when individual 
values may not be discriminatory. The discriminatory pat 
terns of the invention are novel because they can be defined 
without any knowledge of the identity or relationship 
between the individual data points in the biological data or 
any knowledge of the identity or relationship between the 
molecules in the biological Samples. 
0005 One analytical method to discover such biological 
States comprises the application of two related heuristic 
algorithms, a learning algorithm and a diagnostic algorithm, 
wherein the parameters of the diagnostic algorithm are Set 
by the application of the learning algorithm to a learning Set 
of data Such that two or more biological States may be 
distinguished. Such biological States may be the presence or 
absence of a disease, efficacy or non-efficacy of a drug, 
toxicity or non-toxicity of a drug, etc. Although the inven 
tion is generic, Specific implementations for diagnosis of 
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various cancers (including, but not limited to carcinomas, 
melanomas, lymphomas, Sarcomas, blastomas, leukemias, 
myelomas, neural tumors, etc., and cancers of organs like the 
ovary, prostate, and breast), presence of a pathogen, and 
toxicity are disclosed. The preferred embodiment of the 
invention is the discovery and use of molecular patterns that 
reflect the current or future biological State of an organ or 
tissue. Another embodiment of the invention is the combi 
nation of data describing the molecular patterns of a bio 
logical State with other non-biological or clinical data (e.g., 
psychiatric questioning) to yield a classification describing 
the health of a patient. 

BACKGROUND OF THE INVENTION 

0006 The detection of changes in biological states, par 
ticularly the early detection of diseases has been a central 
focus of the medical research and clinical community. The 
prior art includes examples of efforts to extract diagnostic 
information from the data Streams formed by physical or 
chemical analysis of tissue samples. These techniques are 
generically termed “data-mining.” The data Streams that 
have been mined are typically of two forms: analysis of the 
levels of mRNA expression by hybridization to DNA oli 
gonucleotide arrays ("DNA microarrays”) and analysis of 
the levels of proteins present in a cell or in a Serum Sample, 
wherein the proteins are characterized either by molecular 
weight using mass spectroScopy or by a combination of 
molecular weight and charge using a 2-D gel technique. 
0007 Rajesh Parekh and colleagues have described pro 
tein based data-mining diagnosis of hepatocellular cancer 
using serum or plasma samples (WO 99/41612), breast 
cancer using tissue samples (WO 00/55628) and rheumatoid 
arthritis using serum or plasma samples (WO 99/47925). In 
each publication, a two dimensional gel analysis is per 
formed. The analysis consists of measuring the levels of 
individual proteins as determined by the 2-D gels and 
identifying those proteins that are elevated or depressed in 
the malignant as compared to the normal tissue. 
0008 Liotta and Petricoin (WO 00/494.10) provide addi 
tional examples of protein based diagnostic methods using 
both 2-D gels and mass Spectroscopy. However, the analysis 
of Liotta and Petricoin is similar to Parekh in that it consists 
of a search for specific tumor markers. Efforts to identify 
tumor markers have also been performed using DNA 
microarrays. Loging, W. T., 2000, Genome Res. 10, 1393 
02, describes efforts to identify tumor markers by DNA 
microarrays in glioblastoma multiforme. Heldenfalk, I., et 
al., 2001, New England J. Med. 344, 539, report efforts to 
identify tumor markers that distinguish the hereditary forms 
of breast cancer resulting from BRCA1 and BRCA2 muta 
tions from each other and from common idiopathic breast 
cancer by data-mining of DNA microarray data. 
0009 Alon et al., 1999, PNAS 96,6745-50, describe the 
use of DNA microarray techniques to identify clusters of 
genes that have coordinated levels of expression in com 
parisons of colonic tumor Samples and normal colonic 
tissue. These Studies did, in fact, identify genes that were 
relatively over or under expressed in the tumor compared to 
normal tissue. However, the clustering algorithm was not 
designed to be able to identify diagnostic patterns of gene 
expression other than a tumor marker type pattern. 
0010 Data-mining efforts directed towards indicators 
other than tumor markers have been used for diagnosis. 
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These efforts routinely employ pattern recognition methods 
to identify individual diagnostic markers or classify rela 
tionships between data Sets. The use of pattern recognition 
methods to classify genes into categories based on correlated 
expression under a variety of different conditions was pio 
neered by Eisen, M., et al., 1998, PNAS 95, 14863-68; 
Brown, MPS, et al., 2000, PNAS 97, 262-67 and Alter, O., 
et al., 2000, PNAS 97, 10101-06. In general, these tech 
niques use a vector Space in which each vector corresponds 
to a gene or location on the DNA micro array. Each vector 
is composed of Scalars that individually correspond to the 
relative levels of expression of the gene under a variety of 
different conditions. Thus, for example, Brown et al. ana 
lyZeS vectors in a 79 dimension vector Space where each 
dimension corresponds to a time point in a Stage of the yeast 
life-cycle and each of 2,467 vectors correspond to a gene. 
The pattern recognition algorithms are used to identify 
clusters of genes whose expression is correlated with each 
other. Because the primary concern is the correlation of gene 
expression, the metric that is employed in the pattern rec 
ognition algorithms of Eisen et al. and related works is a 
Pearson coefficient or inner product type metric, not a 
Euclidean distance metric. Once clustering is established, 
the Significance of each cluster is determined by noting any 
common, known properties of the genes of a cluster. The 
inference is made that the heretofore uncharacterized genes 
found in the same cluster may share one or more of these 
common properties. 
0.011 The pattern recognition techniques of Eisen et al. 
were applied by Alizadeh and Staudt to the diagnosis of 
types of malignancy. Alizadeh and Staudt began by con 
Structing Vectors, each corresponding to a gene, having 
Scalars that correspond to the relative level of expression of 
the gene under Some differentiation condition, e.g., resting 
peripheral blood lymphocyte or mitogen Stimulated T cells. 
The pattern recognition algorithm then clusters the genes 
according to the correlation of their expression and defines 
a pattern of expression characteristic of each differentiation 
state. Samples of diffuse large B-cell lymphomas (DLBCL) 
were then analyzed by hybridization of mRNA to the same 
DNA microarrays as used to determine the gene clusters. 
DLBCL were found to have at least two different gene 
expression patterns, each characteristic of a normal differ 
entiation state. The prognosis of the DLBCL was found to 
correlate with the characteristic differentiation State. Thus, 
the diagnostic question posed and answered in Alizadeh and 
Staudt was not benign or malignant but rather of determin 
ing the type or Subtype of malignancy by identifying the type 
of differentiated cell having a pattern of gene expression 
most similar to that of the malignancy. Alizadeh et al., 2000, 
Nature 403, 503-511. Similar techniques have been used to 
distinguish between acute myeloid leukemia and acute lym 
phocytic leukemia. Golub, T. R., et al., 1999, Science 286, 
531-537. 

0012. Accordingly, it can be seen that data-mining meth 
ods based on the physical or chemical analyses having large 
numbers, i.e., greater than 1,000, of data points consist of 
two types: data-mining to identify individual markerS Such 
as genes or proteins having expression levels that are 
increased or Suppressed in malignant cells of a defined type 
compared to normal cell; and data-mining wherein a pattern 
of known gene expression characteristic of a normal differ 
entiated cell type is used to classify a known malignant cell 
according to the normal cell type it most closely resembles. 
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0013 Thus, there is a need for methods that can deter 
mine biological States using biological data other than Single 
markers (Such as tumor markers), or gene expression clus 
ters. Usually, the role that Single markers play in the pathol 
ogy of a disease must be known and established, quite often 
at great cost, prior to the analysis of a biological Sample. 
Additionally, these markers are often localized in internal 
organs or tumors, and complex, invasive, localized biopsies 
must be performed to obtain biological Samples containing 
Such markers. Given the complexity of biological States Such 
as a disease there is an exceptional need for the ability to 
diagnose biological States using complex data inherent to 
Such biological States without prior extensive knowledge of 
the relationship of molecules present in Such Samples to each 
other. 

0014. Additionally, gene expression cluster analysis is 
limited in Scope because Such analysis incorporates an 
analysis of all expressed genes irrespective of whether the 
expression of Such genes is causative or merely influenced 
by the causative action of those genes that are characteristic 
of the biological State. The clustering analysis does not 
incorporate Solely those genes that are characteristic of the 
biological State of interest, but uses the entire range of data 
emanating from the assay, thus making it complex and 
cumberSome. Furthermore, gene expression analysis must 
involve nucleic acid extraction methods, making it complex, 
and time-consuming. Pattern recognition algorithms when 
applied are also rendered difficult because the correlation of 
gene expression that is employed is a complex Pearson 
coefficient or inner product type metric, and not a simple 
Euclidean distance metric. 

0015. In contrast to the prior art, the current invention 
discoverS optimal hidden molecular patterns as Subsets 
within a larger complex data field, whereby the pattern itself 
is discriminatory between biological States. Thus, the current 
invention avoids all the aforementioned problems associated 
with the analytical methods disclosed in the prior art, and 
has the ability to discover heretofore unknown diagnostic 
patterns. Such hidden molecular patterns are present in data 
Streams derived from health data, clinical data, or biological 
data. Biological data may be derived from Simple biological 
fluids, Such as Serum, blood, Saliva, plasma, nipple aspirants, 
Synovial fluids, cerebroSpinal fluids, Sweat, urine, fecal 
matter, tears, bronchial lavage, Swabbings, needle aspiran 
tas, Semen, Vaginal fluids, pre-ejaculate, etc., making routine 
Sampling easy, although the expression of Such molecular 
patterns are characteristic of disease States of remote organs. 
No prior knowledge of Specific tumor markers or the rela 
tionship of molecules present in the biological Sample to 
each other is required or even desired. The current invention 
also discloses methods of data generation and analysis. Such 
methods of data analysis incorporate optimization algo 
rithms in which the molecular patterns are recognized, and 
Subjected to a fitness test in which the fitneSS pattern that 
best discriminates between biological States is chosen for the 
analysis of the biological Samples. 

SUMMARY OF THE INVENTION 

0016. The invention comprises the use of pattern discov 
ery methods and algorithms to detect Subtle, if not totally 
hidden, patterns in the expression of certain molecules in 
biological Samples that are potentially diagnostic in nature, 
or predictive of a biological State. In one embodiment of the 
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invention Such patterns of molecular expression are patterns 
of protein expression, particularly patterns of low molecular 
weight proteins (i.e. less than 20,000 Da). Such hidden 
patterns of protein expression may be obtained from only a 
Sub-set of the total data-stream provided to the algorithm, 
Several Subsets, or may be obtained from an analysis of the 
total data Stream. The pattern can be defined as a vector of 
three or more values Such that the position of the Vectors in 
an n-dimensional Space is discriminatory between biological 
States even when individual values may not be discrimina 
tory. The molecules of interest may be any relevant biologi 
cal material Such as proteins (full, cleaved, or partially 
expressed), peptides, phospholipids, DNA, RNA, etc. 

0.017. The discriminatory patterns that discriminate 
between biological States are often Small Subsets of data 
hidden in the larger data Stream derived from physical or 
chemical analysis of the biological Sample. Thus, in order to 
find Such discriminatory patterns that distinguish between 
biological States, a means for finding an optimal Set of 
features that make up the discriminatory pattern is required. 
The invention incorporates the proceSS for finding this 
optimal Set of features. A number of feature Selection 
methods for discriminatory patterns may be used to practice 
the invention with varying degrees of classification Success. 
These include, but are not limited to, Statistical methods, 
Stepwise regression methods, linear optimization methods, 
etc. However, Statistical methods have Some limitations in 
that they are often linear, at least in their simple, well-known 
forms Such as multivariate linear regressions. Furthermore, 
statistical models tend not to be robust with respect to 
non-linear data. The number of independent variables a 
Statistical model can Successfully employ is generally ten or 
less, with a practical preferred limit of five or six. The 
preferred embodiment uses a method that couples the 
genetic algorithm, an evolutionary computation method, 
directly to an adaptive pattern recognition algorithm to 
efficiently find the optimal feature set. See U.S. Patent 
Application titled “Heuristic Method of Classification,” (fil 
ing date: Jun. 19, 2001, claiming priority of application Ser. 
No. 60/212,404, filed Jun. 19, 2000). 
0.018. One method disclosed by this invention consists of 
two related heuristic algorithms, a diagnostic algorithm and 
a learning algorithm. The diagnostic algorithm is generated 
by the application of the learning algorithm to a learning (or 
training) data Set. The learning data set is a data set formed 
from biological Samples for which the biological State of 
interest is provided for the pattern discovery operation. For 
instance, the learning data Set may comprise data taken from 
the Sera of individuals with an established biopsy diagnosis, 
e.g., a benign tumor and a malignant tumor. This would 
enable the learning algorithm to find a Signature pattern of 
proteins that could discriminate normal from cancerous Sera 
Samples. 

0019. In one embodiment, the method according to the 
invention begins by Subjecting a biological Sample to a high 
throughput physical or chemical analysis to obtain a data 
Stream. Such data Streams include, but are not limited to, 
mass spectral data of proteins found in the Sample or in the 
intensity of mRNA hybridization to an array of different test 
polynucleotides. Generally, the data Stream is characterized 
by a large number (10,000 or more) of intensities which are 
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generated in a way that allow for the corresponding indi 
vidual datum in data Streams of different Samples to be 
identified. 

0020. The first step of the diagnostic method is to calcu 
late a vector, i.e., an ordered set of a Small number (between 
2 and 20100, more typically between 5 and 208) that is 
characteristic of the data Stream. The transformation of the 
data steam into a vector is termed “abstraction.” In the 
present embodiments, abstraction is performed by Selection 
of a Small number of Specific intensities from the data 
Stream. 

0021. The second step of the diagnostic method is to 
determine in which, if any, data cluster the vector rests. Data 
clusters are mathematical constructs that are the multidi 
mensional equivalents of non-overlapping "spheres' of 
fixed size in the vector Space. Such data clusters are known 
as hyperSpheres. The location and associated diagnosis of 
each data cluster is determined by the learning algorithm 
from the training data Set. If the vector of the biological 
Sample lies within a known cluster, the Sample is given the 
diagnosis associated with that cluster. If the Sample vector 
rests outside of any known cluster a diagnosis can be made 
that the Sample does not meet that classification criteria or 
that it is of an unspecified atypia, i.e., an "atypical Sample, 
NOS.” For example, if a biological sample taken from a 
patient does not meet the classification of a malignant State 
for a specified cancer, it will be classified as non-malignant 
non-normal or of an unspecified atypia, "atypical Sample, 
NOS. 

0022. The learning algorithm utilizes a combination of 
known mathematical techniques and two pre-Set parameters. 
The user pre-sets the number of dimensions of the vector 
Space and the size of the data clusters. Typically, the Vector 
Space is a normalized vector Space Such that the variation of 
intensities in each dimension is constant. Thus, the size of 
the cluster can be expressed as a minimum percent Similarity 
among the vectors resting within the cluster. 
0023. In one embodiment, the learning algorithm con 
tains of two generic parts, which have been developed by 
others and are well known in the field-agenetic algorithm 
(J. H. Holland, Adaptation in Natural and Artificial Systems, 
MIT Press 1992) and a self-organizing adaptive pattern 
recognition System (T. Kohonen, Self Organizing and ASSo 
ciative Memory, 8 Series in Information Sciences, Springer 
Verlag, 1984, Kohonen, T, Self-organizing Maps, Springer 
Verlag, Heidelberg 1997). Genetic algorithms organize and 
analyze complex data Sets as if they were information 
comprised of individual elements that can be manipulated 
through a computer driven natural Selection process. 

0024. In the present invention, the search for hidden or 
Subtle patterns of molecular expression that are, in and of 
themselves “diagnostic' is qualitatively different from those 
generated by prior art implementations of learning algo 
rithms or data-mining techniques. Previous implementations 
of data-mining have identified Specific molecular products 
that are indicative of a classification, e.g., proteins or tran 
Scripts that are elevated or depressed in pathological condi 
tions. Thus, the level of the identified molecular products is 
termed perse diagnostic, because the level of the product is 
diagnostic without any further consideration of the level of 
any other molecular products in the Sample, other than 
perhaps a normalizing molecular product that is used to 
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normalize the level of the molecular products. One example 
of Such per Se diagnostic molecular products are tumor 
markers. 

0.025 By contrast, in the data cluster analysis according 
to the invention, the diagnostic Significance of the level of 
any particular marker, e.g., a protein or transcript is a 
function of the levels of the other elements that are used to 
calculate the Sample vector. Such products are termed here 
inafter as contextual diagnostic products. Thus, in prior 
implementations of data-mining techniques, the likeneSS 
between the biological Sample of interest and the learning 
data Set was based on the Specified groupings of the bio 
logical Sample compared to the Specified diagnostic molecu 
lar products. However, in the invention, the learning algo 
rithm discovers wholly new classification patterns without 
knowing any prior information about the identity or rela 
tionships of the data pattern, i.e., without prior input that a 
Specified diagnostic molecular product is indicative of a 
particular classification. 
0026. The present invention is based, in part, on the 
unexpectedness or non-obvious discovery of finding hidden 
contextual diagnostic patterns to yield a classification, e.g., 
the diagnosis of malignancy in cancerS Such as carcinomas, 
melanomas, lymphomas, Sarcomas, blastomas, leukemias, 
myelomas, and neural tumors. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0027. The invention comprises a) creating a data stream 
representing the biological data (or combinations of data 
Streams representing the biological data with clinical, health, 
or non-biological data) and abstraction of that data into 
characteristic vectors; b) the discovery of hidden diagnostic 
patterns of molecular expression (i.e. pattern discovery); and 
c) determining which biological State of interest Such a 
pattern of molecular expression represents. The molecules 
of interest may comprise, but are not limited to, proteins, 
peptides, RNA, DNA, etc. The biological Samples comprise, 
but are not limited to Serum, blood, Saliva, plasma, nipple 
aspirants, Synovial fluids, cerebroSpinal fluids, Sweat, urine, 
fecal matter, tears, bronchial lavage, Swabbings, needle 
aspirantas, Semen, Vaginal fluids, pre-ejaculate, etc. 

0028. The biological states of interest may be a patho 
logic diagnosis, toxicity State, efficacy of a drug, prognosis 
of a disease, Stage of a disease, biological State of an organ, 
presence of a pathogen (e.g., a virus), toxicity of one or more 
drugs, etc. The invention may be used for the diagnosis of 
any disease in which changes in the patterns of expression 
of certain molecules like proteins allow it to be distinguished 
from a non-diseased State. Thus, any disease that has a 
genetic component in which the genetic abnormality is 
expressed, one in which the expression of drug toxicity is 
observed, or one in which the levels of molecules in the body 
are affected may be studied by the current invention. Such 
diseases include, but are not limited to, cancers (carcinomas, 
melanomas, lymphomas (both Hodgkin's and non 
Hodgkin's type), Sarcomas, blastomas, leukemias, myelo 
mas, and neural tumors, Such as glioblastoma, etc.), Alzhe 
imer's disease, arthritis, glomerululonephritis, auto-immune 
diseases, etc. Examples of carcinomas include, but are not 
limited to, carcinomas of the pancreas, kidney, liver and 
lung, gastrointestinal carcinomas. 
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0029. The present invention is particularly valuable for 
the diagnosis of Specific diseases for which early diagnosis 
is important, but is technically difficult because of the 
absence of Symptoms, and for which the disease may be 
expected to produce differences that are detectable in the 
Serum because of the metabolic activity of the pathological 
tissue. Thus, the early diagnosis of malignancies are a 
primary focus of the use of the invention. 
0030 The particular components of the invention are 
described below. 

0031 A. Creation of the Data Stream 
0032. The data stream can be any reproducible physical 
or chemical analysis of the biological Sample that results in 
a high throughput data Stream. Preferably, the high through 
put data Stream is characterized by 1,000 or more measure 
ments that can be quantified to at least 1 part per thousand 
(three significant figures) and more preferably one part in 
10,000. There exist numerous methods for the generation of 
data Streams. In one embodiment of the invention when the 
molecules of interest are proteins or peptides, “time of 
flight' mass Spectra of proteins may be used to generate a 
data Stream. More specifically, matrix assisted laser desorp 
tion ionization time of flight (MALDI-TOF) and surface 
enhanced laser desorption ionization time of flight (SELDI 
TOF) spectroscopy may be used when the molecules of 
interest are proteins or peptides. See generally WO 
00/494.10. In one embodiment, SELDI-TOF may be used to 
generate data Streams for biological States representing 
toxicity, and detection of pathogens. In yet another embodi 
ment, data Streams may be generated using Serially ampli 
fied gene expression (SAGE) for gene expression classifi 
cation. In Some circumstances, data Streams may be 
generated using 2-D Gels. Such as two-dimensional poly 
acrylamide gel electrophoreses (2D-PAGE). 
0033 For clinical pathology, the preferred patient sample 
for analysis is Serum. However, biopsy Specimens that are 
relatively homogenous may also be used. For certain disease 
States, other fluids can be used, e.g., Synovial fluid may be 
used in the differential diagnosis of arthritis or urine in the 
differential diagnosis of glomerulonephritis. 
0034. The particular proteins that are included in either 
SELDI-TOF and MALDI-TOF analysis depend upon the 
Surface or matrix that is employed. Lipophylic Surfaces Such 
as C-18 alkane Surfaces are particularly convenient com 
pared to anionic or cationic Surfaces. However, those skilled 
in the art will appreciate that multiple spectra can be 
generated from the same Sample using different Surfaces. 
These Spectra can be concatenated to yield “Superspectra’ 
which can be analyzed according to the invention. Likewise, 
data from two or more high throughput assay methods can 
also be joined which can be analyzed by the invention. 
Furthermore, biological data as described in this invention 
can be joined with clinical, health, or non-biological data. 

0035) Whatever surface, matrix or combination of Sur 
faces and matrixes are to be used, great care must be 
exercised to ensure that the Surfaces are uniform from one 
biological Sample to the next. 

0036) The data stream can also include measurements 
that are not inherently organized by a single ordered param 
eter Such as molecular weight, but have an arbitrary order. 
Thus, DNA microarray data that Simultaneously measures 
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the expression levels of 2,000 or more genes can be used as 
a data Stream when the tissue Sample is a biopsy Specimen, 
recognizing that the order of the individual genes in the data 
Stream is arbitrary. 

0037 Those skilled in the art will appreciate that in 
keeping with the available commercial embodiments of the 
instruments, the description of the invention considers the 
generation of the data Stream from a biological Sample and 
the abstraction of the data Stream based on the optimal 
logical chromosome to be two separate processes. However, 
it is apparent that only routine design choices would allow 
for the measuring instrument itself to perform the abstract 
ing function. This in no way changes the contribution of the 
invention to Such a diagnostic method and the claims are to 
be construed as allowing the abstraction and vector analysis 
portions of the claimed diagnostic method to be performed 
on different computing devices. 

0.038. It should be noted that a single data stream from a 
patient Sample can be analyzed for multiple diagnoses using 
the method of the invention. The additional cost of Such 
multiple analysis would be trivial because the StepS Specific 
to each diagnosis are computational only. 

0039 B. The Abstraction Process 
0040. The first step in the diagnostic process of the 
invention is the transformation or abstraction of the data 
Stream into a characteristic vector. The data may be conve 
niently normalized prior to abstraction by assigning the 
overall peak an arbitrary value of 1.0 and, thus, all other 
points fractional values. For example, in the embodiment in 
which the data stream is generated by TOF Mass spectra, the 
most simple abstraction of TOF mass spectrum consists of 
the selection of a small number of data points. Those skilled 
in the art will recognize that more complex functions of 
multiple points could be constructed, Such as averages over 
intervals or more complex Sums or differences between data 
points that are at predetermined distance from a Selected 
prototype data point. Such functions of the intensity values 
of the data Stream could also be used and are expected to 
function equivalently to the Simple abstract illustrated in the 
working examples. 

0041 Those skilled in the art will also appreciate that 
routine experimentation can determine whether abstraction 
by taking the instantaneous slope at arbitrary points could 
also function in the present invention. Accordingly, Such 
routinely available variations of the illustrated working 
examples are within the Scope of the invention. 
0042 C. Pattern Discovery 

0.043 Pattern discovery is achieved by numerous meth 
ods as discussed in the Summary above. However, in a 
preferred embodiment, the pattern discovery comprises a 
diagnostic algorithm and a learning algorithm. Thus, in 
order to practice this embodiment of the invention the 
routine practitioner must develop a diagnostic algorithm by 
employing a learning algorithm. To employ the learning 
algorithm, the routine practitioner uses a training data Set 
and must Select two parameters, the number of dimensions 
and the data cluster size. See U.S. Patent Application titled 
“Heuristic Method of Classification,” (filing date: Jun. 19, 
2001, claiming priority of application Ser. No. 60/212,404, 
filed Jun. 19, 2000). 
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0044) In one embodiment, the learning algorithm can be 
implemented by combining two different types of publicly 
available generic Software, which have been developed by 
others and are well known in the field-agenetic algorithm 
(J. H. Holland, Adaptation in Natural and Artificial Systems, 
MIT Press 1992) that processes a set of logical chromo 
somes' to identify an 
"The term logical chromosome is used in connection with genetic learning 
algorithms because the logical operations of the algorithm are analogous to 
reproduction, selection, recombination and mutation. There is, of course, no 
biological embodiment of a logical optimal logical chromosome that controls 
the abstraction of the data steam and a adaptive self-organizing pattern 
recognition system (see, T. Kohonen, Self Organizing and Associative 
Memory, 8 Series in Information Sciences, Springer Verlag, 1984; Kohonen, 
T. Self-organizing Maps, Springer Verlag, Heidelberg 1997), available from 
Group One Software, Greenbelt, Md., which identifies a set of data clusters 
based on any set of vectors generated by a logical chromosome. Specifically, 
the adaptive pattern recognition software maximizes the number of vectors 
that rest in homogeneous data clusters, i.e., clusters that contain vectors of the 
learning set having only one classification type. 

004.5 The genetic algorithm essentially determines the 
data points which are used to calculate the characteristic 
vector. However, in keeping with the nomenclature of the 
art, the list of the Specific points to be selected is termed a 
logical chromosome. The logical chromosome contains as 
many "genes' as there are dimensions of the characteristic 
vector. Any Set of the appropriate number of data points can 
be a logical chromosome, provided only that no gene of a 
logical chromosome is duplicated. The order of the genes 
has no significance to the invention. 
0046 Genetic algorithms can be used when two condi 
tions are met. Aparticular Solution to a problem must be able 
to be expressed by a set or String of fixed size of discrete 
elements, which elements can be numbers or characters, and 
the Strings can be recombined to yield further Solutions. One 
must also be able to calculate a numerical value of the 
relative merit of each Solution, namely its fitness. Under 
these circumstances, the details of the genetic algorithm are 
unrelated to the problem whose Solution is Sought. Accord 
ingly, for the present invention any generic genetic algo 
rithm Software may be employed. The algorithms PGAPack 
chromosome in DNA or otherwise. The genetic learning algorithms of the 
invention are purely computational devices, and should not be confused with 
schemes for biologically-based information processing. libraries, available 
from Argonne National Laboratory is suitable. The calculation of the fitness 
of any particular logical chromosome is discussed below. 

0047. In the illustrative examples, a training data set of 
about 100 Sample data Streams was used, each Sample data 
Stream containing about 15,000 data points. The genetic 
algorithms were initialized with about 1,500 randomly cho 
Sen logical chromosomes. AS the algorithm progressed, the 
more fit logical chromosomes are duplicated and the leSS fit 
are terminated. There is recombination between logical 
chromosomes and mutation, which occurs by the random 
replacement of an element of a logical chromosome. It is not 
an essential feature of the invention that the initially Selected 
collection of logical chromosome be random. Certain pre 
Screening of the total Set of data Streams to identify those 
data points having the highest variability may be useful, 
although Such techniques may also introduce an unwanted 
initialization bias. The best fitted pattern that survives this 
process is used to discriminate between biological States and 
determine the desired classification. 

004.8 D. The Pattern Recognition Process and Fitness 
Score Generation 

0049. The fitness score of each of the logical chromo 
Somes that are generated by the genetic algorithm is calcu 
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lated. The calculation of the fitness Score requires an optimal 
Set of data clusters be generated for the given logical 
chromosome. Data clusters are simply the Volumes in the 
vector Space in which the characteristic vectors of the 
training data Set rest. The method of generating the optimal 
set of data clusters is not critical to the invention and will be 
considered below. However, whatever method is used to 
generate the data cluster map, the map is constrained by the 
following rules: (i) each data cluster should be located at the 
centroid of the data points that lie within the data cluster; (ii) 
no two data clusters may overlap; and (iii) the dimension of 
each cluster in the normalized vector Space is fixed prior to 
the generation of the map. 

0050 AS stated above, to employ the learning algorithm, 
the routine practitioner must use a learning data Set and 
Select two parameters, the number of dimensions and the 
data cluster size. Both parameters can be set using routine 
experimentation. Although there is no absolute or inherent 
upper limit on the number of dimensions in the vector, the 
learning algorithm itself inherently limits the number of 
dimensions in each implementation. If the number of dimen 
Sions is too low or the size of the cluster is too large, the 
learning algorithm fails to generate any logical chromo 
Somes that correctly classify all Samples into homogeneous 
clusters, and conversely if the number of dimensions can be 
too large. Under this circumstance, the learning algorithm 
generates many logical chromosomes that have the maxi 
mum possible fitness early in the learning process and, 
accordingly, there is only abortive Selection. Similarly, when 
the Size of the data clusters is too Small, the number of 
clusters will be found to approach the number of Samples in 
the training data Set and, again, the routine practitioner will 
find that a large number of logical chromosomes will yield 
the maximum fitness. 

0051. Those skilled in the art understand that a training 
data Set can nearly always be assigned into homogeneous 
data clusters. Thus, the value of the diagnostic algorithm 
generated by a learning algorithm must be tested by its 
ability to Sort a set of data other than the training data Set. 
When a learning algorithm generates a diagnostic algorithm 
that Successfully assigns the training data Set but only poorly 
assigns the test data Set, the training data is said to be 
overfitted by the learning algorithm. Overfitting results 
when the number of dimensions is too large and/or the size 
of the data clusterS is too small. 

0.052 The method used to define the size of the data 
cluster is a part of the invention. The cluster Size is defined 
by the maximum of the equivalent the Euclidean distance 
(root Sum of the Squares) between any two members of the 
data cluster. A data cluster Size that corresponds to a require 
ment of 90% similarity is suitable for the invention when the 
data stream is generated by SELDI-TOF mass spectroscopy 
data. Mathematically, 90% similarity is defined by requiring 
that the distance between any two members of a cluster is 
less than 0.1 of the maximum distance between two points 
in a normalized vector Space. For this calculation, the vector 
Space is normalized So that the range of each Scalar of the 
vectors within the training data set is between 0.0 and 1.0. 
Thus normalized, the maximal possible distance between 
any two vectors in the vector space is then root N, where N 
is the number of dimensions. The Euclidean diameter of 
each cluster is then 0.1 x root (N). 
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0053. The specific normalization of the vector space is 
not a critical feature of the method. The foregoing method 
was Selected for ease of calculation. Alternative normaliza 
tion can be accomplished by Scaling each dimension not to 
the range but So that each dimension has an equal variance. 
0054 Those skilled in the art will frther recognize that 
the data Stream may be converted into logarithmic form if 
the distribution of values within the data stream is log 
normal and not normally distributed. 
0055 Once the optimal set of data clusters for a logical 
chromosome has been generated, the fitness Score for that 
chromosome can be calculated. For the present invention, 
the fitness Score of the chromosome roughly corresponds to 
the number of vectors of the training data Set that rest in 
clusters that are homogeneous, i.e., clusters that contain the 
characteristic vectors from Samples having a Single diagno 
Sis. More precisely, the fitneSS Score is calculated by assign 
ing to each cluster a homogeneity Score, which varies, for 
example, from 0.0 for homogeneous clusters to 0.5 for 
clusters that contain equal numbers of malignant and benign 
Sample vectors. The fitness Score of the chromosome is the 
average fitness Score of the data clusters. Thus, a fitness 
score of 0.0 is the most fit. There is a bias towards logical 
chromosomes that generate more data clusters, in that when 
two logical chromosomes that have equal numbers of errors 
in assigning the data, the chromosome that generates the 
more clusters will have a lower average homogeneity Score 
and thus a better fitness Score. 

0056 Apreferred technique for generating for generating 
data clusters is using the Self-organizing map algorithm as 
developed by Kohonen. (Kohonen, T, Self-organizing maps, 
Springer Verlag, Heidelberg 1997). This type of technique is 
variously termed a “Lead Cluster Map” (“LCM") or an 
“Adaptive Feature Map” can be implemented by generic 
Software that is publicly available. Suitable vendors and 
products include Model 1 from Group One Software (Green 
belt, Md.) and Adaptive Fuzzy Feature Map (American 
Heuristics Corp.). The LCM has significant advantages in 
that it is a) it is a non-linear modeling method; b) the number 
of independent variables is virtually unlimited; and c) com 
pared to other non-linear modeling techniques, the LCM has 
the advantage of being adaptive. It can detect novel patterns 
in the data Stream and track rare patterns. This is particularly 
important in classification of biological States, viz, mutations 
to viruses. 

0057 E. Description and Verification of Specific 
Embodiments 

0058 1. Development of a Diagnostic for Prostatic 
Cancer 

0059. Using the above-described learning algorithm, the 
current invention was employed to develop a diagnostic for 
prostatic cancer using SELDI-TOF mass spectra (MS) of 55 
patient Serum Samples, 30 having biopsy diagnosed prostatic 
cancer and prostatic Serum antigen (PSA) levels greater than 
4.0 ng/ml and 25 normals having PSA levels below 1 ng/ml. 
The MS data was abstracted by selection of 7 molecular 
weight values (2092, 2367, 2582, 3080, 4819, 5439 and 
18,220 Da). The specific molecular weights are not a critical 
parameter of the invention and may varying depending on 
the absorptive Surface. A cluster map that assigned each 
vector in the training data Set to a homogeneous data cluster 
was generated. The cluster map contained 34 clusters, 17 
benign and 17 malignant. 
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0060. The diagnostic algorithm was tested using 231 
Samples that were excluded from the training data Set. Six 
Sets of Samples from patients with various clinical and 
pathological diagnoses were used. The clinical and patho 
logical description and the algorithm results were as follows: 
1) 24 patients with PSA>4 ng/ml and biopsy proven cancer, 
22 map to diseased data clusters, 2 map to no cluster; 2) 6 
normal, all map to healthy clusters; 3) 39 with benign 
hypertrophy (BPH) or prostatitis and PSA <4 ng/ml, 7 map 
to diseased data clusters, none to healthy data clusters and 32 
to no data cluster; 4) 139 with BPH or prostatitis and PSA>4 
and <10 ng/ml, 42 map to diseased data clusters, 2 to healthy 
data clusters and 95 to no data cluster; 5) 19 with BPH or 
prostatitis and PSA>10 ng/ml, 9 map to diseased data 
clusters none to healthy and 10 to no data cluster. A Sixth Set 
of data was developed by taking pre- and post-proStatectomy 
Samples from patients having biopsy proven carcinoma and 
PSA>10 ng/ml. AS expected, each of the 7 pre-Surgical 
Samples was assigned to a diseased data Set. However, none 
of the sample taken 6 weeks post Surgery, at a time when the 
PSA levels had fallen to below 1 ng/ml, were not assignable 
to any data Set. These results are Summarized in Table 1. 
0061. When evaluating the results of the foregoing test, it 
should be recalled that the rate of occult carcinoma in 
patients having PSA of 4-10 ng/ml and benign biopsy 
diagnosis is about 30%. Thus, the finding that between 18% 
and 47% of the patients with elevated PSA, but no tissue 
diagnosis of cancer, is consistent with a highly accurate 
assay that correctly predicts the presence of carcinoma. 
0062) Of greater present interest is the fact that the 
diagnostic algorithm is able to classify a significant fraction 
of the samples in 3), 4) and 5) to a non-cancerous, non 
normal category despite the fact that Such category was not 
presented during training. Indeed, the fact that any Samples 
from this group would necessarily include a Substantial 
number with occult carcinoma carriers argues that BPH or 
prostatitis Samples should not be included in the training 
data Set. 
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0063. 2. Development of a Diagnostic for Ovarian 
Cancer 

0064. The above described methods were employed to 
generate a diagnostic algorithm for ovarian carcinoma again 
using SELDI-TOF MS analysis of patient serum. A training 
Set of 100 Samples was used to construct a cluster Set map. 
The MS data was abstracted by selection of 5 molecular 
weights (531, 681,903, 1108 and 2863 m/e). A cluster map 
consisting of 15 disease clusters and 11 healthy clusters was 
constructed. Of the 50 Samples in the training data Set having 
proven ovarian cancer, 40 were assigned to diseased data 
clusters, leaving 10 false negative, of the 50 Samples from 
normals, 44 were assigned to healthy data clusters leaving 6 
false positives. 

0065. It was observed that for each of the selected 
molecular weights, the range of values of the healthy and 
diseased data clusters overlapped. Indeed, for 4 of the 5 
molecular weights, the range for the diseased encompassed 
the range for the healthy data clusters. Additionally, the 
diagnostic patterns being detected were not caused by tumor 
markers, but rather by contextual diagnostic products. 

0066. The diagnostic algorithm was tested using a further 
100 samples, which were divided into three clinical, patho 
logical groups. The groups and the algorithm results were as 
follows: 1) 50 samples from patients with no disease, 47 
were assigned to healthy data clusters and 3 to disease data 
clusters; 2) 32 patients with ovarian carcinoma Stages II, III 
or IV, all of which were assigned to diseased data clusters, 
and 3) 18 patients with ovarian carcinoma Stage I, all of 
which mapped to diseased data clusters. These results are 
Summarized in Table 2. 

TABLE 1. 

PREDICTED PHENOTYPE 

STUDY SET N CANCER(%) NORMAL(%) OTHER(%) 

Biopsy proven cancer 24 22 (92%) 0 (0%) 2 (8%) 
(PSA > 4 ng/ml) 
Control Men 6 0 (0%) 6 (100%) 0 (0%) 
(PSA > 1 ng/ml) 
Biopsy provenBPH/Prostatitis 39 7 (18%) 0 (0%) 32 (82%) 
(PSA > 4 ng/ml) 
Biopsy provenBPH/Prostatitis 139 42 (30%) 2 (1%) 95 (68%) 
(PSA4 -10 ng/ml) 
Biopsy provenBPH/Prostatitis 19 9 (47%) 0 (0%) 10 (52%) 
(PSA > 10 ng/ml) 
Biopsy proven cancer PRE-SURGERY 7 7 (100%) 0 (0%) 0 (0%) 
(PSA > 10 ng/ml) 
Biopsy proven cancer POST-SURGERY: 7 0 (0%) 0 (0%) 7 (100%) 
(PSA > 1 ng/ml) 

Male subjects entered in screening trial; entrance criteria: >50 years old, asymptomatic. Biopsy 
conducted it PSA > 4 ng/ml or a positive digital rectal exam. Includes 6 patients with PSA > 10 
ng/ml and 18 patients with PSA 4-10 ng/ml. 
30-35% occult cancer expected 
Patient-matched 
"Serum taken at six-week post-surgery follow-up 
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TABLE 2 

Predicted Predicted 
Cohort N Cancer Negative Accuracy 

No Evidence of 50 3 47 94% 
Disease 
Biopsy Proven 32 32 O 100% 
Ovarian Cancer 
Stage II, III, IV 
Biopsy Proven 18 18 O 100% 
Ovarian Cancer 
Stage I 

0067 3. Sensitivity for Early Stage Disease 
0068 A set of randomly chosen sera (50 from the control 
cohort and 50 sera from the disease cohort) within the 
ovarian cancer Study set of 200 specimens was Selected for 
SELDI-TOF mass spectrometry analysis and subsequent 
training of the bioinformatics method. A pattern of mass 
intensities at 5 independent molecular weight regions of 
534, 989, 2111, 2251, and 2465 Da discovered from a 
Starting Set of 15,0005 pattern permutations correctly Seg 
regated 98% (49/50) of the ovarian cancer samples and 94% 
of the controls (47/50) in the training set. The optimal 
proteomic pattern, challenged with 100 SELDI-TOF data 
Streams from diagnosis-blinded cases was able to accurately 
predict the presence of Ovarian cancer in all 50 cancer 
Specimens contained within the 100 unknown test Samples 
(50/50, 95% confidence interval 93% to 100%). This 
included the correct classification of 18/18 Stage I cancers 
(95% confidence interval 82% to 100%) while maintaining 
specificity for the blinded cancer-free samples (47/50, 95% 
confidence interval 84% to 99%, overall p-10' by chi 
Squared test). These results Support the hypothesis that low 
molecular weight proteomic patterns in Sera reflect changes 
in the pathology of tissue within an organ at a distant site. 
Moreover, Such patterns may be sensitive indicators of early 
pathological changes, Since they correctly classified all 18 
Sera from organ-confined Stage I ovarian cancer Specimens. 

0069 4. Specificity, Prediction and Discrimination 
of the Presence of Prostate Cancer and Benign 
Prostate Hypertrophy 

0070 Initially, the current invention was challenged to 
find a pattern of proteins that could discriminate the Sera 
from men with biopsy-proven prostate cancer from Sera 
derived from asymptomatic aged-matched males. The train 
ing Set was comprised of 56 Sera, 31 from asymptomatic 
men with biopsy-proven prostate cancer (PSA>4 ng/ml, avg. 
14.5 ng/ml), and 25 age-matched men with no evidence of 
prostate cancer (PSA-1 ng/ml, avg. 0.3 ng/ml). The 56 sera 
were analyzed by SELDI-TOF. The pattern discovery analy 
sis found a signature pattern of the combined normalized 
intensities of 7 protein peaks (out of 15,000 possible 
permutations) at the specific molecular weights of 2092, 
2367, 2582, 3080, 4819, 5439, and 18220 Da that could 
distinguish all 56 Samples analyzed in the proState Sera 
training Set. 
0071. After training, the optimal proteomic pattern was 
tested with 227 blinded sera samples. The blinded study set 
contained a) 24 Sera from asymptomatic men who had 
Subsequent biopsy-proven cancer, and whose PSA values 
were between 4-10 ng/ml at the time of collection, b) control 
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sera from 6 age-matched males (PSA-1 ng/ml) and c) 197 
Sera from men with biopsy-proven benign prostatic hyper 
trophy or prostatitis (PSA values ranged from 0.4 ng/ml to 
36 ng/ml). 
0072) Using the prostate signature pattern, the data-min 
ing tool was able to accurately predict the presence of 
prostate cancer in the blinded test set (92%, 22/24, 
p<0.000001 compared to patients with BPH), including 
17/18 containing PSA values of 4-10 ng/ml. Importantly 
70% of the patients (137/197) with biopsy proven BPH were 
classified as belonging to a unique (non-normal, non-cancer) 
phenotype. Only 1% of the sera from the BPH-positive 
cohort was categorized as a normal phenotype. When Sera 
from 6 healthy controls were compared to those of the 24 
patients with biopsy proven cancer, 6/6 healthy patients 
were classified correctly, compared to 22/24 patients with 
prostate cancer (p<0.000001). In addition, a statistically 
Significant trend emerged in the relationship between 
increasing PSA levels (normal, BPH with increasing PSA) 
and increasing classification of severity of disease (p=1.4x 
10"). The optimized prostate signatures reverted from a 
cancerous to a non-cancerous (but not normal) phenotype in 
a blinded Set of matched Sera from patients who underwent 
curative prostate resection in 7 of 7 subjects (p=0.016; 95% 
confidence interval 59% to 100%). 

0073 5. Sample Source Preparation and Analysis 

0074) a. Ovarian Cancer 
0075. The anonymized ovarian screening serum study set 
was obtained from the Early Detection Research Network 
(“EDRN”) National Ovarian Cancer Early Detection Pro 
gram according to full Institutional Review Board (“IRB') 
oversight. This Set contained Sera from 200 asymptomatic 
Women, 100 with ovarian cancer at the time of Sample 
collection and 100 control Women at risk for ovarian cancer 
as defined by family history or previous breast cancer 
diagnosis (Table 3). This group of unaffected women had 
been followed and was disease-free for at least five years. 
All Sera were obtained prior to diagnosis and intervention. 
The disease cohort included histology confirmed papillary 
Serous, endometrioid, clear cell, mucinous, adenocarcinoma, 
and mixed Ovarian cancers of all Stages. All Women in the 
disease cohort underwent extensive Surgical exploration and 
formal FIGO staging. 

TABLE 3 

Total Training Unknown 
PANEL SET Patients Subset Test Set DAGNOSIS 

Ovarian Cancer 1OO 50 50 No Evidence of 
Screening Clinic disease: 5 year 

follow-up. 
1OO 50 50 Path Dx: Ovarian 

Cancer 
Prostate Cancer 31 25 6 No evidence of 
Screening Clinic disease: PSA < 1.0 

ng/mL. 
55 31 24 Path DX: Prostate 

Cancer: PSA > 4.0 
ng/mL. 

197 O 197 Path Diagnosis: 
BPH/Prostatitis 

7 O 7 Biopsy proven 
CaCe 

PRE-SURGERY 
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TABLE 3-continued 

Total Training Unknown 
PANEL SET Patients Subset Test Set DAGNOSIS 

7 O 7 Biopsy proven 
CaCe 

Post-SURGERY 

0.076 b. Prostate Cancer 
0077. The anonymized prostate screening serum study 
Set was obtained from a prostate cancer-Screening clinic 
where Samples were obtained under approved informed 
consent (277 samples) (Table 3). An additional 20 anony 
mized specimens were collected at the National Cancer 
Institute under IRB approved informed consent. The Chilean 
trial was initiated in 1996 and lasted for five years. The 
Subject eligibility criteria required asymptomatic men over 
the age of 50 with no previous history of prostate cancer. All 
men provided a Serum Sample and then received a medical 
evaluation and a digital rectal examination. Subsequently, 
men with a Serum PSA>4.0 ng/ml, or Suspicious digital 
rectal examinations were Subjected to a single core needle 
biopsy for pathologic diagnosis. The prostate adenocarcino 
mas represented were of a full spectrum of grades (I-III) and 
Gleason scores (4-9). The 20 sera acquired at the NCI were 
taken from a) 7 men at the time of diagnosis and six weeks 
after prostatectomies for biopsy-proven organ confined proS 
tate cancer and b) 6 normal healthy male volunteers, 
PSA-1.0 ng/ml. All sera were obtained prior to medical 
examination, diagnosis, and treatment. All Sera were col 
lected, spun down, aliquoted and Stored in liquid nitrogen 
until use. Received Sera were thawed once, Separated into 10 
microliter aliquots, and then refrozen in liquid nitrogen until 
SELDI-TOF analysis was performed. 

0078) 5. Proteomic Analysis 
0079 Sera were thawed and used once to generate pro 
tein mass signatures on the Protein Biology System 1 
SELDI-TOF mass spectrometer (Ciphergen Biosystems, 
Freemont, Calif.). External mass calibration was accom 
plished using angiotensin I (amino acid sequence 1-10) and 
bovine cytochrome c (Ciphergen BioSystems, Freemont, 
Calif.) with respective masses of 1296.5 Da and 12230.9Da. 
Protein profiles of all proteins that can bind to the C18 
reverse-phase hydrophobic interaction Surface within the 
1000-20,000 Da mass range were generated. The organic 
acid matrix Surface was C-cyano-4-hydroxy-cinnamic acid 
(CHCA). This matrix is required to co-crystallize with the 
protein mixture for full protein ionization off of the selected 
bait. 

0080 Sample preparation: One microliter of acetonitrile 
(Sigma-Aldrich Co., St. Louis, Mo.) was added to the 
sample spots of the 8-feature C18 hydrophobic interaction 
protein chip (Ciphergen BioSystems, Inc., Freemont, Calif.). 
This chip will bind proteins through hydrophobic interac 
tions that are dependent upon the intrinsic primary amino 
acid Sequences Specific for every protein. The acetonitrile 
application was followed by the addition of 1 til of serum. 
The sample was allowed to air dry on the chip. The chips 
were vigorously washed by Vortexing in deionized water for 
4 minutes and allowed to air dry. Lastly, 0.5 ul of CHCA 
Solution was added. After the matrix Solution dried, an 
additional 0.5 ul of matrix was applied to each Sample and 
allowed to air dry. The C18 chip was chosen because it was 
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found to consistently and reproducibly produce the greatest 
number of different protein and peptide signatures (data not 
shown). SELDI-TOF, like other time-of-flight spectrometric 
techniques, has its best Sensitivity at the low molecular 
weight range (<20,000 Da). Data were recorded and opti 
mized for analysis with the SELDI Protein Biology System 
version 2.0 software (Ciphergen Biosystems, Inc., Palo Alto, 
Calif.). Raw SELDI data, not filtered or scaled in any way, 
were converted to ASCII data files for analysis by the 
data-mining tool. 

0081 6. Detection of Drug Toxicity 

0082 The method of the invention was tested on data 
Streams obtained from biological Samples from rats treated 
with doxorubicin that developed proven cardiotoxicity. Con 
trols were treated with Saline. The biological Samples 
obtained from rats showing cardiotoxicity were classified 
correctly with 100% selectivity and 100% sensitivity and no 
false positives. See Table 4. 

TABLE 4 

Count - Actual Actual 
Score O 1. Total Result 

O 29 29 

1. l 7. 8 

Total Result 3O 7 37 
Sensitivity 100.00% 
Selectivity O.00% 

0083) 7. Detection of Drug Treatment 

0084. Rats were treated with doxorubicin and a cardio 
protectant. Thus, Some animals had toxicity while others did 
not. Table 8 shows that using the method of the invention all 
but one of the treated animals could be correctly identified, 
while only misclassifying 2 control animals. See Table 5. 

TABLE 5 

Count - Actual Actual 
Score O 1. Total Result 

O 15 15 
O1 1O 1. 11 
O.56 2 4 6 
1. 13 13 

Total Result 27 18 45 
G Score = 0.56 Sensitivity 94.44% 

Selectivity 10.53% 

0085 8. Detection of Virus 
0086) Simian Foamy Virus was detected in cell lysates. 
Lysates from infected cells were correctly classified 80% of 
the time (8/10) with no false positives. See Table 6. 

TABLE 6 

Count - Actual Actual 
Score O 1. Total Result 

O 9 9 
0.5 3 2 5 
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TABLE 6-continued 

O.8 6 6 
1. 2 2 

Total Result 12 1O 22 
G Score = 0.8 Sensitivity 80.00% 

Selectivity O.OO% 

0087 9. Use of a Windowing Technique for Ovarian 
Cancer 

0088. Initial reduction to practice was based on a simple 
trial and error Selection of groups of 100 contiguous features 
in the proteomic data Stream. An adaptive pattern recogni 
tion algorithm, the Lead Cluster Map, (LCM) was 
employed. Sampling of the data Stream Started at a different 
point in the data Stream for each run. A run consisted of 
collection of 14-15 collections of 100 features. After a series 
of 25 runs, the best models accurately predicted the correct 
biological state 80% with a false positive rate of approxi 
mately 30%. These results demonstrate the effectiveness of 
using proteomic patterns in the classification of biological 
states. Indeed, models with this level of accuracy would be 
well Suited for batch Screening of potentially therapeutic 
compounds. See Table 7. 

TABLE 7 

Count - Actual Actual 
Score O 1. Total Result 

O 18 3 21 
O.25 1O 1. 11 
O.29 5 6 11 
O.33 5 5 1O 
0.5 6 6 12 
O.67 2 11 13 
1. 4 18 22 

Total Result 50 50 1OO 
Sensitivity (a) 0.33 80% 
Specificity (a) 0.33 29.82% 

0089 10. Detection of Breast Cancer 
0090 Nipple aspirants taken from breast cancer patients 
were analyzed using the process of the invention. The nipple 
aspirants were Subjected to a mass spectral analysis and 
Subjected to a pattern finding method. A Sensitivity of nearly 
92% was observed. See Table 8. 

TABLE 8 

Count - Actual Actual 
Score O 1. Total Result 

O 7 2 9 
0.5 3 3 
O.67 5 5 
1. 6 6 

Total Result 1O 13 23 
Sensitivity (Q. 0.67 91.67% 
Selectivity (a) 0.67 O.OO% 
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1-65. (canceled) 
66. A method of determining whether a biological Sample 

taken from a Subject indicates that the Subject has a disease 
by analyzing a data Stream that is obtained by performing an 
analysis of the biological Sample, wherein the data Stream 
has been abstracted to produce a Sample vector that char 
acterizes the data Stream in a predetermined vector Space 
containing a diagnostic cluster, the diagnostic cluster being 
a disease cluster, and the disease cluster corresponding to the 
presence of the disease, comprising the Steps of: 

determining whether the Sample vector rests within the 
disease cluster; and 

if the Sample vector rests within the disease cluster, 
providing an indication that the Subject has the disease. 

67. The method of claim 66, wherein the data stream is 
data describing an expression of molecules in the biological 
Sample. 

68. The method of claim 67, wherein the molecules are 
proteins. 

69. The method of claim 67, wherein the molecules are 
Selected from the group consisting of proteins, peptides, 
phospholipids, DNA, and RNA. 

70. The method of claim 66, wherein the data stream is 
formed by any high throughput data generation method. 

71. The method of claim 66, wherein the data stream is 
based on data associated with a time of flight mass spectrum. 

72. The method of claim 71, wherein the time of flight 
mass spectrum is generated by Surface-enhanced laser des 
orption time-of-flight mass spectroScopy. 

73. The method of claim 71, wherein the time of flight 
mass spectrum is generated by matrix assisted laser desorp 
tion ionization time of flight. 

74. The method of claim 66, wherein the data stream is 
based on data associated with a spectrum. 

75. The method of claim 66, wherein the data stream is 
based on data associated with a mass spectrum. 

76. The method of claim 66, the vector space contains a 
healthy cluster, the healthy cluster corresponding to an 
absence of the disease, further comprising: 

determining whether the Sample vector rests within the 
healthy cluster, and 

if the sample vector rests within the healthy cluster, 
providing an indication that the Subject does not have 
the disease. 

77. A method of determining whether a biological sample 
taken from a Subject indicates that the Subject does not have 
a disease by analyzing a data Stream that is obtained by 
performing an analysis of the biological Sample, wherein the 
data Stream has been abstracted to produce a Sample vector 
that characterizes the data Stream in a predetermined vector 
Space containing a diagnostic cluster, the diagnostic cluster 
being a healthy cluster, and the healthy cluster correspond 
ing to the absence of the disease, comprising the Steps of: 

determining whether the Sample vector rests within the 
healthy cluster, and 

if the sample vector rests within the healthy cluster, 
providing an indication that the Subject does not have 
the disease. 

78. The method of claim 77, wherein the data stream is 
data describing an expression of molecules in the biological 
Sample. 
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79. The method of claim 78, wherein the molecules are 
proteins. 

80. The method of claim 78, wherein the molecules are 
Selected from the group consisting of proteins, peptides, 
phospholipids, DNA, and RNA. 

81. The method of claim 77, wherein the data stream is 
formed by any high throughput data generation method. 

82. The method of claim 77, wherein the data stream is 
based on data associated with a time of flight mass spectrum. 

83. The method of claim 82, wherein the time of flight 
mass spectrum is generated by Surface-enhanced laser des 
orption time-of-flight mass spectroscopy. 

84. The method of claim 82, wherein the time of flight 
mass spectrum is generated by matrix assisted laser desorp 
tion ionization time of flight. 

85. The method of claim 77, wherein the data stream is 
based on data associated with a spectrum. 

86. The method of claim 77, wherein the data stream is 
based on data associated with a mass spectrum. 

87. The method of claim 77, wherein the vector space 
contains a disease cluster, the disease cluster corresponding 
to the presence of the disease, further comprising: 

determining whether the sample vector rests within the 
disease cluster; and 

if the Sample vector rests within the disease cluster, 
providing an indication that the Subject has the disease. 

88. A method of determining whether a sample is of a first 
State or a Second State by analyzing a data Stream that is 
obtained by performing an analysis of the Sample, compris 
Ing: 

abstracting the data Stream to produce a Sample vector 
that characterizes the data Stream in a predetermined 
vector Space containing a cluster, the cluster being 
asSociated with the first State; 
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determining whether the Sample vector rests within the 
cluster, and 

if the Sample vector rests within the cluster, identifying 
the Sample as being of the first State and displaying the 
result. 

89. The method of claim 88, wherein the sample is a 
biological Sample. 

90. The method of claim 88, wherein the sample is a 
biological Sample taken from a human Subject. 

91. The method of claim 88, wherein the first state is a 
disease State. 

92. The method of claim 88, wherein the data stream is 
data describing an expression of molecules in the Sample. 

93. The method of claim 92, wherein the molecules are 
Selected from the group consisting of proteins, peptides, 
phospholipids, DNA, and RNA. 

94. The method of claim 88, wherein the data stream is 
based on data associated with a time of flight mass spectrum. 

95. The method of claim 88, wherein the data stream is 
based on data associated with a spectrum. 

96. The method of claim 88, wherein the data stream is 
based on data associated with a mass spectrum. 

97. The method of claim 88, wherein the cluster is a first 
cluster, the Vector Space contains a Second cluster, the 
Second cluster is associated with the Second State, further 
comprising: 

determining whether the Sample vector rests within the 
Second cluster; and 

if the Sample vector rests within the Second cluster, 
identifying the Sample as being of the Second State and 
displaying the result. 

k k k k k 


