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METHODS AND SYSTEMS FOR DETECTING DEVIATION OF A PROCESS
VARIABLE FROM EXPECTED VALUES

CROSS-REFERENCES TO RELATED APPLICATIONS

[0001] This application is related to the following commonly-owned, co—pending patent
application: U.S. Patent Application No. 11/492,460 entitled “METHODS AND SYSTEMS
FOR DETECTING DEVIATION OF A PROCESS VARIABLE FROM EXPECTED
VALUES,” filed on the same day as the present application. The above-referenced patent

application is hereby incorporated by reference herein, in its entirety.
Technical Field

[0002] This disclosure relates generally to process control systems and, more particularly,

to systems for monitoring and/or modeling processes.
Description of the Related Art

[0003] Process control systems, such as distributed or scalable process control systems like
those used in chemical, petroleum or other processes, typically include one or more process
controllers communicatively coupled to each other, to at least one host or operator
workstation and to one or more field devices via analog, digital or combined analog/digital
buses. The field devices, which may be, for example valves, valve positioners, switches and
transmitters {e.g., temperature, pressure and flow rate sensors), perform functions within the
process such as opening or closing valves and measuring process parameters. The process
controller receives signals indicative of process measurements made by the field devices
and/or other of information pertaining to the field devices, uses this information to implement
a control routine and then generates control signals which are sent over the buses to the field
devices to control the operation of the process. Information from the field devices and the
controller is typically made available to one or more applications executed by the operator
workstation to enable an operator to perform any desired function with respect to the process,

such as viewing the current state of the process, modifying the operation of the process, etc.

[0004] In the past, conventional field devices were used to send and receive analog (e.g., 4
to 20 milliamps) signals to and from the process controller via an analog bus or analog lines.
These 4 to 20 mA signals were limited in nature in that they were indicative of measurements

made by the device or of control signals generated by the controller required to control the
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operation of the device. However, in the past decade or so, smart field devices including a
microprocessor and a memory have become prevalent in the process control industry. In
addition to performing a primary function within the process, smart field devices store data
pertaining to the device, communicate with the controller and/or other devices in a digital or
combined digital and analog format, and perform secondary tasks such as self calibration,
identification, diagnostics, etc. A number of standard and open smart device communication
protocols such as the HART®, PROFIBUS®, WORLDFIP®, Device Net®, and CAN
protocols, have been developed to enable smart field devices made by different
manufacturers to be used together within the same process control network. Moreover, the
all digital, two wire bus protocol promulgated by the Fieldbus Foundation, known as the
FOUNDATION™ Fieldbus (hereinafter "Fieldbus") protocol uses function blocks located in
different field devices to perform control operations previously performed within a
centralized controller. In this case, the Fieldbus field devices are capable of storing and
executing one or more function blocks, each of which receives inputs from and/or provides
outputs to other function blocks (either within the same device or within different devices),
and performs some process control operation, such as measuring or detecting a process
parameter, controlling a device or performing a control operation, like implementing a
proportional-integral-derivative (PID) control routine. The different function blocks within a
process control system are configured to communicate with each other (e.g., over a bus) to
form one or more process control loops, the individual operations of which are spread

throughout the process and are, thus, decentralized.

[0005]  Information from the field devices and the process controllers is typically made
available to one or more other hardware devices such as operator workstations, maintenance
workstations, personal computers, handheld devices, data historians, report generators,
centralized databases, etc., to enable an operator or a maintenance person to perform desired
functions with respect to the process such as, for example, changing settings of the process
control routine, modifying the operation of the control modules within the process controllers
or the smart field devices, viewing the current state of the process or of particular devices
within the process plant, viewing alarms generated by field devices and process controllers,
simulating the operation of the process for the purpose of training personnel or testing the
process control software, diagnosing problems or hardware faitures within the process plant,

etc.
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[0006] While a typical process plant has many process control and instrumentation devices
such as valves, transmitters, sensors, etc. connected to one or more process controllers, there
are many other supporting devices that are also necessary for or related to process operation.
These additional devices include, for example, power supply equipment, power generation
and distribution equipment, rotating equipment such as turbines, motors, etc., which are
located at numerous places in a typical plant. While this additional equipment does not
necessarily create or use process variables and, in many instances, is not controlled or even
coupled to a process controller for the purpose of affecting the process operation, this
equipment is nevertheless important to, and ultimately necessary for proper operation of the

Process.

[0007] As is known, problems frequently arise within a process plant environment,
especially a process plant having a large number of field devices and supporting equipment.
These problems may take the form of broken or malfunctioning devices, logic elements, such
as software routines, being in improper modes, process control loops being improperly tuned,
one or more failures in communications between devices within the process plant, etc. These
and other problems, while numerous in nature, generally result in the process operating in an
abnormal state (i.e., the process plant being in an abnormal sitnation) which is usually
associated with suboptimal performance of the process plant. Many diagnostic tools and
applications have been developed to detect and determine the cause of problems within a
process plant and to assist an operator or a maintenance person to diagnose and correct the
problems, once the problems have occurred and been detected. For example, operator
workstations, which are typically connected to the process controllers through
communication connections such as a direct or wireless bus, Ethernet, modem, phone line,
and the like, have processors and memories that are adapted to run software or firmware,
such as the DeltaV™ and Ovation control systems, sold by Emerson Process Management
which includes numerous control module and control loop diagnostic tools. Likewise,
maintenance workstations, which may be connected to the process control devices, such as
field devices, via the same communication connections as the controller applications, or via
different communication connections, such as OPC connections, handheld connections, etc.,
typically include one or more applications designed to view maintenance alarms and alerts
generated by field devices within the process plant, to test devices within the process plant

and to perform maintenance activities on the field devices and other devices within the
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process plant. Similar diagnostic applications have been developed to diagnose problems

within the supporting equipment within the process plant.

[0008] Thus, for example, the AMS™ Suite: Intelligent Device Manager application (at
least partially disclosed in U.S. Patent Number 5,960,214 entitled “Integrated
Communication Network for use in a Field Device Management System”) sold by Emerson
Process Management, enables communication with and stores data pertaining to field devices
to ascertain and track the operating state of the field devices. In some instances, the AMS™
application may be used to communicate with a field device to change parameters within the
field device, to cause the field device to run applications on itself such as, for example, self-
calibration routines or self-diagnostic routines, to obtain information about the status or
health of the field device, etc. This information may include, for example, status information
(e.g., whether an alarm or other similar event has occurred), device configuration information
(e.g., the manner in which the field device is currently or may be configured and the type of
measuring units used by the field device), device parameters (e.g., the field device range
values and other parameters), etc. Of course, this information may be used by a maintenance

person to monitor, maintain, and/or diagnose problems with field devices.

[0009]  Similarly, many process plants include equipment monitoring and diagnostic
applications such as, for example, RBMware provided by CSI Systems, or any other known
applications used to monitor, diagnose, and optimize the operating state of various rotating
equipment. Maintenance personnel usually use these applications to maintain and oversee
the performance of rotating equipment in the plant, to determine problems with the rotating
equipment, and to determine when and if the rotating equipment must be repaired or replaced.
Similarly, many process plants include power control and diagnostic applications such as
those provided by, for example, the Licbert and ASCO companies, to control and maintain
the power generation and distribution equipment. It is also known to run control optimization
applications such as, for example, real-time optimizers (RTO+), within a process plant to
optimize the control activities of the process plant. Such optimization applications typically
use complex algorithms and/or models of the process plant to predict how inputs may be
changed to optimize operation of the process plant with respect to some desired optimization

variable such as, for example, profit.

[0010] These and other diagnostic and optimization applications are typically implemented

on a system-wide basis in one or more of the operator or maintenance workstations, and may
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provide preconfigured displays to the operator or maintenance personnel regarding the
operating state of the process plant, or the devices and equipment within the process plant.
Typical displays include alarming displays that receive alarms generated by the process
controllers or other devices within the process plant, control displays indicating the operating
state of the process controllers and other devices within the process plant, maintenance
displays indicating the operating state of the devices within the process plant, etc. Likewise,
these and other diagnostic applications may enable an operator or a maintenance person to
retune a control loop or to reset other control parameters, to run a test on one or more field
devices to determine the current status of those ficld devices, to calibrate field devices or
other equipment, or to perform other problem detection and correction activities on devices

and equipment within the process plant.

[0011] While these various applications and tools are very helpful in identifying and
correcting problems within a process plant, these diagnostic applications are generally
configured to be used only after a problem has already occurred within a process plant and,
therefore, after an abnormal situation already exists within the plant. Unfortunately, an
abnormal situation may exist for some time before it is detected, identified and corrected
using these tools, resulting in the suboptimal performance of the process plant for the period
of time during which the problem is detected, identified and corrected. In many cases, a
control operator will first detect that some problem exists based on alarms, alerts or poor
performance of the process plant. The operator will then notify the maintenance personnel of
the potential problem. The maintenance personnel may or may not detect an actual problem
and may need further prompting before actually running tests or other diagnostic
applications, or performing other activities needed to identify the actual problem. Once the
problem 1s identified, the maintenance personnel may need to order parts and schedule a
maintenance procedure, all of which may result in a significant period of time between the
occurrence of a problem and the correction of that problem, during which time the process
plant runs in an abnormal situation generally associated with the sub-optimal operation of the

plant.

[0012] Additionally, many process plants can experience an abnormal situation which
results in significant costs or damage within the plant in a relatively short amount of time.
For example, some abnormal situations can cause significant damage to equipment, the loss
of raw materials, or significant unexpected downtime within the process plant if these

abnormal situations exist for even a short amount of time. Thus, merely detecting a problem
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within the plant after the problem has occurred, no matter how quickly the problem is
corrected, may still result in significant loss or damage within the process plant. As a result,
it 1s desirable to try to prevent abnormal situations from arising in the first place, instead of
simply trying to react to and correct problems within the process plant after an abnormal

situation arises.

[0013] One technique that may be used to collect data that enables a user to predict the
occurrence of certain abnormal situations within a process plant before these abnormal
situations actually arise, with the purpose of taking steps to prevent the predicted abnormal
situation before any significant loss within the process plant takes place. This procedure is
disclosed in U.S. Patent Application Serial No. 09/972,078, entitled "Root Cause
Diagnostics" (based in part on U.S. Patent Application Serial No. 08/623,569, now U.S.
Patent No. 6,017,143). The entire disclosures of both of these applications are hereby
incorporated by reference herein. Generally speaking, this technique places statistical data
collection and processing blocks or statistical processing monitoring (SPM) blocks, in each of
anumber of devices, such as field devices, within a process plant. The statistical data
collection and processing blocks collect, for example, process variable data and determine
certain statistical measures associated with the collected data, such as a mean, a median, a
standard deviation, etc. These statistical measures may then be sent to a user and analyzed to
recognize patterns suggesting the future occurrence of a known abnormal situation. Once a
particular suspected future abnormal situation is detected, steps may be taken to correct the

underlying problem, thereby avoiding the abnormal situation in the first place.

{0014]  Other techniques have been developed to monitor and detect problems in a process
plant. One such technique is referred to as Statistical Process Control (SPC). SPC has been
used to monitor variables, such as quality variables, associated with a process and flag an
operator when the quality variable is detected to have moved from its “statistical” norm.
With SPC, a small sample of a variable, such as a key quality variable, is used to generate
statistical data for the small sample. The statistical data for the small sample is then
compared to statistical data corresponding to a much larger sample of the variable. The
variable may be generated by a laboratory or analyzer, or retrieved from a data historian.
SPC alarms are generated when the small sample’s average or standard deviation deviates
from the large sample's average or standard deviation, respectively, by some predetermined

amount. An intent of SPC is to avoid making process adjustments based on normal statistical
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variation of the small samples. Charts of the average or standard deviation of the small

samples may be displayed to the operator on a console separate from a control console.

[0015]  Another technique analyzes multiple variables and is referred to as multivariable
statistical process control (MSPC). This technique uses algorithms such as principal
component analysis (PCA) and projections to latent structures (PLS) which analyze historical
data to create a statistical model of the process. In particular, samples of variables
corresponding to normal operation and samples of variables corresponding to abnormal
operation are analyzed to generate a model to determine when an alarm should be generated.
Once the model has been defined, variables corresponding to a current process may be
provided to the model, which may generate an alarm if the variables indicate an abnormal

operation.

[0016] With model-based performance monitoring system techniques, a model is utilized,
such as a correlation-based model or a first-principles model, that relates process inputs to
process outputs. The model may be calibrated to the actual plant operation by adjusting
internal tuning constants or bias terms. The model can be used to predict when the process is
moving into an abnormal region and alert the operator to take action. An alarm may be
generated when there is a significant deviation in actual versus predicted behavior or when
there is a big change in a calculated efficiency parameter. Model-based performance
monitoring systems typically cover as small as a single unit operation (e.g. a pump, a
compressor, a heater, a column, etc.) or a combination of operations that make up a process

unit (e.g. crude unit, fluid catalytic cracking unit (FCCU), reformer, etc.)
Summary of the Disclosure

[0017] Example methods and systems are disclosed that may facilitate detecting abnormal
operation in a process plant. Generally speaking, values of a process variable are analyzed to
determine whether they significantly deviate from expected values. If there is a significant
deviation, an indicator may be generated. A significant deviation may indicate abnormal
operation. The process variable may be, for example, a measured process variable or a signal
generated by processing a measured variable. For example, the process variable could be a
mean signal or some other statistical signal generated by processing a measured process
variable. As another example, the process variable could be a signal generated by filtering a
measured process variable. The expected values could comprise one or more nominal values

of the process variable, an output of a model of the process variable, etc.
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[0018] In one aspect, example methods and systems are disclosed in which a process
vartable is analyzed to determine whether a number of values are increasingly deviating from
expected values. If it is determined that the number of values are increasingly deviating from
the expected values, an indicator of significant deviation may be generated. In one example
implementation, a difference signal may be generated based on the process variable and the
output of a model. The difference signal may be analyzed to detect whether a first number of
values of the difference signal are greater than zero and are consecutively increasing.
Additionally or alternatively, the difference signal may be analyzed to detect whether a
second number of values of the difference signal are less than zero and are consecutively

decreasing,

[0019] In another aspect, example methods and systems are disclosed in which a process
variable is analyzed to determine whether it is cycling with respect to expected values. If it is
determined that the process variable is cycling with respect to the expected values, an
indicator of significant deviation may be generated. In one example implementation, the

expected values may be generated by a model.

[0020] In yet another aspect, example methods and systems are disclosed in which a
process variable may be processed to generate a processed signal. Based on the processed
signal, it may be determined whether the process is in a normal state, one or more abnormal
states, or an indeterminate state. Ifit is determined that the process is in an abnormal state,

an indicator of a significant deviation may be generated.

Brief Description of the Drawings

[0021] Fig. 1 is a block diagram of an example process plant having a distributed control
and maimtenance network including one or more operator and maintenance workstations,

controllers, field devices and supporting equipment;

[0022] Tig. 2 1s a block diagram of a portion of the process plant of Fig. 1, illustrating
communication interconnections between various components of an abnormal situation

prevention system located within different elements of the process plant;

[0023] Fig. 3 is a block diagram of an example abnormal operation detection {AOD)
system that may determine whether a process variable significantly deviates from a predicted

value;
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[0024] Fig. 4 is a flow diagram of an example method for detecting a trend that values of a

process variable are moving away from corresponding predicted values;

[0025] Fig. 5 is a flow diagram of another example method for detecting a trend that

values of a process variable are moving away from coiresponding predicted values;

[0026] Fig. 61is a flow diagram of an example method for detecting cycling of a process

variable;
[0027] Fig. 7 is a block diagram of an example cycling detection system;

[0028] Fig. 8 is a block diagram of an example threshold system that may determine
whether a process variable significantly deviates from a predicted value based on one or more

thresholds;

[0029] Fig. 9 is a flow diagram of an example method for determining whether a process

variable significantly deviates from a predicted value;

[0030] Fig. 10 is a block diagram of an example system for determining whether a process

variable significantly deviates from a predicted value;

[0031] Fig. 11 is a flow diagram of another example method for determining whether a

process variable significantly deviates, in a positive direction, from a predicted value;

[0032] Fig. 12 1s ablock diagram of yet another example AOD system implemented on a

Fieldbus segment of a process plant;

[0033] Fig. 13 is a depiction of an interface device connected within a further process plant

to facilitate implementation of one or more AOD systems; and

[0034] Fig. 14 is a depiction of an interface device connected within still another process

plant to facilitate implementation of one or more AOD systems.

Detailed Description

[0035] Referring now to Fig. I, an example process plant 10 in which an abnormal
situation prevention system may be implemented includes a number of control and
maintenance systems interconnected together with supporting equipment via one or more
communication networks. In particular, the process plant 10 of Fig. 1 includes one or more

process control systems 12 and 14. The process control system 12 may be a traditional
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process confrol system such as a PROVOX or RS3 system or any other control system which
includes an operator interface 12A coupled to a controller 12B and to input/output (/O) cards
12C which, in turn, are coupled to various field devices such as analog and Highway
Addressable Remote Transmitter (HART) field devices 15. The process control system 14,
which may be a distributed process control system, includes one or more operator interfaces
14A coupled to one or more distributed controllers 14B via a bus, such as an Ethernet bus.
The controllers 14B may be, for example, DeltaV'™ controllers sold by Emerson Process
Management of Austin, Texas or any other desired type of controllers. The controllers 14B
are connected via [/O devices to one or more field devices 16, such as for example, HART or
Fieldbus field devices or any other smart or non-smart field devices including, for example,
those that use any of the PROFIBUS®, WORLDFIP®, Device-Net®, AS-Interface and CAN
protocols. As is known, the field devices 16 may provide analog or digital information to the
controllers 14B related to process variables as well as to other device information. The
operator interfaces 14A may store and execute tools 17, 19 available to the process control
operator for controlling the operation of the process including, for example, control

optimizers, diagnostic experts, neural networks, tuners, etc.

[0036]  Still further, maintenance systems, such as computers executing the AMS™ Suite:
Intelligent Device Manager application or any other device monitoring and communication
applications may be connected to the process control systems 12 and 14 or to the individual
devices therein to perform maintenance and monitoring activities. For example, a
maintenance computer 18 may be connected to the controller 12B and/or to the devices 15
via any desired communication lines or networks (including wireless or handheld device
networks) to communicate with and, in some instances, reconfigure or perform other
maintenance activities on the devices 15. Similarly, maintenance applications such as the
AMS application may be installed in and executed by one or more of the user interfaces 14A
associated with the distributed process control system 14 to perform maintenance and

monitoring functions, including data collection related to the operating status of the devices

16.

[0037] The process plant 10 also includes various rotating equipment 20, such as turbines,
motors, etc. which are connected to a maintenance computer 22 via some permanent or
temporary communication link (such as a bus, a wireless communication system or hand held
devices which are connected to the equipment 20 to take readings and are then removed).

The maintenance computer 22 may store and execute known monitoring and diagnostic

-10 -
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applications 23 provided by, for example, CSI (an Emerson Process Management Company)
or other any other known applications used to diagnose, monitor and optimize the operating
state of the rotating equipment 20. Maintenance personnel usually use the applications 23 to
maintain and oversee the performance of rotating equipment 20 in the plant 10, to determine
problems with the rotating equipment 20 and to determine when and if the rotating equipment
20 must be repaired or replaced. In some cases, outside consultants or service organizations
may temporarily acquire or measure data pertaining to the equipment 20 and use this data to
perform analyses for the equipment 20 to detect problems, poor performance or other issues
effecting the equipment 20. In these cases, the computers running the analyses may not be
connected to the rest of the system 10 via any communication line or may be connected only

temporarily.

[0038] Similarly, a power generation and distribution systemn 24 having power generating
and distribution equipment 25 associated with the plant 10 is connected via, for example, a
bus, to another computer 26 which runs and oversees the operation of the power generating
and distribution equipment 25 within the plant 10. The computer 26 may execute known
power control and diagnostics applications 27 such a as those provided by, for example,
Liebert and ASCO or other companies to control and maintain the power generation and
distribution equipment 25. Again, in many cases, outside consultants or service organizations
may use service applications that temporarily acquire or measure data pertaining to the
equipment 25 and use this data to perform analyses for the equipment 25 to detect problems,
poor performance or other issues effecting the equipment 25. In these cases, the computers
(such as the computer 26) running the analyses may not be connected to the rest of the system

10 via any communication line or may be connected only temporarily.

[0039] Asiliustrated in Fig. 1, a computer system 30 implements at least a portion of an
abnormal situation prevention system 35, and in particular, the computer system 30 stores
and implements a configuration application 38 and, optionally, an abnormal operation
detection system 42, which will be described in more detail below. Additionally, the

computer system 30 may implement an alert/alarm application 43.

[0040] Generally speaking, the abnormal situation prevention system 35 may communicate
with abnormal operation detection systems (not shown in Fig. 1) optionally located in the
field devices 15, 16, the controllers 12B, 14B, the rotating equipment 20 or its supporting

computer 22, the power generation equipment 25 or its supporting computer 26, and any

-11 -
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other desired devices and equipment within the process plant 10, and/or the abnormal
operation detection system 42 in the computer system 30, to configure each of these
abnormal operation detection systems and to receive information regarding the operation of
the devices or subsystems that they are monitoring. The abnormal situation prevention
system 35 may be communicatively connected via a hardwired bus 45 to each of at least
some of the computers or devices within the plant 10 or, alternatively, may be connected via
any other desired communication connection including, for example, wireless connections,
dedicated connections which use OPC, intermittent connections, such as ones which rely on
handheld devices to collect data, etc. Likewise, the abnormal situation prevention system 35
may obtain data pertaining to the field devices and equipment within the process plant 10 via
a LAN or a public connection, such as the Internet, a telephone connection, etc. (illustrated in
Fig. 1 as an Internet connection 46) with such data being collected by, for example, a third
party service provider. Further, the abnormal situation prevention system 35 may be
communicatively coupled to computers/devices in the plant 10 via a variety of techniques
and/or protocols including, for example, Ethernet, Modbus, HTML, XML, proprietary
techniques/protocols, etc. Thus, although particular examples using OPC to
commumcatively couple the abnormal situation prevention system 35 to computers/devices in
the plant 10 are described herein, one of ordinary skill in the art will recognize that a variety
of other methods of coupling the abnormal situation prevention system 35 to

computers/devices in the plant 10 can be used as well.

[0041] Fig. 2 illustrates a portion 50 of the example process plant 10 of Fig. 1 for the
purpose of describing one manner in which the abnormal situation prevention system 35
and/or the alert/alarm application 43 may communicate with various devices in the portion 50
of the example process plant 10. While Fig. 2 illustrates communications between the
abnormal situation prevention system 35 and one or more abnormal operation detection
systems within HART and Fieldbus field devices, it will be understood that similar
communications can occur between the abnormal situation prevention system 35 and other
devices and equipment within the process plant 10, including any of the devices and

equipment illustrated in Fig. 1.

{0042] The portion 50 of the process plant 10 illustrated in Fig. 2 includes a distributed
process control system 54 having one or more process controllers 60 connected to one or
more field devices 64 and 66 via input/output (I/O) cards or devices 68 and 70, which may be

any desired types of I/O devices conforming to any desired communication or controller

-2 -
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protocol. The field devices 64 are illustrated as HART field devices and the field devices 66
are illustrated as Fieldbus field devices, although these field devices could use any other
desired communication protocols. Additionally, each of the field devices 64 and 66 may be
any type of device such as, for example, a sensor, a valve, a transmitter, a positioner, etc., and
may conform to any desired open, proprietary or other communication or programming
protocol, it being understood that the /O devices 68 and 70 must be compatible with the
desired protocol used by the field devices 64 and 66.

[0043] In any event, one or more user interfaces or computers 72 and 74 (which may be
any types of personal computers, workstations, etc.) accessible by plant personnel such as
configuration engineers, process control operators, maintenance personnel, plant managers,
supervisors, etc. are coupled to the process controllers 60 via a communication line or bus 76
which may be implemented using any desired hardwired or wireless communication
structure, and using any desired or suitable communication protocol such as, for example, an
Ethemnet protocol. In addition, a database 78 may be connected to the communication bus 76
to operate as a data historian that collects and stores configuration information as well as on-
line process variable data, parameter data, status data, and other data associated with the
process controllers 60 and field devices 64 and 66 within the process plant 10. Thus, the
database 78 may operate as a configuration database to store the current configuration,
including process configuration modules, as well as control configuration information for the
process control system 54 as downloaded to and stored within the process controllers 60 and
the field devices 64 and 66. Likewise, the database 78 may store historical abnormal
situation prevention data, including statistical data collected by the field devices 64 and 66
within the process plant 10, statistical data determined from process variables collected by the

field devices 64 and 606, and other types of data that will be described below.

[0044] While the process controllers 60, I/O devices 68 and 70, and field devices 64 and
66 are typically located down within and distributed throughout the sometimes harsh plant

environment, the workstations 72 and 74, and the database 78 are usually located in control
rooms, maintenance rooms or other less harsh environments easily accessible by operators,

maintenance personnel, etc.

[0045]  Generally speaking, the process controllers 60 store and execute one or more
controller applications that implement control strategies using a number of different,

independently executed, control modules or blocks. The control modules may each be made
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up of what are commonly referred to as function blocks, wherein each function block is a part
or a subroutine of an overall control routine and operates in conjunction with other function
blocks (via communications called links) to implement process control loops within the
process plant 10. As is well known, function blocks, which may be objects in an object-
oriented programming protocol, typically perform one of an input function, such as that
associated with a transmitter, a sensor or other process parameter measurement device, a
control function, such as that associated with a control routine that performs PID, fuzzy logic,
etc. control, or an output function, which controls the operation of some device, such as a
valve, to perform some physical function within the process plant 10. Of course, hybrid and
other types of complex function blocks exist, such as model predictive controllers (MPCs),
optimizers, etc. It is to be understood that while the Fieldbus protocol and the DeltaVT™
system protocol use control modules and function blocks designed and implemented in an
object-oriented programming protocol, the control modules may be designed using any
desired control programming scheme including, for example, sequential function blocks,
ladder logic, etc., and are not limited to being designed using function blocks or any other

particular programming technique.

[0046] Asillustrated in Fig. 2, the maintenance workstation 74 includes a processor 74A, a
memory 748 and a display device 74C. The memory 74B stores the abnormal situation
prevention application 35 and the alert/alarm application 43 discussed with respect to Fig. 1
n a manner that these applications can be implemented on the processor 74A to provide

information to a user via the display 74C (or any other display device, such as a printer).

[0047]  Each of one or more of the field devices 64 and 66 may include a memory (not
shown) for storing routines such as routines for implementing statistical data collection
pertaining to one or more process variables sensed by sensing device and/or routines for
abnormal operation detection, which will be described below. Each of one or more of the
field devices 64 and 66 may also include a processor (not shown) that executes routines such
as routines for implementing statistical data collection and/or routines for abnormal operation
detection. Statistical data collection and/or abnormal operation detection need not be
implemented by software. Rather, one of ordinary skill in the art will recognize that such
systems may be implemented by any combination of software, firmware, and/or hardware

within one or more field devices and/or other devices.
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[0048] Asshown in Fig. 2, some (and potentially ail) of the field devices 64 and 66 include
abnormal operation detection blocks 80 and 82, which will be described in more detail below.
While the blocks 80 and 82 of Fig. 2 are illustrated as being located in one of the devices 64
and in one of the devices 66, these or similar blocks could be located in any number of the
field devices 64 and 66, could be located in other devices, such as the controller 60, the /O
devices 68, 70 or any of the devices illustrated in Fig. 1. Additionally, the blocks 80 and 82
could be in any subset of the devices 64 and 66.

[0049]  Generally speaking, the blocks 80 and 82 or sub-elements of these blocks, collect
data, such a process variable data, from the device in which they are located and/or from
other devices. Additionally, the blocks 80 and 82 or sub-elements of these blocks may
process the variable data and perform an analysis on the data for any number of reasons. For
example, the block 80, which is illustrated as being associated with a valve, may have a stuck
valve detection routine which analyzes the valve process variable data to determine if the
valve 1s in a stuck condition. In addition, the block 80 may include a set of one or more
statistical process monitoring (SPM) blocks or units such as blocks SPM1 - SPM4 which may
collect process variable or other data within the valve and perform one or more statistical
calculations on the collected data to determine, for example, a mean, a median, a standard
deviation, a root-mean-square (RMS), a rate of change, a range, a minimum, a maximum, etc.
of the collected data and/or to detect events such as drift, bias, noise, spikes, etc., in the
collected data. The specific statistical data generated, nor the method in which it is generated
is not critical. Thus, different types of statistical data can be generated in addition to, or
instead of, the specific types described above. Additionally, a variety of techniques,
mcluding known techniques, can be used to generate such data. The term statistical process
monitoring (SPM) block is used herein to describe functionality that performs statistical
process monitoring on at least one process variable or other process parameter, and may be
performed by any desired software, firmware or hardware within the device or even outside
of a device for which data is collected. It will be understood that, because the SPMs are
generally located in the devices where the device data is collected, the SPMs can acquire
quantitatively more and qualitatively more accurate process variable data. As a result, the
SPM blocks are generally capable of determining better statistical calculations with respect to
the collected process variable data than a block located outside of the device in which the

process variable data is collected.
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[0050] It is to be understood that although the blocks 80 and 82 are shown to include SPM
blocks in Fig. 2, the SPM blocks may instead be stand-alone blocks separate from the blocks
80 and 82, and may be located in the same device as the corresponding block 80 or 82 or may
be in a different device. The SPM blocks discussed herein may comprise known Foundation
Fieldbus SPM blocks, or SPM blocks that have different or additional capabilities as
compared with known Foundation Fieldbus SPM blocks. The term statistical process
monitoring {SPM) block is used herein to refer to any type of block or element that collects
data, such as process variable data, and performs some statistical processing on this data to
determine a statistical measure, such as a mean, a standard deviation, etc. As a result, this
term 1s intended to cover software, firmware, hardware and/or other elements that perform
this function, whether these elements are in the form of function blocks, or other types of
blocks, programs, routines or elements and whether or not these elements conform to the
Foundation Fieldbus protocol, or some other protocol, such as Profibus, HART, CAN, etc.
protocol. If desired, the underlying operation of blocks 50 may be performed or implemented
at least partially as described in U.S. Patent No. 6,017,143, which is hereby incorporated by

reference herein.

[0051] It is to be understood that although the blocks 80 and 82 are shown to include SPM
blocks m Fig. 2, SPM blocks are not required of the blocks 80 and 82. For example,
abnormal operation detection routines of the blocks 80 and 82 could operate using process
variable data not processed by an SPM block. As another example, the blocks 80 and 82
could each receive and operate on data provided by one or more SPM block located in other
devices. As yet another example, the process variable data could be processed in a manner
that 1s not provided by many typical SPM blocks. As just one example, the process variable
data could be filtered by a finite impulse response (FIR) or infinite impulse response (IIR)
filter such as a bandpass filter or some other type of filter. As another example, the process
variable data could be trimmed so that it remained in a particular range. Of course, known

SPM blocks could be modified to provide such different or additional processing capabilities.

[0052] The block 82 of Fig. 2, which is illustrated as being associated with a transmitter,
may have a plugged line detection unit that analyzes the process variable data collected by
the transmitter to determine if a line within the plant is plugged. In addition, the block 82
may includes one or more SPM blocks or units such as blocks SPM1 - SPM4 which may
collect process variable or other data within the transmitter and perform one or more

statistical calculations on the collected data to determine, for example, a mean, a median, a
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standard deviation, etc. of the collected data. While the blocks 80 and 82 are illustrated as
including four SPM blocks each, the blocks 80 and 82 could have any other number of SPM

blocks therein for collecting and determining statistical data.

[0053] Overview of an Abnormal Operation Detection (AOD) System

[0054] Fig. 3 is a block diagram of example abnormal operation detection (AOD) system
100 that could be utilized in the abnormal operation detection blocks 80 and 82 of Fig. 2.
The AOD system 100 may include a model 112 and a deviation detector 116. Generally, the
model 112 generates a predicted value Yp of a first process variable Y. The model 112 may
comprise any of a variety of models suitable for use in a process plant such as a regression
model, a high fidelity model, a neural network, a fuzzy logic-based model, etc. The model
112 may generate the predicted value Yp based on a second process variable X and zero or
more additional process variables (not shown in Fig. 3). In one particular implementation,
the model 112 may comprise a model as described in U.S. Patent Application No.
11/492,467, entitled “METHOD AND SYSTEM FOR DETECTING ABNORMAL
OPERATION IN A PROCESS PLANT,” filed on the same day as the present application,
which is hereby incorporated by reference herein in its entirety. For example, the model 112
may comprise a model including multiple regression models corresponding to different

regions of operation.

[0055]  Generally, the deviation detector 116 receives the first process variable Y and the
predicted value Yo, and determines whether the first process variable Y significantly deviates
from the predicted value Yp using a technique such as one of more of the techniques to be
described below. If the deviation detector 116 determines that the first process variable Y
significantly deviates from the predicted value Yp, it may generate an indicator of significant
deviation. The indicator of significant deviation may also be an indicator of abnormal

operation.

[0056] Each of the first process variable Y, the sccond process variable X, and any other
additional process variable that may be utilized by the AOD system 100 may be, for example,
a process variable, a process variable that has been processed in some way, an output of an
SPM block, etc. For instance, a process variable utilized by the AOD system 100 could be a
measured process signal such as an output of a transmitter or some other field device. As
another example, a process variable utilized by the AOD system 100 could be a measured

process signal that has been filtered by a high pass filter, a low pass filter, a bandpass filter,
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etc. As yet another example, a process variable utilized by the AOD system 100 could be a
measured process signal that has been trimmed to cap values of the signal to a maximum
and/or minimum value. In still another example, a process variable utilized by the AOD
system 100 could be an output of an SPM block, such as a mean signal, a standard deviation
signal, etc. As a further example, a process variable utilized by the AOD system 100 could
be some combination of the examples above. For instance, a process variable could be a
mean signal or a standard deviation signal generated from a measured process signal that was
filtered and/or trimmed. As still a further example, the process variable could be some

mathematical combination of a plurality of process variables.

[0057] The AOD system 100 could be implemented wholly or partially in a field device.
As just one example, the model 112 could be implemented in a field device 66 and the
deviation detector 116 could be implemented in the controller 60 or some other device, such
as a different field device. As another example, the model 112 could be implemented in the
controller 60 and the deviation detector 116 could be implemented in a field device 66. As
yet another example, the AOD system 100 could be implemented in a controller or in a field
device interface module (e.g., the Rosemount 3420 device), or by both the controller and the
field device interface module. In one particular implementation, the AOD system 100 could
be implemented as a function block, such as a function block to be used in system that
implements a Fieldbus protocol. Such a function block may or may not include one or more
SPM blocks. In another implementation, the model 112 and the deviation detector 116 could

be implemented as separate function blocks.

[0058] The AOD system 100 may be in communication with the abnormal situation
prevention system 35 (Figs. 1 and 2). For example, the AOD system 100 may be in
communication with the configuration application 38 to permit a user to configure the AOD
system 100. For instance, the model 112 and the deviation detector 116 may have user

configurable parameters that may be modified via the configuration application 38.

[0059] Additionally, the AOD system 100 may provide information to the abnormal
situation prevention system 35 and/or other systems in the process plant. For example,
deviation indicators generated by the deviation detector 116 could be provided to the
abnormal situation prevention system 35 and/or the alert/alarm application 43 to notify an
operator of the abnormal condition. As just one example, deviation indicators generated by

the deviation detector 116 may include alerts or alarms that may be sent to the alert/alarm

- 18 -



WO 2008/014284 PCT/US2007/074259

application 43. As yet another example, the AOD system 100 may provide Y and/or Yp
values to the abnormal situation prevention system 35 so that an operator can view the values,

for instarice, when a deviation has been detected.

[0060] Although the predicted value Y5 is generated by a model in the example AOD
system 100 of Fig. 3, in other implementations, the model may be omitted. For example, the
predicted value Yp could be a value such as a desired value (e.g., a desired level in a reactor,
a desired temperature, a desired pressure, etc.), a nominal vahlie (e.g., a mean value calculated

while the process is known or thought to be in a steady state), etc.

[0061] Detecting a Significant Deviation

[0062] Various example techniques that may be utilized by the deviation detector 116 to
detect whether the first process variable Y significantly deviates from the predicted value Yp

will now be described.

{0063] One example technique that may be utilized by the deviation detector 116 includes
detecting a trend that the first process variable Y is moving away from the predicted value
Yp. Such a trend may indicate, for example, a deterioration or wear of equipment,
deterioration of a control technique, etc., and may indicate an abnormal situation is has

occurred, is occurring, or will likely oceur.

[0064] Fig. 4 is a flow diagram of an example method for detecting a trend that the first
process vartable Y 1s moving away from the predicted value Yp. At ablock 154, values of
the first process variable Y and corresponding values of the predicted value Yp may be
received. At ablock 158, corresponding difference values may be generated. For example,
for each received value of Y, a corresponding value of the predicted value Yp may be used to

generate a value Yp- Y, or avalue Y - Yp.

[6065] Atablock 162, it may be determined whether a number A of consecutive
difference values is greater than 0 and is increasing. For instance, it may be determined
whether Zy > Zy) > Zyo > ... > Zy ay > 0, where Zy is a difference value corresponding to the
k™ value of Y. Generally, the value of A may be a positive integer greater than 2, and an
appropriate value may depend on the particular implementation and the particular process
variable being monitored. For instance, a relatively small number A may be appropriate for
some Implementations and/or process variables, while a much larger value of A may be more

appropriate for other implementations and/or process variables. If at the block 162 it is
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determined that the A consecutive difference values are greater than 0 and are increasing, an

indicator of a significant deviation may be generated at a block 166.

[0066] At ablock 170, it may be determined whether a number B of consecutive difference
values 1s less than 9 and is decreasing. For instance, it may be determined whether 7, < Zs,
<Zga <... <Zgpa <0. If at the block 170 it is determined that the B consecutive difference
values are less than 0 and are decreasing, an indicator of a significant deviation may be
generated at a block 174. Similar to the number A, the value of B may be a positive integer
greater than 2, and an appropriate value may depend on the particular implementation and the
particular process variable being monitored. Typically, the number B may be the same as the
number A, but may also be different. The values of A and/or B may be configured using the
configuration application 38 (Figs. 1, 2), for example. If A is to be the same as B, then both

A and B can be configured by configuring only one of A or B, for example.

[0067] The indicators generated at the blocks 166 and 174 may optionaily include an
indicator of the direction of the trend. For example, the indicator generated at the block 166
may indicate a positive trend in the difference values, and the indicator generated at the block

166 may indicate a negative trend in the difference values.

[0068] One of ordinary skill in the art will recognize variations in the flow of Fig. 4. As
Just one example, at the block 162, instead of determining whether the difference values are
greater than zero, it may be determined if the difference values are greater than some first
non-zero threshold. Similarly, at the block 170, instead of determining whether the
difference values are less than zero, it may be determined if the difference values are less
than some second non-zero threshold. In one implementation, the first non-zero threshold
and the second non-zero threshold may have the same magnitude, but in other

implementations, the magnitudes may be different.

[0069]  Fig. 5 is a flow diagram of another specific example of a variation of the method
150 of Fig. 4. In a method 180, after receiving values of the first process variable Y and
corresponding values of the predicted value Yp at the block 154, corresponding absolute
difference values may be generated at a block 184. For example, for each received vaiue of
Y, an absolute value of the difference between Y and a corresponding value of the predicted

value Yp may be generated.

[0070] At ablock 188, it may be determined whether a number A of consecutive absolute

difference values is mereasing. For instance, it may be determined whether Zy. > Zy.; > Zyo >
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.-+ > Ly, Where Zy is an absolute difference value (e.g., an absolute value of a difference
between Y and a corresponding Yp) corresponding to the k™ value of Y. The value of A may
be selected as described above with respect to Fig. 4. If at the block 188 it is determined that
the A consecutive absolute difference values are increasing, an indicator of a significant

deviation may be generated at a block 192.

[0071]  In yet another implementation, it may be determined whether, within a set of A
difference values Zy.1, Zy.2, Zx.3, ..., Zi-a-1, Some subset of B difference values, where B < A,
are increasing, increasing beyond some threshold, decreasing, decreasing beyond some
threshold, etc. For example, it may be determined whether there is some subset of difference
values Zyi, Zya, Zy3, ..., Zxg, Where k1 >k2 > k3 > ... > kB, and where Ziq > Zio > Zi3 > ... >
Zys. In still another implementation, a trend may be detected by analyzing rate of change
(ROC) information, first derivative information, second derivative information, etc. For
instance, if a particular number of consecutive ROC values, or if at least a minimum number
of ROC values in a set of ROC values were above some threshold, this may indicate a
positive trend. As another example, a line could be fit to a certain number of difference

values, and its slope could be analyzed to determine if it exceeds some threshold.

[0072]  Additionally, different techniques such as the techniques described above could be
combined. For example, determining whether there is a trend could comprise determining if
there are certain number of consecutively increasing values, and also determining whether the
slope of a line that best fits the values exceeds a threshold. As another example, it may be
determined within a set of A difference values there is some subset of B difference values
Zx1, Zia, Zia, .., Zyp, where B < A, where k1 > k2 > k3> ... > kB, where Zy; > Ziz > Zj3 >
... > Zyg; 1n addition, a trend may be indicated if at least some of the ROC values
corresponding to these difference values exceed some threshold. One of ordinary skill in the

art will recognize many other variations.

[0073] Detecting Cycling

[0074]  Another example technique that may be utilized by the deviation detector 116
includes detecting a cycling of the first process variable Y about the predicted value Yp.
Such cycling may indicate, for example, temperature changes or other recurring changes in
the environment, differences between operators and/or operator techniques, regular rotation
of machines, a poorly tuned control loop, etc., and may indicate an abnormal situation has

occurred, is occurring, or will likely occur. In some applications, if the first process variable
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Y is cycling about the predicted value Yp, but the magnituﬁe of the difference between Y and

Yp is not relatively large, Y may nevertheless be considered as significantly deviating from
Yp.

[0075] Fig. 6 is a flow diagram of an example method 200 for detecting cycling. Ata
block 204, values of the first process variable Y and corresponding values of the predicted
value Yp may be received. At a block 208, corresponding difference values may be
generated. For example, for each received value of Y, a corresponding value of the predicted

value Yp may be used to generate a value Yp - Y, or a value Y - Yp.

[0076] At ablock 212, estimates of the power spectral density (PSD) of the difference
values may be generated. Any number of techniques, including known techniques, may be
used to generate the estimates of PSD. For example, nonparametric estimators such as
periodogram estimators, Blackman-Tukey estimators, minimum variance estimators, etc.,
may be utilized. As another example, parametric estimators such as those based on time
series models may be utilized. As yet another example, a plurality of band-pass filters tuned

to respective frequencies could be utilized.

[0077] Then, at a block 216, it may be determined whether any peaks in the estimated PSD
exceed a threshold. The threshold may be chosen in a variety of ways. For example, the
threshold may be based on an average PSD of the difference signal. For instance, the
threshold could be chosen to be some percentage of the average PSD. The threshold
percentage could be selected based on the particular application. As another example, the
threshold may be based on the magnitude of the PSD at one or more other frequencies and/or
one or more other peaks. For instance, the threshold could be chosen to be some percentage
of the next highest peak, some percentage of the lowest peak, etc. Additionally, the threshold
could be chosen based on a maximum PSD value. In determining whether any peaks exceed
a threshold, the PSD at zero frequency (and optionally other frequencies near zero) may be
ignored and/or the difference values (e.g., Yp - Y or Y - Yp) may be processed to remove a
DC component prior to generating the PSD estimates. Other factors optionally may be
utilized to determine whether any peaks exist in the estimated PSD. As just one example, the
peaks first may be identified based on analyzing the widths of potential peaks. For instance,
a feature in the PSD that is spread relatively widely over several frequencies may not be
considered a peak. Parameters, such as thresholds, for detecting whether peaks exist in the

estimated PSD, may be configurable using the configuration application 38, for example.
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[0078] The deviation detector 116 may comprise a cycling detection system that
implements the method 200 of Fig. 6 or some other cycling detection method. Fig. 7 is a
block diagram of an example cycling detection system 240 that the deviation detector 116
may include. The cycling detection system 240 may comprise a difference generator 244, a
frequency domain analyzer 248, and a peak detector 252. The difference generator 244 may
receive the first process variable Y and the predicted value Yp and generate a difference
signal (e.g., Y — Yy). Referring to Fig. 6, the difference generator 244 may implement the
blocks 204 and 208, for example.

[0079] The difference signal may be provided to the frequency domain analyzer 248,
which generates a plurality of signals indicative of the spectral content of the difference
signal at different frequencies. The signals generated by the frequency domain analyzer 248
may be provided to a peak detector 252. The peak detector 252 generally may operate to
detect energy peaks and to determine if one or more of any detected peaks exceeds a
threshold. Additionally, the peak detector 252 may, if it determines that one or more peaks
have exceeded the threshold, generate an indicator of a significant deviation. Referring to

Fig. 6, the peak detector 252 may implement the blocks 216 and 220, for example.

[0080] In one implementation, the frequency domain analyzer 248 may comprise a power
spectral density (PSD) generator that generates a plurality of PSD estimates corresponding to
different frequencies. The plurality of PSD estimates may or may not include a PSD estimate
corresponding to frequency zero. Optionally, the PSD estimate generator may generate
additional information as well such as an average PSD. The PSD estimate generator may
comprise any of a variety of PSD estimators, including known PSD estimators such as those
described with respect to Fig. 6. Referring to Fig. 6, the PSD estimate generator 248 may

implement the block 212, for example.

[0081] In this implementation, the plurality of PSD estimates, and optionally other
mnformation generated by the PSD estimate generator 248 such as the average PSD, may be
provided to a peak detector 252. The peak detector 252 generally may operate to detect PSD

peaks and to determine if one or more of any detected peaks exceeds a threshold.

[0082] The PSD generator may be implemented using a variety of techniques. Optionally,
the frequency domain analyzer 248 may comprise a Fourier transform generator such as a fast
Fourier transform (FFT) generator. The frequency domain analyzer 248 could also comprise

an envelope generator that smoothes the generated Fourier transform or that fits a spectral
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envelope to the Fourier transform using any of a variety of techniques, such as known
techniques like linear predictive coding, cepstrum, discrete cepstrum, utilizing a non-linear

frequency scale, etc.

[0083] In yet another implementation, the frequency domain analyzer 248 may comprise a

plurality of bandpass filters tuned to different frequencies.

[0084] Many variations to the example cycling detection system 240 will become apparent
to those of ordinary skill in the art. As just one example, a signal processing device may be
utilized between the difference generator 244 and the frequency domain analyzer 248, the
signal processing device configured to remove or reduce a DC component from the
difference signal. Such a signal processing device could comprise, for instance, a subtractor

that subtracts a mean value from the difference signal, a high pass filter, etc.

[0085]  Statistical-Based Thresholds

[0086] Yet another example technique that may be utilized by the deviation detector 116
includes comparing the first process variable Y to the predicted value Yp and to one or more
thresholds generated based on statistical data computed by one or more SPM blocks. As
described previously, SPM blocks may generate statistical information regarding process
variables analyzed by the SPM blocks. Such statistical information may comprise, for
example, means, standard deviations, variances, rates of change, range, etc., and such
statistical information may be used to generate thresholds. Additionally, SPM blocks may
store nominal values of statistical data. Such nominal values may be computed by the SPM
blocks (1.e., during a normal operation of the process), programmed into the SPM blocks
during manufacture and/or during operation of the process, etc. Of course, some block or
device different from the SPM block could receive statistical data from the SPM block,
generate nominal values of the statistical data, and then store the nominal value in a block or
device different from the SPM block. Utilizing thresholds generated based on statistical data
received from an SPM block may optionally eliminate the need for thresholds to be set by an

operator, thus reducing the amount of operator configuration needed to use the system.,

[0087]  As just one example, a standard deviation ¢ may be used to generate one or more
thresholds. For instance, one or more of the following thresholds could be generated: o
above a predicted value, ¢ below the predicted value, 2¢ above the predicted value, 26 below
the predicted value, 3¢ above the predicted value, 3¢ below the predicted value, etc. In some

implementations, the standard deviation ¢ may be received from a SPM block that monitors

-24 -



WO 2008/014284 PCT/US2007/074259

the first process variable Y, for example. The standard deviation ¢ received from the SPM
block could be a nominal standard deviation stored in the SPM block or in another block or
device. In other implementations (e.g., in implementations in which a standard deviation ¢ of
a first process variable is known to vary based on the first process variable and/or at least a
second process variable), the standard deviation ¢ generated by the SPM block could be used
to train a model of the standard deviation 6. As just one specific example, the model could
mode] the standard deviation o of the first process variable as a function of the mean of the
first process variable or the mean of a second process variable. Such a model may comprise
any of a variety of models suitable for use in a process plant such as a regression model, a
high fidelity model, a neural network, a fuzzy logic-based model, etc. In one particular
implementation, a model may be utilized such as described in U.S. Patent Application No.
11/492,467, entitled “METHOD AND SYSTEM FOR DETECTING ABNORMAL
OPERATION IN A PROCESS PLLANT,” filed on same day as the present application. For
example, the model may include multiple regression models corresponding to different

regions of operation.

[0088] Fig. 8 is a block diagram of an example threshold system 260 that the deviation
detector 116 (Fig. 3) may include. The threshold system 260 may comprise a threshold
generator 264 and a comparator 268. The threshold generator 264 may receive one or more
statistics of the first process variable, and generate one or more thresholds based on the
received statistics. As just one specific example, the threshold generator 264 may receive a
standard deviation o and may generate one or more of the following thresholds: a +o
threshold, a -o threshold, a +2¢ threshold, a -2¢ threshold, a +3¢ threshold, a -3¢ threshold,
etc. As described above, the one or more statistics may be received from an SPM block or a

model, for example.

[0089] Insome implementations, the threshold generator 264 may be omitted. For
example, if only a +o threshold is desired, a received standard deviation ¢ may be used as the

threshold.

[0090] The comparator 268 receives the thresholds generated by the threshold generator
264, and also receives the first process variable Y and the predicted value Yp. Generally, the
comparator 268 determines whether values of Y fall within one or more regions defined by
the predicted value Yp and the thresholds received from the threshold generator 264. More

specifically, for a given threshold +M, the comparator 268 determines whether values of Y
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fall within the region Y > Yp + M. As another specific example, if +3¢ and -3c thresholds
are utilized, the comparator 268 may determine whether values of Y fall within the region

Y > Yp + 30, and whether values of Y fall within the region Y < Yp - 36. As another
example, the comparator 268 may determine whether values of Y fall within a region Y > Y5,

and may determiner whether values of Y fall within a region Y < Yp.

[0091] The comparator 268 may also determine whether a particular number of
consecutive values of Y fall within a region defined by the predicted value Yp and the
thresholds received from the threshold generator 264. As a specific example, if +2¢ 26
thresholds are utilized, the comparator 268 may determine whether a number A of
consecutive values of Y fall within the region Y > Yp + 20, and whether a number B of
consecutive values of Y fall within the region Y <Yp - 26. The number A may be the same
as the number B, or the numbers A and B may be different. Optionally, the numbers A
and/or B may be configurable. For example, an operator may be able to configure the
numbers A and B separately, or the operator may be able to configure the number A, but the

number B 1s constrained to equal the number B.

[0092]  As just one example, a standard deviation ¢ may be used to generate one or more
thresholds. For instance, one or more of the following thresholds could be generated: +o, -o,
+20, -20, +30, -30, etc. In one specific example, the following thresholds are generated: +o,
-0, 26, 20, 36, -36. In another specific example, the following thresholds are generated:
+o, -0, +20, -20. In yet another specific example, the following thresholds are generated: +o,
-G, 130, -30. In yet another specific example, the following thresholds are generated: +20,
-26, +30, -30. In still other specific examples, +o and —c are generated, +26 and -2 are

generated, or +30 and -3¢ are generated.

[0093] In the example in which one or more of +o, -5, +20, -20, +30, -30, etc., thresholds
are generated, the comparator 268 may also determine whether values of Y fall within one or
more of the following regions: Y >Yp, Y<Yp, Y>Yp+6, Y<Yp-6,Y>Yp+26, Y <Yy
-20,Y > Yp+306, Y <Yp-30, etc. In this example, the comparator 268 may further
determine whether certain consecutive numbers of values of Y fall within the one or more
regions. As a specific example, the comparator 268 may determine whether a number C of
consecutive values fall within the region Y > Yp, and whether C consecutive values fall
within the region Y < Yp. As another example, the comparator 268 may determine whether a

number D of consecutive values fall within the region Y > Yp + o, and whether D
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consecutive values fall within the region Y < Yp - 6. Similarly, the comparator 268 may
determine whether a number E of consecutive values fall within the region Y > Yp + 26, and
whether E consecutive values fall within the region Y < Yp - 26. Also, the comparator 268
may determine whether a number F of consecutive values fall within the region Y > Yp + 30,
and whether F consecutive values fall within the region Y < Yp - 3¢. Table 1 provides
example values of the numbers C, D, E and F that may be utilized. Of course different values
could also be used. For example, the number C could be chosen as something other than 8,
suchas 5,6,7,9,10, 11, 12, etc. Similarly, values of D, E, and F other than those in Table 1

could be utilized.

Table 1
Number | Ex. | Ex. | Ex. | Ex. | Ex. | Ex. | Ex. | Ex. | Ex. | Ex. | Ex. | Ex
I 2 3 4 5 6 7 8 9 (10|11 ] 12
C 8 8 8 8 8 3 8 8 8 8 8 8
D 3 4 5 4 5 4 5 5 6 7 5 6
B 2 2 2 3 3 3 3 4 4 4 4 5
F 1 1 1 1 1 2 2 2 2 2 3 3

[0094]  Generally, selection of appropriate numbers may depend on the specific
implementation, the specific process being monitored, etc., and the numbers typically will be
chosen so that C>D > E > F. Further, different numbers for positive and negative thresholds
could be used. As just one example, the comparator 268 may determine whether 2 number
D1 of consecutive values fall within the region Y > Yp + &, and whether a number D2
consecutive values fall within the region Y <Yy - &, where D1 and D2 could be different

numbers.

[0095] In one variation, the comparator 268 may determine whether C consecutive values
fall within the region Y > Yp, Y < Yp, whether D consecutive values fall within the region Y
>Yp+o0,Y <Yp - o, whether E consecutive values fall within the region Y > Yp+ 20, Y <

Y - 26, and whether F consecutive values fall within the region Y > Yp + 30, Y < Yp - 30.

[0096] If the comparator 268 determines that one or more consecutive values of Y fall
within a particular region, it may then generate an indicator of a significant deviation. For
instance, in the example in which the comparator 268 determines whether E consecutive
values of Y fall within the region Y > Yp + 20, and if it determines that E consecutive values
of Y fall within the region Y > Yp + 20, then the comparator 268 may generate an indicator

of a significant deviation. As another example, if the comparator 268 is configured to
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determine whether F consecutive values of Y fall within the region ¥ <Yp - 30, and if it
determines that F consecutive values of Y fall within the region Y < Yp - 30, then the

comparator 268 may generate an indicator of a significant deviation.

[0097]  To configure a system such as the system 260, an operator may be permitted to
select regions and respective numbers of consecutive values of the first process variable Y
that must fall within that region in order to indicate a significant deviation. One way in
which the operator may select regions is to permit the operator to select statistical-based
thresholds. In one particular example, the operator is permitted to select a plurality of pairs
of values [my, my], [my, nz], [m3, n3], [my, n4], ..., where my, mo, ms, ..., are real numbers
indicative of statistical-based thresholds and ny, nz, n3, ..., are integers specifying
corresponding consecutive numbers of values of Y in the corresponding regions that indicate
a significant deviation. For instance, the operator may select m; =3 and n; = 1 to indicate
thresholds of +3¢ and -30, and to indicate that only one value of Y need exceed the threshold
m order to generate a significant deviation indicator. In other words, selecting m; =3 and 4
= 1 would configure the system 260 to generate a significant deviation indicator if one or
more values of Y fall m the region Y < Yp - 36 or in the region Y > Yp + 3¢. Alternatively,
the selection of m; = 3 and n; = I may indicate a threshold of +3o, and indicate that only one
value of Y need exceed the threshold in order to generate a significant deviation indicator. In
other words, selecting m; = 3 and n; = 1 would configure the system 260 to generate a
significant deviation indicator if one or more values of Y fall in the region Y > Yp + 36. In
this implementation, the operator would need to select m; = -3 and n; = 1 to configure the
system 260 to generate a significant deviation indicator if one or more values of Y fall in the

region Y <Yp - 30.

[0098] As another example, if the operator selects a value of m| = 0 and n; = 8, this could
configure the system 260 to generate a significant deviation indicator if eight consecutive
values of Y fall in the region Y < Y or if cight consecutive values of Y fall in the region Y >
Yp. As still another example, the operator may select m; = 2.5 and ny = 2 to indicate
thresholds of +2.5¢ and -2.50, and to indicate that two consecutive values of Y need must
exceed the threshold in order to generate a significant deviation indicator. In other words,
selecting m; = 2.5 and n; = 2 would configure the system 260 to generate a significant
deviation indicator if two consecutive values of Y fall in the region Y < Yp — 2.56 or if two
consecutive values fall in the region Y > Yp ++ 2.56. Alternatively, the selection of m; = 2.5

and n; = 2 may indicate a threshold of +2.5¢, and indicate that only two consecutive values of
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Y must exceed the threshold in order to generate a significant deviation indicator. In other
words, selecting m; = 2.5 and n; = 2 would configure the system 260 to generate a significant
deviation mdicator if two consecutive values of Y fall in the region Y > Yp + 2.56. In this
implementation, the operator would need to select m; = -2.5 and n; =2 to configure the
system 260 to generate a significant deviation indicator if two consecutive values of Y fall in

the region Y < Yp —2.50.

[0099]  As yet another example, if the operator would like to select the thresholds -3¢ and
+30, with only one value in each region to cause generation of a significant deviation, the
thresholds -2¢ and +2c, with two consecutive values exceeding Yp + 26 or two consecutive
values less than Yp - 20 needed to cause generation of a significant deviation, the thresholds
~-¢ and +o, with four consecutive values exceeding Yp + o or four consecutive values less
than Y - ¢ needed to cause generation of a significant deviation, and eight consecutive
values exceeding Yp or eight consecutive values less than Yp needed to cause generation of a
significant deviation, the operator could select the following: [m; =3, n; = 1],

[my =2, ny=2],[m3 =1, n3 =4], and [my = 0, ny = 8].

[0100] In at least some of the examples described above, the system 260 may generate a
stgnificant deviation indicator if a specified number of consecutive values fall within a
region. In other implementations, the system 260 may generate a significant deviation
indicator if each value of a specified number of consecutive values falls within one of a
plurality of regions. As just one example, the system 260 may generate a significant
deviation indicator if each value of N consecutive values of Y fall in either of the regions Y <

Yp-2c0r Y > Yp+ 20, where N is some positive integer.

[0101] Although the above-described examples involved standard deviation-based
thresholds and regions, the thresholds/regions could be based on other statistics such as mean,
variance, range, etc. Additionally, the type of statistics used could be configurable by the
operator. The statistic to be used could selected for each region/threshold, for a pair of

regions/thresholds (e.g., Y <Yp-3c and Y > Yp + 30), or for all of the regions/thresholds.

[0102]  Although the above-described examples involved determining whether a
consecutive number of values fall within a region, other implementations may determine
whether some nuniber of values, which may be non-consecutive, fall within the region. For

example, it may be determined whether at least a first number of values, out of a second
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number of consecutive values, are within the region, where the second number is greater than

the f{irst number.

[0103] Parameters, such as the pairs of values [my, n,], [mg, n2], [m3, n3], [ms, n4], utilized

by the system 260 may be configurable using the configuration application 38, for example.

[0104] Sequential Testing

[0105]  Still another example technique that may be utilized by the deviation detector 116
(Fig. 3) generally includes making determinations that that the process is in one of several
states. The several states may include a normal state, at least one abnormal state, and at Ieast
one indeterminate state. Fig. 9 is a flow diagram of an example method 300 for determining
whether a process variable Y significantly deviates, in a positive direction, from a predicted
value Yp. A similar method can be utilized to determine whether Y significantly deviates, in
a negative direction, from Yp. Also, the method 300 can be modified to determine whether Y

significantly deviates, in either direction, from Yp.

[0106] Generally speaking, the flow 300 may be implemented for each value of Y that is
received by the deviation detector 116. The flow may begin at a block 304, at which one or
more variables that are to be used in the method 300 may be initialized. At a block 308, a
value of Y and a value of Yp may be received. Then, at a block 312, a difference value may

be generated. For example, a value Yp— Y or a value Y — Yp may be generated.

[0107] At ablock 316, the difference value may be processed to facilitate a determination
of whether the process is in a normal state or an abnormal state. For instance, the difference
value may be mathematically combined with zero, one or more previously processed
difference values. A specific example of a technique for processing the difference value will
be described subsequently. At a block 320, the processed difference value may be analyzed
to determine whether the process is in a normal state, an abnormal state, or an indeterminate
state. This may comprise comparing the processed difference value to one or more

thresholds. Examples of thresholds that may be utilized will be described subsequently.

[0108] At ablock 324, if it is determined that the process is in a normal state, the flow may
proceed back to the block 304. Otherwise the flow may proceed to a block 328. If the flow
proceeds back to the block 304, a variable that stores information related to previously

processed difference values may be cleared, for example.
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[0109] At the block 328, if it is determined that the process is in an abnormal state, the
flow may proceed to a block 332. Otherwise, if it 1s determined that the process is in an
indeterminate state, the flow may proceed back to the block 308 to receive the next Y and Yp
values. At the block 332, an mdicator of an abnormal condition may be generated.
Alternatively, an indicator of an abnormal condition may be generated if it is determined that
the process is in an abnormal state some particular number of consecutive times. As yet
another example, the indicator may be generated if it is determined that the process is in an

abnormal state some particular number of times during some particular length of time.

[0110] Fig. 10 is a block diagram of one example system 350 that may be utilized to
implement the method 300 of Fig. 9, and will be describe with reference to Fig. 9. Of course,
other systems could also implement the method 300. Similarly, the system 350 may
1mplemented other methods besides the method 300. The deviation detector 116 (Fig. 3) may
include the system 350.

[0111]  The system 350 may include a difference generator 354, a difference processor 358,
and a comparator 362. The difference generator 354 may receive the first process variable Y
and the predicted value Yp and generate a difference signal (e.g., Y — Yp). Referring to Fig.
6, the difference generator 354 may implement the blocks 308 and 312, for example.

[0112]  The difference signal may be provided to the difference processor 358. The
difference processor 358 generally processes the difference values to facilitate a
determination of whether the process is in a normal state or an abnormal state. For instance,
the difference processor 358 may mathematically combine a current difference value with
zero, one or more previously processed difference values. Additionally, the difference
processor 358 may receive a signal from the comparator 362 that indicates whether one or
more variables utilized by the difference processor 358 should be cleared. The difference

processor 358 may implement the blocks 304 and 316, for example.

[0113] The comparator 362 receives the processed difference values from the difference
processor 358, analyzes the processed difference values, and determines whether the process
is in a normal state, an abnormal state, or an indeterminate state. This may comprise
comparing the processed difference value to one or more thresholds. Examples of thresholds
that may be utilized with be described subsequently. For example, a received processed
difference value may be analyzed to determine whether it is less than a threshold A or if it is

greater than a threshold B. If it is less than the threshold A, this may indicate that the process
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is in a normal state. If the received processed difference value is less than the threshold A,
the comparator 362 may signal the difference processor 358 to clear the one or more

variables it utilizes,

[0114]  If the comparator 362 determines that the received processed difference value is
greater than the threshold B, this may indicate that the process is in an abnormal state. Thus,
the comparator 362 may generate a significant deviation indicator. Additionally, the
comparator 362 may signal the difference processor 358 to clear the one or more variables it

utilizes.

[0115]  If the comparator 362 determines that the received processed difference value is
greater than or equal to the threshold A and is less than or equal to the threshold B, this may

indicate that the process is in an indeterminate state.
[0116] The comparator 362 may implement the blocks 320, 324, 328 and 332.

[0117] Fig. 11 1s a flow diagram of an example method 400 that may be utilized to
implement the method 300 of Fig. 9. Generally speaking, the flow 400 may be implemented
for each value of Y that 1s received by the deviation detector 116. The flow may begin at a
block 404, at which a variable Aoy p may be initialized to zero. At a block 408, a value of Y
and a value of Yp may be received. Then, at a block 412, a difference value Z may be

generated. For example, avalue Z=Yp~ Y or Z =Y — Yp may be generated.

[0118] At ablock 416, the difference value generated at the block 412 is processed to

generate a value Angw according to the equation:

& g
Ayew = Aowp "'O__]z(z _ZIJ (Equ. 1)

where o is a variance of Z and 8, is a parameter that will be described in more detail

subsequently.

[0119] The variance ¢’ can be determined ahead of time by, for example, calculating it
based on a plurality of values of Y and Yp. For example, if a plurality of values Y;,

for1=1 to n, are used to train a model of Y, the variance of Z can be calculated as:

i

o= (Equ. 2)
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where Yp; is the predicted value, generated by the model, of Y;. As another example, a
plurality of values Y, and Yp,, fori=1 to n, could be collected during a time period in which

the process 1s known or thought to be stable.

[0120] In other implementations (e.g., in implementations in which a variance o of a first

process variable Y is known to vary based on the first process variable Y and/or at least a

second process variable X), the variance o could be modeled as a function of Y or a second

process variable X, for example. As just one specific example, a model could model the

variance ¢’ of Z as a function of the mean of the first process variable Y or the mean of a
second process variable X. Such a model may comprise any of a variety of models suitable
for use in a process plant such as a regression model, a high fidelity model, a neural network,
a fuzzy logic-based model, etc. In one particular implementation, a model may be utilized
such as described in U.S. Patent Application No. 11/492,467, entitled “METHOD AND
SYSTEM FOR DETECTING ABNORMAL OPERATION IN A PROCESS PLANT,” filed
on the same day as the present application. For example, the model may include multiple

regression models corresponding to different regions of operation.

[0121] With regard to the‘parameter 8, , generally, as this parameter is made larger, the
method becomes less sensitive. Thus, if the parameter &, is made larger, the method will
generally take longer to detect that a problem is likely to occur, is occurring, will occur, etc.,
but the method will also be less susceptible to false alarms. Similarly, as the parameter 6, is

made smaller, it may take less time to detect that a problem is likely to occur, is occurring,

will occur, ete., but the method will also likely be more susceptible to false alarms.

[0122] The parameter £, can be selected in a variety of ways. For example, an operator
could choose a suitable value. Also, the parameter &, could be based on the predicted value
Yp. For example, it could be selected as some percentage of Yp, such as 1% of Yp, 2% of Yp,
3% of Yp, 4% of Yp, 5% of Yp, etc. Additionally, the value of the parameter 8, could be
based on statistics of Z. For example, the value of the parameter &, could be based on a
mean of Z, a standard deviation of Z, a variance of Z, a range of Z, etc. As a specific
example, the value of the parameter &, could be selected Co, where C is some real number.

In this example, the equation 1 can be rewritten as:

C Co Cz ?
Ay =N + ?[Z _”"2—] =App T+ ? _7 (Equ. 3)
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Suitable values of C may depend on the particular implementation and/or the particular

process being monitored. Possible values of C may include 3 or 6, for example.

[0123] Referring again to Fig. 11, at a block 420, it is determined whether the value Angw
18 less than a threshold B. If the value Angew is less than the threshold B, it is determined that
the process is in a normal state at a block 424. Then, the flow proceeds back to the block
404, where the variable Aoyp is cleared to zero. Selection of the threshold B will be

described subsequently.

[0124]  If at the block 420, it is determined that the value Angw is not less than the
threshold B, the flow may proceed to a block 428, at which it is determined whether the value
Axgw is greater than a threshold A. If the value Angw 1s greater than the threshold A, it is
determined that the process is in an abnormal state at a block 432. Then, a significant
deviation indicator is generated at a block 436. Next, the flow proceeds back to the block
404, where the variable Agip is cleared to zero. Selection of the threshold A will be

described subsequently.

[0125] If at the block 428, it is determined that the value Anxgw is not greater than the
threshold A, the flow may proceed to a block 440, at which it is determined that the state is
indeterminate. Then, at a block 444, the variable Agrp is set to the value Anpw determined at
the block 416. Next, the flow proceeds back to the block 408 at which the next values of Y

and Yp are received.

[0126] The threshold A may chosen as:

A= m(:ﬁ) (Equ. 4)

o
where o is a false alarm probability and B is a missed alarm probability. Similarly, the
threshold B may be chosen as:

B == ln(i] (Equ. 5}

I-a

[0127]  With regard to the false alarm probability ¢ and the missed alarm probability B, it is
generally preferable to favor missed alarms over false alarms when performing diagnostics
for industrial processes. For instance, if an alarm is missed by the deviation detector 116
(Fig. 3), the plant personnel are no worse off than if the deviation detector 116 was not being

used. However, if the deviation detector 116 generates false alarms, an operator may be

-34 -



WO 2008/014284 PCT/US2007/074259

tempted to deactivate the deviation detector 116 and cease using it. Thus, the false alarm
probability o typically should be much smaller than the missed alarm probability . Of
course, this need not be the case in all applications. For instance, there may be particular

implementations in which false alarms are preferable to missed alarms.

[0128] With the typical situation in which missed alarms are preferable to false alarms,
reasonable values for the false alarm probability o may be, for example, 0.00005, 0.0001,
0.00015, 0.0002, 0.00025, etc., and reasonable values for the missed alarm probability B may
be, for example, 0.05, 0.06, 0.07, 0.08,. 0.09, 0.1, 0.11, etc. Of course, other values of the

false alarm probability o and the missed alarm probability p may be utilized.

[0129] A system such as the system 350 of Fig. 10 may be used to implement the method
400 of Fig. 11. Parameters, such as &, , the false alarm probability a, and the missed alarm

probability B, may be configurable using the configuration application 38, for example.

[0130] Examples of Implementing AOD Systems in One or More Process Plant Devices

[0131]  As described previously, AOD systems such as those described herein, may be
implemented in a variety of devices within a process plant. Fig. 12 is a block diagram
showing one possible way in which an AOD system may be implemented in a process plant.
In Fig. 12, a Fieldbus system 900 includes a flow transmitter 904 and a temperature
transmitter 908 on a same Fieldbus segment 912. The flow transmitter 904 may implement
an analog input function block 914 and an SPM block 916. Additionally, the flow transmitter
904 may implement an abnormal operation detection function block 918. The function block
918 may include a deviation detector that functions in a manner similar to that described
above with respect to any of Figs. 3-11, for example. The temperature transmitter 908 may

mmplement an analog input function block 922 and an SPM block 924.

[0132] In operation, the analog input function block 914 may provide a process variable
signal to the SPM block 916. In tum, the SPM block 916 may generate one or more
statistical signals based on the process variable signal, and may provide the statistical signals
to the abnormal operation detection function block 918. Similarly, the analog input function
block 922 may provide a process variable signal to the SPM block 924. In turn, the SPM
block 924 may generate one or more statistical signals based on the process variable signal,
and may provide the statistical signals to the abnormal operation detection function block 918

via the Fieldbus segment 912.
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[0133] In another implementation, the SPM blocks 916 and 924 may be incorporated
within the abnormal operation detection function block 918. In this implementation, the
analog input function block 914 may provide its process variable signal to the abnormal
operation detection function block 918. Similarly, the analog input function block 922 may
provide its process variable signal to the abnormal operation detection function block 918 via
the Fieldbus segment 912. Of course, as described above, SPM blocks may not always be
utilized in connection with abnormal operation detection function block 918, and thus may be

omitted in some implementations.

[0134]  As is known, some field devices are capable of making sensing of two or more
process variables. Such a field device may be capable of implementing all of blocks 914,

916, 918, 922, and 924.

[0135] Fig. 13 illustrates another manner of implementing AOD systems in a process plant.
In the system 940 of Fig. 13, some or all of the abnormal situation prevention application 35,
the configuration application 38, and/or the alert/alarm application 43 may be stored in a
device other than a host workstation or personal computer. The example system 940 of Fig.
13 includes a set of field devices 945 (illustrated as Fieldbus field devices, but they could be
other types of devices as well) connected to an interface device 950, which may be, for
example, the Rosemount 3420 device. In this case, the interface device 950, which is not a
personal computer, may include some or all of the functionality of the abnormal situation
prevention system 35 described above. In particular, the interface device 950 may include a
server application 952 to receive and organize data delivered from the field devices 945
(which may be various different types of field devices). If desired, this server application 952
may include an OPC server. The configuration application 38 {or a portion of it) may also be
stored in a memory of, and executed on a processor of, the interface device 950 to allow
configuration of AOD blocks, SPM blocks, detection logic, models, etc., as described above.
Additionally, the interface device 950 may include one or more SPM blocks 954 therein to
collect process variable data directly from one or more of the field devices (such as field
devices which do not include SPM blocks or functionality) and to generate SPM parameters,
as discussed above. Further, the interface device 950 may include one or more AOD blocks
956 therein to receive the SPM parameters and/or process variable data from field devices
and to generate indicators of deviation, as discussed above. In this manner, the SPM blocks
954 and/or the AOD blocks 956 stored in and executed in the interface device 950 are able to
compensate for the lack of SPM blocks and/or AOD blocks within certain ones of the field
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devices 945 and may be used to provide SPM data for field devices which do not themselves
support SPM blocks or SPM functionality and/or models and deviation detectors for field
devices which do not themselves support AQD blocks or AOD functionality. Also, because
the interface device 950 may typically have more memory and more processing power than a
field device, implementing SPM blocks and/or AOD blocks in the interface device 950 may

permit more complex AOD analysis to be performed.

[0136] The interface device 950 may communicate with other devices such as a host
workstation 958 via a hardwired connection, such as a 2-wire, a 3-wire, a 4-wire, etc.
connection, to provide SPM data, or data developed therefrom, such as alerts, data plots, etc.
to those devices for viewing by a user. Additionally, as illustrated in Fig. 13, the interface
device 950 may be connected via one or more wireless communication connections to a web
browser 960 and to a handheld computing device 962, such as a telephone, a personal data
assistant (PDA), a laptop computer, etc. In this example, an application may be stored in and
executed in other devices, such as the host workstation 958, in the web browser 960 or in the
handheld computing device 962 and these applications may communicate with the interface
device 950 to obtain data for the application. If desired, the devices 958, 960 and 962 may
include the configuration application 38 to enable a user to configure AOD blocks and/or
SPM blocks implemented in the interface device 950. Likewise, as illustrated in Fig. 13, the
data from the interface device 950 may be accessed indirectly from the host 958 by a web
browser 964 and provided to other users via any desired web connection. Of course, the
interface device 950 may include a web server therein and may communicate with any other
device, such as the devices 958, 960, 962, and 964 using any desired protocol, such as OPC,
Modbus, Ethernet, HTML, XML, etc.

[0137] Fig. 14 illustrates a further process plant system 970 in which an interface device
950, which may be similar to or the same as that of Fig. 13, is connected between a set of
field devices 974 (forming part of a heat exchanger 978) and a process controller system 980.
Here, the interface device 950, which may include all of the applications and functionality of
the device 950 of Fig. 13, may provide data for viewing to a host 984, and may provide alerts
or alarms generated by AOD systems or other systems to the controller system 980. The
controller system 980 may integrate these alerts or alarms with other controller type alerts
and alarms for viewing by, for example, a control operator at an operator workstation 988.
Of course, if desired, the host workstation 984 may include any desired viewing application

to view the data collected in and provided by the interface device 950 in any desired manner,
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including any of those discussed herein. Likewise, this data may be made available for
viewing by other users via a web browser 990. Thus, as will be understood, the various
applications discussed herein as being associated with the abnormal situation prevention
system 35, the SPM blocks (if used), and the AOD systems may be distributed in different
devices. For instance, data (such as SPM data) may be collected in one device, such as a
field device 974, and sent to another device, such as in the interface device 950, that
implements an AOD system. Alerts, alarms, or other indicators generated by the AOD
system may be sent to yet another device, such as the workstation 988, for presentation to a
user. Likewise, configuration information may be input via a user interface device, such as a
host, a web browser, a PDA, etc. and sent to a different device, such as the interface device

950, for configuring an AOD system.

[0138] One of ordinary skill in the art will recognize that the example systems and
methods described above may be modified in various ways. For example, blocks may be
omitted, reordered, or combined, additional blocks may be added, etc. The AOD systems,
models, deviation detectors, logic blocks, system blocks, method blocks, etc., described
herein may be implemented using any combination of hardware, firmware, and software.
Thus, systems and techniques described herein may be implemented in a standard multi-
purpose processor or using specifically designed hardware or firmware as desired. When
implemented in software, the software may be stored in any computer readable memory
such as on a magnetic disk, a laser disk, or other storage medium, in a RAM or ROM or
flash memory of a computer, processor, I/O device, field device, interface device, etc.
Likewise, the software may be delivered to a user or a process control system via any
known or desired delivery method including, for example, on a computer readable disk or
other transportable computer storage mechanism or via communication media.
Communication media typically embodies computer readable instructions, data structures,
program modules or other data in 2 modulated data signal such as a carrier wave ot other
transport mechanism. The term “modulated data signal” means a signal that has one or more
of 1ts characteristics set or changed in such a manner as to encode information in the signal.
By way of example, and not limitation, communication media includes wired media such as a
wired network or direct-wired connection, and wireless media such as acoustic, radio
frequency, infrared and other wireless media. Thus, the software may be delivered to a user

or a process control system via a communication channel such as a telephone line, the
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Internet, etc. (which are viewed as being the same as or interchangeable with providing such

software via a transportable storage medium).

[0139] Thus, while the present invention has been described with reference to specific
examples, which are intended to be illustrative only and not to be limiting of the invention, it
will be apparent to those of ordinary skill in the art that changes, additions or deletions may
be made to the disclosed embodiments without departing from the spirit and scope of the

mvention.
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Claims

What is claimed is:

1. A method for facilitating detection of abnormal operation of a process in a

process plant, comprising:
receiving process variable data associated with the process plant;
generating predicted process variable data using a model;

generating a difference signal based on the received process variable data and the

predicted process variable data;
detecting whether the difference signal is increasingly deviating from zero; and

generating an indicator of significant deviation based on whether the difference signal

1s increasingly deviating from zero.

2. A method according to claim 1, wherein detecting whether the difference

signal 1s increasingly deviating from zero comprises at least one of:

detecting whether a rate of change of the difference signal is greater than a first

threshold;

detecting whether the rate of change of the difference signal is less than a second

threshold; and

detecting whether a first derivative of the difference signal is greater than a third

threshold;

detecting whether the first derivative of the difference signal is less than a fourth

threshold;

detecting whether a second derivative of the difference signal is greater than a {ifth

threshold; and

detecting whether the second derivative of the difference signal is less than a sixth

threshold.
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3. A method according to claim 1, wherein detecting whether the difference
signal is increasingly deviating from zero comprises detecting whether at least a subset of

values in a set of values of the difference signal are increasingly deviating from zero.

4. A method according to claim 3, wherein detecting whether the difference

signal is increasingly deviating from zero further comprises at least one of®

detecting whether a rate of change of the difference signal is greater than a first

threshold;

detecting whether the rate of change of the difference signal is less than a second

threshold; and

detecting whether a first derivative of the difference signal is greater than a third
threshold;

detecting whether the first derivative of the difference signal is less than a fourth

threshold;

detecting whether a second derivative of the difference signal is greater than a fifth

threshold; and

detecting whether the second derivative of the difference signal is less than a sixth

threshold.

5. A method according to claim 3, wherein detecting whether at least the subset
of values in the set of values of the difference signal are increasingly deviating from zero

comprises at least one of:

detecting whether the difference signal includes a first number of consecutively

increasing values; and

detecting whether the difference signal includes a second number of consecutively

decreasing values.
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6. A method according to claim 3, wherein detecting whether at least the subset
of values in the set of values of the difference signal are increasingly deviating from zero

comprises:

detecting whether at least the subset of values in the set of values of the difference

signal are increasingly deviating from zero in a positive direction, and

detecting whether at least the subset of values in the set of values of the difference

signal are increasingly deviating from zero in a negative direction;
the method further comprising:

generating an indicator of an upward trend based on whether the at least the subset of
values in the set of values of the difference signal are increasingly deviating from zero in the

positive direction;

generating an indicator of a downward trend based on whether the at least the subset
of values in the set of values of the difference signal are Increasingly deviating from zero in

the negative direction.

7. A method according to claim 3, further comprising comparing the difference

signal to a threshold;

wherein generating the indicator of significant deviation is further based on whether

the at least the subset of values in the set of values exceeds the threshold.

8. A tangible medium storing machine readable instructions, the machine

readable instructions capable of causing one or more machines to:
receive process variable data associated with a process plant;
generate predicted process variable data using a model;

generate a difference signal based on the received process variable data and the

predicted process variable data;
detect whether the difference signal is increasingly deviating from zero; and

generate an indicator of significant deviation based on whether the difference signal s

mcreasingly deviating from zero.
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9. A system for facilitating detection of abnormal operation of a process in a

process plant, comprising:
at least one computer readable medium;

at least one processor coupled to the at least one computer readable medium, the
processor configured according to executable instructions stored on the at Ieast one computer

readable medium to:
receive process variable data associated with the process plant,
receive predicted process variable data generated using a model,

generate a difference signal based on the received process variable data and the

predicted process variable data,
detect whether the difference signal is increasingly deviating from zero, and

generate an indicator of significant deviation based on whether the difference signal is

increasingly deviating from zero.

10. A method for facilitating detection of abnormal operation of a process in a

process plant, comprising:

recelving process variable data, the process variable data generated by a device in a

process plant;
generating predicted process variable data using a model;

generating a difference signal based on the received process variable data and the

predicted process variable data;
analyzing the difference signal to determine if the difference signal is cycling; and

generating an indicator of significant deviation based on whether the difference signal

is cycling.
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11. A method according to claim 10, wherein analyzing the difference signal

comprises:
generating a frequency domain representation of the difference signal; and

analyzing the frequency domain representation to determine if the difference signal is

cycling.

12. A method according to claim 10, wherein analyzing the difference signal

comprises:
generating a plurality of bandpass filtered signals from the difference signal; and

analyzing the plurality of bandpass filtered signals to determine if the difference
signal 1s cycling.

13. A tangible medium storing machine readable instructions, the machine

readable instructions capable of causing one or more machines to:

receive process variable data, the process variable data generated by a device in a

process plant;
generate predicted process variable data using a model;

generate a difference signal based on the received process variable data and the

predicted process variable data;
analyze the difference signal to determine if the difference signal is cycling; and

generate an indicator of significant deviation based on whether the difference signal is

cycling.

14. A system for facilitating detection of abnormal operation of a process in a

process plant, comprising:

a difference signal generator to generate a difference signal based on process variable
data generated by a device in a process plant and predicted process variable data generated

using a model,
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a frequency domain analyzer coupled to the difference signal generator, the frequency
domain analyzer to generate a plurality of signals indicative of frequency components of the

difference signal; and

a peak detector coupled to frequency domain analyzer to generate an indicator of
significant deviation based on the plurality of signals indicative of frequency components of

the difference signal.

15. A system according to claim 14, wherein the frequency domain analyzer

comprises a power spectral density estimate generator.

16. A system according to claim 14, wherein the frequency domain analyzer

comprises a plurality of bandpass filters tuned to different frequencies.

17. A system according to claim 14, wherein the frequency domain analyzer

comprises an envelope generator.

18. A method for facilitating detection of abnormal operation of a process in a

process plant, comprising:
recelving process variable data generated in a process plant;
processing the received process variable data to generate processed data;
determining, based on the processed data, whether the process is in a normal state;

determining, based on the processed data, whether the process is i at least one

abnormal state;

1f 1t cannot be determined that the process is in the normal state or the at least one

abnormal state, determining that the process is in an indeterminate state; and

generating an indicator of significant deviation if it is determined that the process is in

an abnormal state of the at least one abnormal state.
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19. A method according to claim 18, wherein processing the received process
variable data comprises determining a difference between a value of the received process

variable data and a corresponding expected value;

wherein determining whether the process is in the normal state is based at least on the

difference; and

wherein determining whether the process is in at least one abnormal state is based at

least on the difference.

20. A method according to claim 19, wherein processing the received process
variable data further comprises generating a current processed value based on the difference

and a previous processed value;

wherein determining whether the process is in the normal state is based at least on the

current processed value; and

wherein determining whether the process is in at least one abnormal state is based at

least on the current processed value.

21. A method according to claim 20, wherein determining whether the process is
in the normal state is based at least on whether the current process value is within a first

region;

wherein determining whether the process is in at least one abnormal state is based at
least on whether the current process value is within a second region different than the second

region; and

wherein determining that the process is in the indeterminate state is based at least on

whether the current process value is not in the first region and not in the second region.
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22. A tangible medium storing machine readable instructions, the machine

readable instructions capable of causing one or more machines to:
receive process variable data generated in a process plant;
process the received process variable data to generate processed data;
determine, based on the processed data, whether the process is in a normal state;

determine, based on the processed data, whether the process is in at least one

abnormal state;

if it cannot be determined that the process is in the normal state or the at least one

abnormal state, determine that the process is in an indeterminate state; and

generate an indicator of significant deviation if it is determined that the process is in

an abnormal state of the at least one abnormal state,

23. A system for facilitating detection of abnormal operation of a process in a

process plant, comprising:

a difference generator that generates a difference signal based on process variable data
generated by a device in a process plant and model process variable data generated from a

model;
a signal processor coupled to the difference generator to process the difference signal;
a comparator coupled to the signal processor, the comparator configured to

determine, based on the processed difference signal, whether a process of the

process plant is in a normal state,

determine, based on the processed difference signal, whether the process is in

at least one abnormal state,

if it cannot be determined that the process is in the normal state or the at least

one abnormal state, determine that the process is in an indeterminate state, and

generate an indicator of significant deviation if it is determined that the

process is in an abnormal state of the at least one abnormal state.
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24, A system according to claim 23, wherein the signal processor is further

configured to:

generate a current processed value based on a value of the difference signal and a

previous processed value;

determine whether the process is in the normal state based on the current processed

value; and

determine whether the process is in at least one abnormal state based on the current

processed value.

25. A system according to claim 24, wherein the signal processor is further

configured to:

determine whether the process is in the normal state based on whether the current

process value is within a first region;

determine whether the process is in at least one abnormal state based on whether the

current process value is within a second region different than the second region; and

determine that the process is in the indeterminate state based on whether the current

process value is not in the first region and not in the second region.
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