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(57) ABSTRACT

The present disclosure provides a robot-based 3D picture
shooting method and system, and a robot using the same.
The method includes: obtaining a distance between a pho-
tographed object and the photographing device of the robot
based on a received shooting instruction; calculating an
inter-axis distance based on the distance; obtaining the first
picture after moving the robot for half of the inter-axis
distance along the movement direction; obtaining the second
picture after moving the robot for entire of the inter-axis
distance from a current position along an opposite direction
of'the movement direction; and synthesizing the first picture
and the second picture to obtain a 3D picture of the photo-
graphed object. In the process, the robot moves the photo-
graphing device according to the calculated inter-axis dis-
tance, and obtains two pictures of the left and right of the
photographed object, which is not necessary to use a bin-
ocular camera.

18 Claims, 5 Drawing Sheets
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ROBOT-BASED 3D PICTURE SHOOTING
METHOD AND SYSTEM, AND ROBOT
USING THE SAME

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority to Chinese Patent Appli-
cation No. 201711465682.3, filed Dec. 28, 2017, which is
hereby incorporated by reference herein as if set forth in its
entirety.

BACKGROUND
1. Technical Field

The present disclosure relates to robot technology, and
particularly to a robot-based 3D picture shooting method
and system for a robot with a photographing device, and a
robot using the same.

2. Description of Related Art

The principle of taking a 3D (three-dimensional) picture
trough a 3D picture shooting device is similar to that of
looking at an object through human eyes. When two eyes
look at the same object, the parallax is formed due to the
slightly different angles at which the two eyes located with
respect to the object. The brain will automatically synthesize
two pictures of the two eyes to form a deep vision, while the
3D picture shooting, device displays two shot pictures in the
same way. In the conventional 3D picture shooting, the
shooting device must have two sets of cameras, the focal
length of the cameras is generally fixed, and the distance
between the two sets of cameras is also fixed, otherwise the
shot pictures will not have an ideal three-dimensional visual
effect. However, the fixed-focus shooting device with two
sets of cameras can’t meet the requirement of some pho-
tographers with higher requirements, while the cost of the
camera is greatly increased due to using two cameras.

BRIEF DESCRIPTION OF THE DRAWINGS

To describe the technical schemes in the embodiments of
the present disclosure more clearly, the following briefly
introduces the drawings required for describing; the embodi-
ments or the prior art. Apparently, the drawings in the
following description merely show some examples of the
present disclosure. For those skilled in the art, other draw-
ings can be obtained according to the drawings without
creative efforts.

FIG. 1 is a schematic block diagram of a robot according
to a first embodiment of the present disclosure.

FIG. 2 is a schematic block diagram of a robot-based 3D
picture shooting system according to a second embodiment
of the present disclosure.

FIG. 3 is a filmy chart of a robot-based 3D picture
shooting method according to a third embodiment of the
present disclosure.

FIG. 4 is a flow chart of step S12 of the robot-based 3D
picture shooting method according to the third embodiment
of the present disclosure.

FIG. 5 is a flow chart of a robot-based 3D picture shooting
method according to a fourth embodiment of the present
disclosure.

DETAILED DESCRIPTION

In the following descriptions, tot purposes of explanation
instead of limitation, specific details such as particular
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system architecture and technique are set forth in order to
provide a thorough understanding of embodiments of the
present disclosure. However, it be apparent to those skilled
in the art that the present disclosure may be implemented in
other embodiments that are less specific of these details. In
other instances, detailed descriptions of well-known sys-
tems, devices, circuits, and methods are omitted so as not to
obscure the description of the present disclosure with unnec-
essary detail.

In the embodiments of the present disclosure, a distance
between a photographed object and a photographing device
disposed in the robot is obtained based on a received
shooting instruction, if a movement direction of a robot is
perpendicular to, a shooting direction of the photographing
device; an inter-axis distance is calculated based on the
distance between the photographed object and the photo-
graphing device; a first picture is obtained after moving the
robot for half of the inter-axis distance along the movement
direction; a second picture is obtained after moving the robot
for entire of the inter-axes distance from a current position
along an opposite direction of the movement direction; and
a 3D picture of the photographed object is obtained after the
first picture and the second picture are synthesized.

For the purpose of describing the technical solutions of
the present disclosure, the following describes through spe-
cific embodiments.

Embodiment 1

FIG. 1 is a schematic block diagram of a robot according
to a first embodiment of the present disclosure. As shown in
FIG. 1, the robot 5 of this embodiment includes a processor
50, a memory 51, a computer program 52 stored in the
memory 51 and executable on the processor 50, and a
photographing device 53, When executing (instructions in)
the computer program 52, the processor 50 implements the
steps in the above-mentioned embodiments of the robot-
based 3D picture shooting method, for example, steps S11-
S15 shown in FIG. 3. Alternatively, when the processor 50
executing the (instructions in) computer program 52, the
functions of each module unit in the above-mentioned
device embodiments, for example, the functions of the units
41-44 shown in FIG. 2 are implemented.

Exemplarily, the computer program 52 may be divided
into one or more modules/units, and the one or more
modules/units are stored in the storage 61 and executed, by
the processor 50 to realize the present disclosure. The one or
more modules units may be a series of computer program
instruction sections capable of performing a specific func-
tion, and the instruction sections are for describing the
execution process of the computer program 52 in the robot
5. For example, computer program 52 can be divided into a
distance calculation unit, a picture obtaining unit, and a
synthesis unit, in which:

the distance calculation unit is configured to obtain a
distance between a photographed object and the photograph-
ing device of the robot based on a received shooting instruc-
tion, in response to a movement direction of the robot is
perpendicular to a shooting direction of the photographing
device, and configured to calculate an inter-axis distance
based on the distance between the photographed object and
the photographing device, wherein the inter-axis distance
includes a distance between a position at which the photo-
graphing device obtaining a first picture of the photographed
object and another position at which the photographing
device obtaining a second picture of the photographed
object;
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the picture obtaining unit is configured to obtain the first
picture after moving the robot for half of the inter-axis
distance along the movement direction, and configured to
obtain the second picture after moving the robot for entire of
the inter-axis distance from a current position along an
opposite direction of the movement direction; and

the synthesis unit is configured to synthesize the first
picture and the second picture to obtain a 3D picture of the
photographed object.

Furthermore, the picture obtaining unit includes:

a determination module configured to determine whether
the inter-axis distance is valid; and

a first picture obtaining module is configured to move the
robot for half of the inter-axis distance alone the movement
direction to obtain the first picture, if the inter-axis distance
is valid.

In one embodiment, the robot 5 further includes:

a preset speed obtaining unit configured to obtain a preset
speed and move the robot at the preset speed.

Furthermore, the distance calculation unit includes:

an equivalent focal length obtaining module configured to
obtain an equivalent focal length of the photographing
device; and

an inter-axis distance calculating module configured to
calculate a quotient between the distance between the pho-
tographed object and the photographing device and the
equivalent distance to obtain the inter-axis distance.

Furthermore, the robot 5 further includes:

an adjustment unit configured to obtain the shooting
direction of the photographing device and adjust the move-
ment direction of the robot to be perpendicular to the
shooting direction.

Each of the above-mentioned units and modules may be
implemented in the form of hardware (e.g., a circuit),
software (e.g., a program), or a combination thereof (e.g., a
circuit with a single chip microcomputer). It can be under-
stood b those skilled in the art that FIG. 1 is merely an
example of the robot 5 and does not constitute a limitation,
on the robot 5, and may include more or fewer components
than those shown in the figure, or a combination of some
components or different components. For example, the robot
5 may further include an input/output device, a network
access device, a bus, and the like.

The processor 50 may be a central processing unit (CPU),
or be other general purpose processor, a digital signal
processor (DSP), an application specific integrated circuit
(ASIC), a field-programmable gate array (FPGA), or be
other programmable logic device, a discrete gate, a transistor
logic device, and a discrete hardware component. The gen-
eral purpose processor may be a microprocessor, or the
processor may also be any conventional processor.

The storage 51 may be an internal storage unit of the robot
5, for example, a hard disk or a memory of the robot 5. The
storage 51 may also be an external storage device of the
robot 5, for example, a plug-in hard disk, a smart media card
(SMC), a secure digital (SD) card, flash card, and the like,
which is equipped on the robot 5. Furthermore, the storage
51 may further include both an internal storage unit and an
external storage device, of the robot 5. The storage 51 is
configured to store the computer program and other pro-
grams and data required by the robot 5. The storage 51 may
also be used to temporarily store data that has been or will
be output.

Embodiment 2

FIG. 2 is a schematic block diagram of a robot-based 3D
picture shooting system according to, a second embodiment
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of the present disclosure, which corresponds to the robot-
based 3D picture shooting method described in the above-
mentioned embodiments. For convenience of description,
only the parts related to this embodiment are shown.

As shown in FIG. 2, a robot-based 3D picture shooting
system 40 includes; a distance calculation unit 41, a picture
obtaining unit 42, and a synthesis unit 43. The robot-based
3D picture shooting system is utilized in a robot 4 with a
photographing device.

The distance calculation unit 41 is configured to obtain a
distance between a photographed object and the photograph-
ing device of the robot based on a received shooting instruc-
tion, in response to a movement direction of the robot is
perpendicular to a shooting direction of the photographing
device, and configured to calculate an inter-axis distance
based on the distance between the photographed object and
the photographing device, where the inter-axis distance
includes a distance between a position at which the photo-
graphing device obtaining a first picture of the photographed
object and another position at which the photographing
device obtaining a second picture of the photographed
object.

The picture obtaining unit 42 is configured to obtain the
first picture after moving the robot for half of the inter-axis
distance along the movement direction, and configured to
obtain the second picture after moving the robot for entire of
the inter-axis distance from a current position along an
opposite direction of the movement direction.

The synthesis unit 43 is configured to synthesize the first
picture and the second picture to obtain a 3D picture of the
photographed object.

Furthermore, the picture obtaining unit 42 includes:

a determination module configured to determine whether
the inter-axis distance is valid; and

a first picture obtaining module is configured to move the
robot for half of the inter-axis distance along the movement
direction to obtain the first picture if the inter axis distance
is valid.

In one embodiment, the robot-based 3D picture shooting
system further includes:

a preset speed obtaining unit configured to obtain a preset
speed and move the robot at the preset speed.

Furthermore, the distance calculation unit 41 includes:

an equivalent focal length obtaining module configured to
obtain an equivalent focal length of the photographing
device; and

an inter-axis distance calculating module configured to
calculate a quotient between the distance between the pho-
tographed object and the photographing device and the
equivalent distance to obtain the inter-axis distance.

Furthermore, the robot-based 3D picture shooting system
further includes:

an adjustment unit configured to obtain the shooting
direction of the photographing device and adjust the move-
ment direction of the robot to be perpendicular to the
shooting direction.

Each of the above-mentioned units and modules may be
implemented in the form of hardware (e.g., a circuit),
software (e.g., a program), or a combination thereof (e.g., a
circuit with a single chip microcomputer). In one embodi-
ment, the robot-based 3D picture shooting system 40 may
further includes a processor, a memory, and a computer
program stored in the memory and executable on the pro-
cessor, in which the computer program includes the distance
calculation unit 41, the picture obtaining unit 42, and the
synthesis unit 43. It should be understood that, the sequence
of the serial number of the steps in the above-mentioned
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embodiments does not mean the execution order while the
execution order of each process should be determined by its
function and internal logic, which should not be taken as any
limitation to the implementation process of the embodi-
ments.

Embodiment 3

FIG. 3 is a flow chart of a robot-based 3D picture shooting
method according to a third embodiment of the present
disclosure. The robot-based 3D picture shooting method is
applied to a robot with a photographing device. In this
embodiment, the method is a computer-implemented
method executable for a processor, which may be imple-
mented through a robot-based 3D picture shooting system
for a robot with a photographing device shown in FIG. 2. As
shown in FIG. 3, the method includes the following steps.

S11: obtaining a distance between a photographed object
and the photographing device of the robot based on a
received shooting instruction, if a movement direction of the
robot is perpendicular to a shooting direction of the photo-
graphing device.

In this embodiment, when the user wants to obtain a 3D
(three-dimensional) picture of the photographed object (the
object to be photographed), if the movement direction of the
robot is perpendicular to the shooting direction of the
photographing device, the shooting instruction is transmit-
ted, and the robot detects the position of the photographed
object based on the received shooting instruction and obtains
the distance between the photographed object and the pho-
tographing device.

In this embodiment, the photographing device is a mon-
ocular camera disposed in the robot.

In one embodiment, when obtaining the distance between
the photographed object and the photographing device, the
distance detection may be directly performed by the photo-
graphing de ice, or performed by the laser radar technology
or an infrared detecting sensor disposed in the robot. Dif-
ferent distance detection methods can be selected according
to the feature of the photographed object, which is not
limited herein.

S12: calculating an inter-axis distance based on the dis-
tance between the photographed object and the photograph-
ing device, where the inter-axis distance includes a distance
between a position at which the photographing device
obtaining a first picture of the photographed object and
another position at which the photographing device obtain-
ing a second picture of the photographed object.

In this step, the inter-axis distance is calculated based on
the detected distance between the photographed object and
the photographing device. In which, the inter-axis distance
refers to the distance between the positions at which the
photographing device locates in two shots of the photo-
graphing device to shoot a left picture and a tight picture
(i.e., the first picture and the second picture) of the photo-
graphed object. That is to say, the photographing device
shoots the first picture at a current position, and the second
picture is shot after the photographing device moves a
certain distance. The distance between the positions of the
two shots of the photographing device is the inter-axis
distance.

When shooting 3D images, the size of the inter-axis
distance directly affects the quality of the shot 3D image. If
the inter-axis distance is too large, the objects in the close-
distance foreground or the long-distance background may be
excessively separated and the photographed object will also
be miniaturized due to the exaggerated stereo effect. Con-
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versely, it the inter-axis distance is too small, a view effect
that the photographed object is bigger than m reality will be
produced. Therefore, in this embodiment, the inter-axis
distance at this shooting is first calculated based on the
distance between the photographed object and the photo-
graphing device.

S13: obtaining the first picture after moving, the robot for
half of the inter-axis distance along the movement direction.

In this embodiment, the robot is moved from a current
position for half of the inter-axis distance (ie., ¥2 of a
inter-axis distance) along the movement direction of the
robot based on the calculated inter-axis distance, and then
the first picture of the photographed object is shot at the
position after the movement. For example, when shooting
left picture and a right picture in a 3D picture, a picture of
the left or right side of the photographed object is shot at the
current position.

S14: obtaining the second picture after moving the robot
for entire of the inter-axis distance from a current position
along an opposite direction of the of the movement direc-
tion.

In this step, after the photographing device obtains the
first picture of the photographed object, the robot is con-
trolled to move for entire of the inter-axis distance (i.e., one
inter-axis distance) along the opposite direction of, the
movement of the robot when shooting the first picture to
reach the shooting position of the second picture, and then
the second picture of the photographed object is obtained at
the shooting position of the second picture.

For example, in step S13, if a left side picture of the
photographed object, that is, the first picture is obtained after
the robot is moved along its movement direction (to the left
with respect to the photographed object), and then in step 14,
the robot is moved to the right for entire of the inter-axis
distance to obtain a right side picture of the photographed
object, that is, the second picture.

In one embodiment, the robot-based 3D picture shooting
method further includes:

obtaining a preset speed; and

moving the robot at the preset speed.

In order to reduce the change of the state or posture of the
photographed object within the time interval of obtaining the
two pictures, the robot is controlled to move to the corre-
sponding position as soon as possible. In this case, a
movement speed of the robot can be set in advance, and then
the robot is controlled to quickly move to the corresponding
shouting position according to the obtained preset move-
ment speed, to as to shorten the movement time of the
photographing device.

S15; synthesizing the first picture and the second picture
to obtain a 3D picture of the photographed object.

In this step, the obtained first picture and second picture
of the photographed object are synthesized (combined) to
obtain the 3D picture of the photographed object.

In this embodiment, a distance between a photographed
object and a photographing device disposed in the robot is
obtained based on a received shooting instruction, if a
movement direction of a robot is perpendicular to a shooting
direction of the photographing device; an inter-axis distance
is calculated based on the distance between the photo-
graphed object and the photographing device; a first picture
is obtained after moving the robot for half of the inter-axis
distance along the movement direction; second picture is
obtained after moving the robot for entire of the inter-axis
distance from a current position along an opposite direction
of the movement direction; and a 3D picture of the photo-
graphed object is obtained after the first picture and the



US 10,778,959 B2

7

second picture are synthesized. In the process, the monocu-
lar camera the photographing device) disposed in the robot
can calculate the inter-axis distance based on the distance
with respect to the photographed object, and then the robot
moves the photographing device according to the calculated
inter-axis distance, and obtains two pictures of the left and
right of the photographed object, which is not necessary to
use a binocular camera, thereby saving the cost of the
photographing device. In addition, the inter-axis distance is
calculated based on the distance between the photographing
device and the photographed object, and then a picture is
shot based on the calculated inter-axis distance, which
makes the focal length of the monocular camera flexible, so
that its movement distance is flexible and can meet the
higher requirements of users.

FIG. 4 is a flow chart of step S12 of the robot-based 3D
picture shooting method according to the third embodiment
of the present disclosure. As shown in FIG. 4, the method
includes the following steps.

S21: obtaining an equivalent focal length of the photo-
graphing: device; and

S22: calculating a quotient between the distance between
the photographed object and the photographing device and
the equivalent distance to obtain the inter-axis distance.

Specifically, the inter-axis distance is calculated accord-
ing to the set formula. In this case, the equivalent focal
length of the photographing device is obtained. The equiva-
lent focal length is a full frame equivalent focal length,
which can be obtained according to the specifications of the
photographing device. Then, the inter-axis distance is cal-
culated according to the following formula: the inter-axis
distance=the distance between the photographed object and
the photographing device/the equivalent focal length.

In other embodiments,

the step of obtaining the first picture after moving the
robot for hall of the inter-axis distance along the movement
direction includes:

determining whether the inter-axis distance is valid; and

moving the robot for half of the inter-axis distance along
the movement direction to obtain the first picture, if the
inter-axis distance is valid.

In this step, the validity of the calculated inter-axis
distance is determined, and the first picture is obtained when
the inter-axis distance is valid, so as to avoid the case that the
3D picture obtained under the invalid inter-axis distance has
poor effect. When determining the validity of the inter-axis
distance, whether the distance between the photographed
object and the photographing device is within a preset
distance range (for example, 0.01 m<the distance between
the photographed object and the photographing device <2
m) is determined. The inter axis distance calculated through
the above-mentioned formula is used to determine whether
the robot can complete the movement after calculating the
hater axis distance, for example, determining whether there
is no obstacle on the moving path, and if so, the inter-axis
distance is determined to be valid.

In other embodiments, before the step of obtaining the
distance between the photographed object and the photo-
graphing device based on the received shooting instruction
further includes:

obtaining the shooting direction of the photographing
device; and

adjusting the movement direction of the robot to be
perpendicular to the shooting direction.

Specifically, after receiving the shooting instruction, the
robot obtains the shooting direction of the photographing
device at the current time, and determines whether the
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shooting direction is, perpendicular to the movement direc-
tion u the robot. It the two are not perpendicular, the
movement direction of the robot is adjusted to be perpen-
dicular to the shooting direction first.

Embodiment 4

FIG. 5 is a flow chart of a robot-based 3D picture shooting
method according to a fourth embodiment of the present
disclosure. As shown in FIG. 5, in step S31, shootings are
started; in step S32, a shooting direction of a photographing
device is obtained; in step S33, a movement direction of a
robot is adjusted to be perpendicular to the shooting direc-
tion; in step S34, a distance between the photographing
device and the photographed object is obtained; in step S35,
an equivalent focal length is obtained, and an inter-axis
distance is calculated based on the distance between the
photographing de Lice and the photographed object and an
equivalent focal length; in step S36, it is determined whether
the obtained inter axis distance is valid: if not, step S312 is
executed to adjust the distance between the photographing
device and the photographed object, and then return to step
S34 to detect the distance between the photographing device
and the photographed object again, or directly execute the
ending step S311 FIG. 5; and if yes, step S37 is executed to
shoot the first picture after moving the robot to the left for
half of the inter-axis distance along the movement direction;
in step S38, the robot is moved from a current position for
entire of the inter-axis distance from a current position along
an opposite direction of the movement direction, and then
step S39 is executed to shoot a second picture; in step S310,
the first picture and the second picture are synthesized into
a picture in the 3D format to obtain a 3D picture of the
photographed object. In the process, the monocular camera
(i.e, the photographing device) disposed in the robot can
calculate the inter-axis distance based on the distance with
respect to the photographed object, and then the robot moves
the photographing device according to the calculated inter-
axis distance, and obtains two pictures of the left and right
of the photographed object, which is not necessary to use a
binocular camera, thereby saving the cost of the photograph-
ing device. In addition, the inter-axis distance is calculated
based on the distance between the photographing device and
the photographed object, and then a picture is shot based on
the calculated inter-axis distance, which makes the focal
length of the monocular camera flexible, so that its move-
ment distance is flexible and can meet the higher require-
ments of users.

Those skilled in the art may clearly understand that, for
the convenience and simplicity of description, the division
of the above-mentioned functional units and modules is
merely an example for illustration. In actual applications, the
above-mentioned functions may be allocated to be per-
formed by different functional units according to require-
ments, that is, the internal structure of the device may be
divided into different functional units or modules to com-
plete all or part of the above-mentioned functions, the
functional units and modules in the embodiments may be
integrated in one processing unit, or each unit may exist
alone physically, or two or more units may be integrated in
one unit. The above-mentioned integrated unit may be
implemented in the form of hardware or in the form of
software functional unit. In addition, the specific name of
each functional unit and module is merely for the conve-
nience of distinguishing each other and are not intended to
limit the scope of protection of the present disclosure. For
the specific operation process of the units and modules in the
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above-mentioned system, reference may be made to the
corresponding processes in the above-mentioned method
embodiments, and are not described herein.

In the above-mentioned embodiments, the description of
each embodiment has, its focuses, and the parts which are
not described or mentioned in one embodiment may refer to
the related descriptions in other embodiments.

Those ordinary skilled in the art may clearly understand
that, the implemented units and steps described in the
embodiments disclosed herein may be implemented through
electronic hardware or a combination of computer software
and electronic hardware. Whether these functions are imple-
mented through hardware or software depends on the spe-
cific application and design constraints of the technical
schemes. Those ordinary skilled in the art may implement
the described functions in different manners for each par-
ticular application, while such implementation should not be
considered as beyond the scope of the present disclosure.

In the embodiments provided by the present disclosure, it
should be understood that the disclosed robot, system and
method may be implemented in other manners. For example,
the above-mentioned robot embodiment is merely exem-
plary. For example, the division of modules or units is
merely a logical functional division, and other division
manner may be used in actual implementations, that is,
multiple units or components may be combined or be
integrated into another system, or some of the features may
be ignored or not performed. In addition, the shown or
discussed mutual coupling may be direct coupling or Com-
munication connection, and may also be indirect coupling or
communication connection through some interfaces, devices
or units, and may also be electrical, mechanical or other
forms.

The units described as separate components may or may
not be physically separated. The components represented as
units may or may not be physical units, that is, may be
located in one place or be distributed to multiple network
units. Some or all of the units may be selected according to
actual needs to achieve the objectives of this embodiment.

In addition, each functional it in each of the embodiments
of the present disclosure may be integrated into one pro-
cessing unit, or each unit may exist alone physically, or two
or more units may be integrated in one unit. The above-
mentioned integrated unit may be implemented in the form
of hardware or in the form of software functional unit.

When the integrated module/unit is implemented in the
form of a software functional unit and is sold or used as an
independent product, the integrated module/unit may be
stored in a non-transitory computer-readable storage
medium. Based on this understanding, all or part of the
processes in the method for implementing the above-men-
tioned embodiments of the present disclosure are imple-
mented, and may also be implemented by instructing rel-
evant hardware through a computer program. The computer
program may be stored in a non-transitory computer-read-
able storage medium, which may implement the steps of
each of the above-mentioned method embodiments when
executed by a processor. In which, the computer program
includes computer program codes which may be the form of
source codes, object codes, executable files, certain inter-
mediate, and the like. The computer-readable medium may
include any primitive or device capable of carrying the
computer program codes, a recording medium, a USB flash
drive, a portable hard disk, a magnetic disk, an optical disk,
a computer memory, a read-only memory (ROM), a random
access memory (RAM), electric carrier signals, telecommu-
nication signals and software distribution media. It should
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be noted that the content contained in the computer readable
medium may be appropriately increased or decreased
according to the requirements of legislation and patent
practice in the jurisdiction. For example, in some jurisdic-
tions, according to the legislation and patent practice, a
computer readable medium does not include electric carrier
signals and telecommunication signals.

The above-mentioned embodiments are merely intended
for describing but not for limiting the technical schemes of
the present disclosure. Although the present disclosure is
described in detail with reference to the above-mentioned
embodiments, it should, be understood by those skilled in
the art that, the technical schemes in each of the above-
mentioned embodiments may still be modified, or some of
the technical features may be equivalently replaced, while
these modifications or replacements do not, make the
essence of the corresponding technical schemes depart from
the spirit and scope of the technical schemes of each of the
embodiments of the present disclosure, and should be
included within the scope of the present disclosure.

What is claimed is:
1. A computer-implemented robot-based 3D picture
shooting method for a robot with a photographing device,
comprising executing on a processor the steps of:
obtaining a distance between a photographed object and
the photographing device of the robot based on a
received shooting, instruction, in response to a move-
ment direction of the robot being perpendicular to a
shooting direction of the photographing device;

calculating an inter-axis distance based on the distance
between the photographed object and the photograph-
ing device, wherein the inter-axis distance comprises a
distance between a position the photographing device
obtaining, a first picture of the photographed object and
another position the photographing device obtaining a
second picture of the photographed object;
obtaining the first picture after moving the robot for half
of the inter-axis distance along the movement direction;

obtaining the second picture after moving the robot for
entire of the inter-axis distance from a current position
along an opposite direction of the movement direction;
and

synthesizing the first picture and the second picture to

obtain a 3D picture of the photographed object.

2. The method of claim 1, wherein the step of obtaining
the first picture after moving the robot for half of the
inter-axis distance along the movement direction comprises;

determining whether the inter-axis distance is valid; and

moving the robot for half of the inter-axis distance along
the movement direction to obtain the first picture, in
response to the inter-axis distance being valid.

3. The method of claim 1, wherein before the step of
obtaining the distance between the photographed object and
the photographing device based on the received shooting
instruction further comprises:

obtaining the shooting direction of the photographing

device; and

adjusting the movement direction of the robot to be

perpendicular to the shooting direction.

4. The method of claim 1, wherein the step of calculating
the inter-axis distance based on a distance between the
photographed object and the photographing device com-
prises:

obtaining an equivalent focal length of the photographing

device; and
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calculating a quotient between the distance between the
photographed object and the photographing device and
the equivalent distance to obtain the inter-axis distance.

5. The method of claim 1, further comprising:

obtaining a preset speed; and

moving the robot at the preset sped.

6. The method of claim 1, wherein the photographing
device is a monocular camera.

7. A robot-based 3D picture shooting system for a robot
with a photographing device, comprising:

a distance calculation unit configured to obtain a distance
between a photographed object the photographing
device of the robot based on a received shooting
instruction, in response to a movement direction of the
robot being perpendicular to a shooting direction of the
photographing device, and configured to calculate an
inter-axis distance based on the distance between the
photographed object and the photographing device,
wherein the inter-axis distance comprises a distance
between a position the photographing device obtaining
a first picture of the photographed object and another
position the photographing device obtaining a second
picture of the photographed objects;

a picture obtaining unit configured to obtain the first
picture after moving the robot for half of the inter-axis
distance along the movement direction, and configured
to obtain the second picture after moving the robot for
entire of the inter axis distance from a current position
along an opposite direction of the movement direction;
and

a synthesis unit configured to synthesize the first picture
and the second picture to obtain a 3D picture of the
photographed object.

8. The system of claim 7, wherein the step of obtaining the
first picture after moving the robot for half of the inter-axis
distance along the movement direction comprises:

a determination module configured to determine whether

the inter-axis distance is valid; and

a first picture obtaining module is configured to move the
robot for half of the inter-axis distance along the
movement direction to obtain the first picture, in
response to the inter-axis distance being valid.

9. The system of claim 7, further comprising an adjust-

ment unit configured to:

obtain the shooting direction of the photographing device;
and

adjust the movement direction of the robot to be perpen-
dicular to the shooting direction.

10. The system of claim 7, wherein the distance calcula-

tion unit comprises:

an equivalent focal length obtaining module configured to
obtain an equivalent focal length of the photographing
device; and

an inter-axis distance calculating module configured to
calculate a quotient between the distance between the
photographed object and t e photographing device and
the equivalent distance to obtain the inter-axis distance.

11. The system of claim 7, further comprising a preset
speed obtaining unit configured to:

obtain a preset speed; and

move the robot at the preset speed.

12. The system of chum 7, wherein the photographing
device is a monocular camera.
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13. A robot, comprising:
a photographing device;
a memory;
one or more processors; and
one or more computer programs stored in the memory and
executable on the one or more processors, wherein the
one or more computer programs comprise:

instructions for obtaining a distance between a photo-
graphed object and the photographing device of the
robot based on a received shooting instruction, in
response to a movement direction of the robot being
perpendicular to a shooting, direction of the photo-
graphing device;

instructions for calculating an inter-axis distance based on

the distance between the photographed object and the
photographing device, wherein the inter-axis distance
comprises a distance between a position the photo-
graphing device obtaining a first picture of the photo-
graphed object and another position the photographing
device obtaining a second picture of the photographed
object;

instructions for obtaining the first picture, after moving

the robot for half of the inter-axis distance along the
movement direction;

instructions for obtaining the second picture after moving

the robot for entire of the inter-axis face horn a current
position along m opposite direction of the movement
direction; and

instructions for synthesizing the first picture and the

second picture to obtain a 3D picture of the photo-
graphed object.

14. The robot of claim 13, wherein instructions for
obtaining the first picture after moving the robot for half of
the inter-axis distance along the movement direction com-
prises:

instructions for determining whether the inter-axis dis-

tance is valid; and

instructions for moving the robot for half of the inter-axis

distance along the movement direction to obtain the
first picture, in response to the inter-axis distance being
valid.

15. The robot of claim 13, wherein the one or more
computer programs further comprise:

instructions for obtaining the shooting direction of the

photographing device; and

instructions for adjusting the movement direction of the

robot to be perpendicular to the shooting direction.

16. The robot of claim 13, wherein the instructions for
calculating the inter-axis distance based on a distance
between the photographed object and the photographing
device comprises:

instructions for obtaining an equivalent focal length of the

photographing device; and

instructions for calculating a quotient between the dis-

tance between the photographed object and the photo-
graphing, device and the equivalent distance to obtain
the inter-axis distance.

17. The robot of claim 13, wherein the one, or more
computer programs further comprise:

instructions for obtaining a preset speed; and

instructions for moving the robot at the preset speed.

18. The robot of claim 13, wherein the photographing
device is a monocular camera.
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