
(19) United States 
(12) Patent Application Publication (10) Pub. No.: US 2014/0280163 A1 

US 2014028O163A1 

FOX et al. (43) Pub. Date: Sep. 18, 2014 

(54) SYSTEMS AND METHODS FOR FIELD DATA Publication Classification 
COLLECTION (51) Int. Cl. 

G06F 7/30 2006.O1 
(71) Applicant: The Wendell Group, Inc., Washington, G06F 3/0484 30.8 

DC (US) (52) U.S. Cl. 
(72) Inventors: Charles W. FOX, Washington, DC (US); CPC ........ G06F 17/30598 (2013.01); conties 

Michael P. SCHU, Washington, DC USPC ........................................... 707/737, 715/764 
(57) ABSTRACT 
Systems and methods are provided for automated field data 

(73) Assignee: The Wendell Group, Inc., Washington, collection. A client system may download graphical repre 
DC (US) sentations and space hierarchy information associated with 

the project from a server. A user may open, on the client 
system, an area where the field data collection is to occur 

(21) Appl. No.: 14/248,926 (e.g., a room in a building), whereby the client system auto 
matically navigates to a pre-defined region of the graphical 

(22) Filed: Apr. 9, 2014 representation (e.g., an architectural floor plan). For each 
9 discrepancy identified, the user may touch a corresponding 

location on the graphical representation and select a discrep 
Related U.S. Application Data ancy type from a list. The user may then associate additional 

(63) Continuation of application No. 12/081,627, filed on data files, such as image files, audio files, video files, and GPS 
sw1 s coordinates with the discrepancy. An organization respon Apr. 18, 2008, now Pat. No. 8,732,598 • Y-s s • L vs. 8 Y-s - a sa- - - - sible for correcting the discrepancy may be automatically 

(60) Provisional application No. 60/907,861, filed on Apr. assigned and/or notified based on an association made on the 
19, 2007. 

Open Pick List 
Builder 

101 

Create new space type 
pick list 

102 

Add location items 

Location 
pick list is a 
hierarchy 

104 

Organize location items 
in hierarchy 

108 

Add levels/spaces with 
Space type 

SeVe. 

Open Building 
Tree 

105 

Add building area, 
space default 

Auto-add 
levels/ 
spaces 

Set level? space range, 
add 

  

  

  

    

  

    

  



US 2014/028O163 A1 Sep. 18, 2014 Sheet 1 of 8 Patent Application Publication 

  

  

  

  

  

  

  

  



Patent Application Publication Sep. 18, 2014 Sheet 2 of 8 US 2014/028O163 A1 

Enter space to floor 
plan mapping 

201 

Prepare background 

complete 

203 

Map floor plans and 
RCPs to building levels 

204 

Map building spaces to 
floor plan areas 

Fig. 2 

    

  

  

  



Patent Application Publication Sep. 18, 2014 Sheet 3 of 8 US 2014/028O163 A1 

Inspect: No. Twr, Units 800 
301 820 (a) Park Place Condos 

No. Twr. 
302 + Level 8 

+ Unit 800 

Menu> Format 

303 Y Primary: Floor plan, level 8 
Y Secondary: RCP, level 8 

Touch screen at discrepancy location, then 

304 Lla: Clean lens offixture 
L1b: Replace burnt-out lamp 

305a 

305 

305b 

Fig. 3 

  



Patent Application Publication Sep. 18, 2014 Sheet 4 of 8 US 2014/028O163 A1 

401 Open 4/18/08 11:40 AM 

Bathroom door-right 
402 side 

Llc: Install electrical 
403 Switch cover 

Shock Electrical 
404 Contractors 

405 Note, Photo, Dictation 

Fig. 4 



Patent Application Publication Sep. 18, 2014 Sheet 5 of 8 US 2014/028O163 A1 

Enter Verify mode 

Verify 
individual 
discrepancy 

Select discrepancy 

Select discrepancy 
Status 

504 

Set status of remaining 
discrepancies 

Fig. 5 

    

  

    

  

  

  



Patent Application Publication Sep. 18, 2014 Sheet 6 of 8 US 2014/028O163 A1 

605 

602 

Web/Application 
Server 

Fig. 6 

  



Patent Application Publication Sep. 18, 2014 Sheet 7 of 8 US 2014/028O163 A1 

Inspect: The Wendell Group (9876.5) 
Office 300-312 
25, Projects 
e's Collect 

RFICite 
Safety 70 

-Q Weather 
Workers 

-The Wendell Group 
"No, Wing 

|- L1 
"L2 

"Reception 3 
... Office 300 702 
... Office 301 
re. Office 302 
re. Office 303 
- Office 304 
... Office 305 
... Office 306 
Office 307 

in Office 308 

703 

  



US 2014/028O163 A1 Sep. 18, 2014 Sheet 8 of 8 Patent Application Publication 

08 -51-I 

: 

  

  

  

  

  

  



US 2014/02801 63 A1 

SYSTEMS AND METHODS FOR FIELD DATA 
COLLECTION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application claims priority to U.S. application 
Ser. No. 12/081,627, filed Apr. 18, 2008, which claims prior 
ity to U.S. Provisional Application No. 60/907,861, filed Apr. 
18, 2007, the disclosures of which are incorporated herein by 
reference in their entirety. 

TECHNICAL FIELD OF THE INVENTION 

0002 The present invention relates generally to systems 
and methods to capture and resolve discrepancies identified 
during field data collection. Additionally, the present inven 
tion relates to systems and methods to electronically docu 
ment and manage discrepancies. 

BACKGROUND OF THE INVENTION 

0003) Field data collection has been used in many indus 
tries or applications. The construction industry will be used as 
an exemplary application of the present invention throughout 
the specification, but it is noted that the present invention may 
be equally applicable in any field or industry responsible for 
remote data collection. The present invention is not in limited 
in any way to the construction industry. As an illustrative 
example, field data collection is prevalent in the construction 
field, where three methods may exemplify how data is col 
lection and managed: 1) Paper and pencil, 2) computer 
spreadsheets, and 3) handheld technology. 
0004. The most widely used method for field data collec 
tion in the construction industry is hand writing notes on 
paper. An individual may describe the nature of a discrepancy 
and its location on sheets of paper or floor plans. As floor 
plans may be produced on paper that is 36"X48", their bulk 
and weight make toting them around inconvenient. This 
approach is easy to use and the results (to be shared with third 
parties responsible for fixing discrepancies) are understood 
with relative ease. However, the amount of information writ 
ten down in a limited area, with arrows pointing to the exact 
location of a discrepancy, can become difficult to interpret, 
due both to illegible handwriting and the clutter of innumer 
able discrepancies. As pens are used to create a permanent 
record, corrections to notes exacerbate the clutter. The dis 
crepancies often are re-recorded into a computer system to 
manage resolution. As the number of discrepancies identified 
can number in the tens of thousands, this duplicative work is 
expensive and time consuming. 
0005. The next most common method is to record discrep 
ancies directly into a laptop computer, for example into a 
spreadsheet. Recording field data directly into a computer 
avoids transcription errors, can automate some of the collec 
tion process (e.g., using preset discrepancy types), and elimi 
nates the additional work associated with recording discrep 
ancies on paper and subsequently in a computer. The method 
requires that the location of a discrepancy is recorded textu 
ally, rather than graphically, an imprecise and easily misun 
derstood approach. Further, in order to type on the laptop, the 
user needs a platform on which to rest the computer. 
0006 Finally, handheld devices add portability, but have 
yet to provide a way to graphically capture the nature of a 
discrepancy and its location. Handheld technology com 
monly include cell phones, cameras, touch screens, and GPS 
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receivers. But no handheld technology includes the function 
ality to include a high resolution floor plan, automate some of 
the process with preset discrepancy types, and photograph the 
discrepancy. 
0007 Generally, needs exist for improved methods of field 
data collection that reduce time and effort from field data 
collectors and facilitate standardized data collection proce 
dures and reporting. 

BRIEF SUMMARY OF THE INVENTION 

0008. An embodiment of the present invention may pro 
vide a system and method for automated field data collection. 
A client system may download digitized images associated 
with the field data collection project, such as floor plans, and 
pick lists associated with a particular project. A user may 
open, on the client system, an area where the field data col 
lection is to occur (e.g., a room in a building), whereby the 
client system automatically navigates to a pre-defined region 
of the downloaded image (e.g., an architectural floor plan). 
For each discrepancy identified, the user may touch a corre 
sponding location on the image and select the discrepancy 
type from a list. The user may then associate photographs 
taken with the client system, dictation, and GPS coordinates 
with the discrepancy. The organization responsible for cor 
recting the discrepancy may be automatically assigned and/or 
notified based on an association made on the server. 
0009 Embodiments of the present invention solve many 
of the problems and/or overcome many of the drawbacks and 
disadvantages of the prior art by providing methods and Sys 
tems for field data collection. 

0010 Embodiments of the present invention may include 
a method for structured field data collection including pro 
viding a space hierarchy to a user, wherein the space hierar 
chy comprises one or more spaces and corresponding Sub 
spaces, wherein the sub-spaces comprise information 
regarding properties of the one or more spaces and corre 
sponding sub-spaces, receiving a selection of a space of inter 
est and corresponding sub-spaces selected from the space 
hierarchy, receiving a unique identifier of an actual space 
related to the selection of the space of interest and corre 
sponding sub-spaces, providing a graphical representation to 
the user of the actual space corresponding to the selected 
space of interest and corresponding sub-spaces by using the 
unique identifier, associating user collected data with a posi 
tion on the graphical representation, wherein the position 
corresponds with an actual position of the actual space, and 
wherein the user collected data is categorized based upon the 
selection of the space of interest and corresponding Sub 
spaces, and receiving and storing the user collected data. 
00.11 Embodiments may also have the space selected 
from the space hierarchy comprises information regarding 
predetermined, categorized and standardized descriptions of 
actual sub-spaces. The user collected data may be collected 
on a portable computing device. The user interactively may 
navigate the space hierarchy to select the space of interest and 
corresponding sub-spaces that describes the actual space. The 
graphical representation may be selected from the group con 
sisting of architectural diagrams, digital images, photo 
graphs, schematic diagrams, maps, sketches, and combina 
tions thereof. Embodiments may also include converting the 
graphical representation between high resolution and low 
resolution versions for storage in a database and display on a 
portable computing device, respectively. 
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0012 Embodiments may also include user collected data 
representing one or more discrepancies capable of being 
acted on by a third party. Embodiments may further include 
automatically identifying one or more third parties associated 
with the one or more discrepancies, Verifying that the one or 
more discrepancies have been acted on by a third party and 
Verifying that the action is complete or not complete, and/or 
Suggesting a classification of the one or more discrepancies 
based upon the space and corresponding Sub-spaces. 
0013 Embodiments may include allowing a user to 
repeatedly access the graphical representation and add, 
remove or edit the user collected data. Embodiments may 
include pre-associating regions of the graphical representa 
tion with spaces and corresponding Sub-spaces. 
0014 Embodiments may include placing a visual notation 
at the position on the graphical representation to associate the 
user collected data with the position on the graphical repre 
sentation, wherein the visual notation is coordinate mapped to 
the position on the graphical representation, and retaining the 
coordinate mapping of the visual notation and the graphical 
representation when converting between a low-resolution 
version of the graphical representation and a high-resolution 
version of the graphical representation, wherein the visual 
notation remains associated with the position on the graphical 
representation during conversion. 
00.15 Embodiments may include associating the user col 
lected data with a separate data file, wherein the separate data 
file may be selected from the group consisting of image files, 
audio files, video files, freeform notations, GPS coordinates, 
and combinations thereof. 

0016 Embodiments may include generating a report of 
the user collected data, wherein the report comprises the 
position of the graphical representation corresponding to the 
actual position of the actual space. 
0017 Embodiments may also include a system for struc 
tured field data collection including a server in communica 
tion with a database, wherein the database stores graphical 
representations of spaces and user collected data, wherein the 
server is further in communication with a portable computing 
device, wherein the user collected data is entered and pro 
cessed into the database via the portable computing device, 
the entering and processing including the steps of providing 
agraphical representation to the portable computing device of 
a user-identified space, categorizing the user collected data 
based upon a user-selected Sub-space within a space hierar 
chy, wherein the space hierarchy comprises one or more 
spaces and corresponding Sub-spaces, wherein the Sub 
spaces comprise information regarding properties of the one 
or more spaces and corresponding Sub-spaces, associating the 
user collected data with the graphical representation, and 
storing the associated user collected data and graphical rep 
resentation in the database. 

00.18 Embodiments may include steps where the associ 
ating comprises coordinate mapping one or more visual nota 
tions, representing the user collected data, with the graphical 
representation on the portable computing device, and wherein 
the storing further comprises retaining the coordinate map 
ping of the associated one or more visual notations and 
graphical representation when converting between a low 
resolution version of the graphical representation and a high 
resolution version of the graphical representation. 
0019 Embodiments may include steps where at least 
Some of the processing occurs at the portable computing 
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device. Embodiments may include steps where the user col 
lected data is received via a browser on the portable comput 
ing device. 
0020 Embodiments may also include a method for struc 
tured field data collection, the method steps stored in a storage 
medium and executed by one or more processors including 
providing one or more space types to a user, wherein the one 
or more space types are selected from a pre-determined 
Source of user-selectable space types, and wherein the one or 
more space types comprise information regarding properties 
of actual spaces, providing a graphical representation to a 
user of a user-identified space of interest, associating a user 
selected space type, representing the user-identified space of 
interest, with a position on the graphical representation, and 
categorizing user collected databased upon the user-selected 
space type, wherein the user collected data corresponds to the 
position on the graphical representation. 
0021 Embodiments may include creating one or more 
visual indications of the user collected data on the position on 
the graphical representation, associating the one or more 
visual indications with one or more coordinates in the graphi 
cal representation, and/or converting the graphical represen 
tation from low resolution to high resolution while retaining 
the association of the one or more visual indications with the 
one or more coordinates of the graphical representation. 
0022. Embodiments may include converting the graphical 
representation between high resolution on the database and 
low resolution for display on a portable computing device. 
0023 Embodiments may also include a method for struc 
turing information types including providing a hierarchy of 
spaces, wherein the hierarchy represents standardized space 
types, and wherein the space types comprise information 
regarding properties of actual spaces, receiving user collected 
data corresponding to an actual space and a user-selected 
space type associated with the actual space, categorizing the 
user collected databased upon the user-selected space type, 
and generating a report of the user collected data. 
0024. Embodiments may include generating the report 
comprises sorting and filtering the user collected databased 
upon the user-selected space type to provide statistical analy 
sis of the actual space. Embodiments may include associating 
the user collected data with a graphical representation of the 
actual space. 
0025. Additional features, advantages, and embodiments 
of the invention are set forth or apparent from consideration of 
the following detailed description, drawings and claims. 
Moreover, it is to be understood that both the foregoing sum 
mary of the invention and the following detailed description 
are exemplary and intended to provide further explanation 
without limiting the scope of the invention as claimed. 

BRIEF DESCRIPTION OF DRAWINGS 

0026. The accompanying drawings, which are included to 
provide a further understanding of the invention and are 
incorporated in and constitute a part of this specification, 
illustrate preferred embodiments of the invention and 
together with the detailed description serve to explain the 
principles of the invention. In the drawings: 
0027 FIGS. 1A-B are flow diagrams to create a space type 
pick list and to create a building tree that uses the aforemen 
tioned space type pick list in one embodiment of the present 
invention. 
0028 FIG. 2 is a flow diagram to prepare architectural 
drawings and to map building spaces (e.g., an apartment, 
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office) to areas on an area on an architectural drawing in one 
embodiment of the present invention. 
0029 FIG. 3 illustrates creation of a discrepancy in one 
embodiment of the present invention. 
0030 FIG. 4 illustrates editing a discrepancy and adding 
discrepancy documentation in an embodiment of the present 
invention 
0031 FIG. 5 is a flow diagram of how correction of a 
discrepancy is verified illustrating an embodiment of the 
present invention 
0032 FIG. 6 is a system diagram that illustrates the com 
ponents in the present invention. 
0033 FIG. 7 illustrates an example of client system forms 
that display how an inspection is created in one embodiment 
of the present invention. 
0034 FIGS. 8A-8C are system flow diagrams to create, 
manipulate, and synchronize images. 

DETAILED DESCRIPTION OF THE INVENTION 

0035. The present invention may provide a system and 
method for field data collection. The system may optimize the 
collection of discrepancy information by recording informa 
tion faster and more accurately than conventional methods by 
reducing the effort to prepare for field data collection and 
associating multiple forms of documentation. The present 
invention may have a wide variety of uses for field data 
collection, to include markets such as construction, medicine, 
automobile repair, and other fields where data is collected in 
the field. Generally, the purpose of the invention may be to 
collection data about a discrepancy, and facilitate capturing 
the “who, what, where, when, how, and why’ associated with 
a discrepancy. A discrepancy for the purposes of the present 
invention may be defined as something that fails to meet 
specification, Something noteworthy, or something otherwise 
out of the ordinary. A discrepancy can also suggest, as in the 
construction industry, that the discrepancy will be fixed or 
addressed by a third party. 
0036. In one embodiment, a building structure, called a 
“building tree' or “space hierarchy' in the present descrip 
tion, may be modeled in the system in hierarchic, parent/child 
form (e.g., a building with towers, in which there are floors, 
on which there are rooms) and maps each room in the building 
model with a 'space type' or 'sub-space'. A space type (e.g., 
apartment, reception area) may create a nomenclature, usu 
ally in hierarchic form, to describe the standard features of a 
particular space. For example, a sink (a parent) has a faucet (a 
child) which has a spout (a child). Using space types may 
ensure that the discrepancy description is consistent and pre 
cise. Whereas the structure of a building varies widely, the 
features of a space type are consistent and consequently can 
be re-used to model a building. In practice, in one embodi 
ment of the present invention, the building tree may be created 
by a customer service representative when a new project is 
created by querying a customer about the field data collection 
work request. Queries may include: What are the building 
areas to inspect (e.g., north tower, east and west wing), the 
number of spaces to be inspected, the floors on with they exist, 
room numbers, etc. The customer may also furnish graphical 
representations (e.g., architectural drawings, maps) to Sup 
port the data collection. With the information provided by the 
customer, the customer service representative may create the 
project in the system, to include the address, work instruc 
tions, and building tree, and graphical representations. 
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0037 FIGS. 1A-B illustrate creation of space types in the 
pick list builder module and mapping the space type to a 
building tree in one embodiment of the present invention. In 
step 101 of FIG. 1A, a space type may be created with a 
common title (e.g., Apt) to which a unique identifier may be 
added in the building tree (e.g., Apt 801). In step 102, location 
items (e.g., closet, window, carpet, air conditioning register) 
may be added to the space type. In step 103, the user may 
decide whether to organize the space type into a hierarchy. In 
step 104, the location items may be organized into a hierar 
chy. 
0038. In FIG. 1B, a building tree may be created. In step 
105, one or more building areas may be created (e.g., north 
tower) and a default space type may be mapped to the building 
area (e.g., Apt) so children of the building area (i.e., level and 
spaces) may automatically inherit the space type. In step 106. 
the user may choose to add multiple levels and spaces in a 
single step. In step 107, the user selects the parent to which 
children will be added and defines the numeric range of each 
level or space added (e.g., for levels, 1-8; for apartments, 
800-820). The child may inherit the space type of the parent, 
so children of level 8 will automatically be the space type 
'Apt'. The space type of a level or space may be changed 
from the inherited space type. In step 108, the user may create 
levels and spaces individually, and may change the inherited 
space type upon creation. 
0039 FIG. 2 is a flow diagram that illustrates how building 
spaces (e.g., apartments, offices) are mapped to the associated 
region on an architectural drawing (e.g., floor plan, reverse 
ceiling plan), hereafter background or graphical representa 
tion. On the server, by mapping the space (e.g., Apt 501) to a 
region same region of the background, the client may "open’ 
to open the same region on the client when the user navigates 
to that building space in the building tree. Since the Screen 
size, screen resolution, and CPU power of the client may be 
significantly less then the server, mapping the building space 
and region on the background may reduce time to find the 
correct region and reduces errors associated with recording 
discrepancies in the wrong region of the background. In step 
201, a background file format may be opened on the server. 
The edges of the background may be cropped to remove any 
extraneous region not useful for the inspection. The back 
ground resolution may be reduced so the file size is suitable 
for the client system to quickly open and panning is fast. The 
background may be saved. In step 202, the user may decide 
whether additional backgrounds will be created. In step 203, 
a primary and secondary background, for example a floor 
plan and a reverse ceiling plan, may be associated with a 
particular level in the building tree and may be overlaid on the 
server to ensure proper registration with one another. In step 
204, a region on the background can be defined for each 
building space. The user may select the space in the building 
tree to display the background associated in step 203. The 
mouse pointer may be placed over a corner of the building 
space, and clicked and dragged to the opposing corner of the 
building space. A rectangle may be created that shades the 
area representing the region of the building space. The pro 
cess can be repeated for each building space. Once the steps in 
FIGS. 1-2 are complete and the data associated with the 
project (e.g., building tree, background, and reverse ceiling 
plan, etc.) may be downloaded to the client system, the field 
data collection can be completed. 
0040 FIG. 3 illustrates automated inspection in one 
embodiment of the present invention, and may be the display 
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of client computer forms describing a discrepancy that may 
be created. Form 301 illustrates the type of field data collec 
tion (i.e., “Inspect”) in the North Tower of Unit 800 at Park 
Place Condominiums. The software module in the client sys 
tem to perform the inspections may be selected to open the 
building tree form. Form 302 illustrates the building tree, 
showing one of the spaces to inspect (i.e., Unit 800). The text 
may be derived from the building tree created on the server 
“No. Twr” may be the building area, “Level 8, and “Unit 
800.” The building tree can be modified on the client. Unit 800 
may be selected to open Form 303. Form 303 illustrates 
whether the backgrounds are mapped to the proper building 
level, and can be changed. The user may click a button to 
begin inspection at which point the client system may display 
the region of the background associated with the building 
space mapped in FIG. 2, step 204. The user can pan over the 
background to display different regions of the background, 
and can Zoom in and out. To create a discrepancy, the user may 
touch the client system screen where a discrepancy exists and 
the client system form with a list of discrepancy types (e.g., 
“L1a: Clean lens of fixture.” “L1b: Replace burnt-out lamp'') 
may be displayed. The user may select a discrepancy type and 
may click “OK”. After a single discrepancy type has been 
selected for a space, a context menu may appear with a list of 
the most commonly selected discrepancies. The user can 
choose a discrepancy from the context menu or navigate to the 
form with the complete discrepancy type list. For a given 
discrepancy, the user can add a comment to augment the 
description and indicate whether the discrepancy is a general 
problem throughout the space and not limited to the point on 
the background where the discrepancy is created. Once the 
discrepancy is created, it can be automatically associated with 
a third party responsible for correcting the discrepancy (pro 
vided the discrepancy type is mapped to an entity on the 
server). The user can sketch on the background where the 
sketch is associated with the selected discrepancy. Form 305 
illustrates the client system in two different states (Forms 
305a-305b) after the discrepancy type is saved. Form 305a 
illustrates the discrepancy adjacent to the arrow that pinpoints 
the original position of the discrepancy. The asterisk may 
indicate a comment is associated with the discrepancy. A 
discrepancy can be repositioned, as illustrated in the Form in 
state 305b, by touching and dragging the discrepancy to 
another position. 
0041 FIG. 4 illustrates the sections of information on a 
discrepancy form. Section 401 shows the most recent status of 
a discrepancy. Each new status for a discrepancy may be 
displayed on the client system screen, where the he collection 
of forms a history of the discrepancy (e.g., opened, corrected, 
closed). The status may be changed by touching the section to 
display the status history form. Section 402 illustrates a loca 
tion of the discrepancy selected from the space type. A com 
ment (i.e., "right side) may be appended as a comment to the 
location. Both the location and comment can be changed by 
touching the section to display location pick list for the space 
type. Section 403 illustrates the discrepancy type. The dis 
crepancy type can be changed by touching the section to 
display the discrepancy type. Section 404 illustrates the third 
party responsible for correcting the discrepancy. The third 
party can be changed and additional third parties associated 
with the discrepancy added. Third parties may be notified of 
a discrepancy automatically via email, text message, etc. 
when a discrepancy is assigned to the third party. Section 405 
illustrates documentation associated with the discrepancy. A 
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freeform note, photographs, and dictation may be associated 
with the discrepancy. Photographs taken on the client system 
may be automatically associated with the discrepancy. 
Sketches can be made on the photographs and saved with the 
discrepancy. 
0042 FIG. 5 is a flow diagram that illustrates use of the 
present invention to verify that a reportedly corrected discrep 
ancy is, in fact, corrected. The user may observe each discrep 
ancy in a building space to confirm whether the third party 
corrected it. Once in the “Verify mode, the user may decide 
in step 501 whether to individually verify discrepancies. In 
step 502, the user may touch the discrepancy on the back 
ground of the client system screen where the discrepancy is 
located to display a menu. In step 503, a menu item may be 
selected to indicate whether the discrepancy has been cor 
rected, not corrected, or other. If the discrepancy is corrected 
or not corrected, the client system may update the discrep 
ancy status and may refresh the discrepancy displayed on the 
screen to reflect the new status. If other is selected, a form may 
be opened where the status can be updated and comments or 
documentation can be added. The status change may remove 
the discrepancy from the list of those to verify. Once the 
individual discrepancies have been verified, step 501, the 
status of the remaining discrepancies can be updated in one 
step to indicate they are corrected or not corrected. 
0043 FIG. 6 is a system diagram that illustrates the com 
ponents in the present invention. Component 601 may repre 
sent a consumer or business personal computer (“PC”) using 
an operating system, such as those supplied by Microsoft or 
Apple, connected to a communications network. Users may 
access the client system of the present invention with the PC 
via a client/server or Web-based application. The PC may be 
used to create and manage projects and review the results of 
inspection discrepancies. Component 602 may be a web/ 
application server that accepts data requests from the PC or 
from outside the firewall, component 604, and either retrieves 
from or stores data to the system database, component 603. 
The firewall, component 604, may prevent unwanted access 
to components. The firewall may be connected to the Internet, 
component 606. The system client, component 605, may 
retrieve data and stores data via either the Internet (over a 
wireless connection), while connected physically to the PC, 
component 601, other wireless connection inside the firewall. 
Project data created by users may be synchronized between 
the PC and the client via the Web/application server, which in 
turn accesses the database. 

0044 FIG. 7 illustrates an example of client system forms 
that display how an inspection is created in one embodiment 
of the present invention. The user may open and log into the 
client application. At the top of form 701 may be displayed 
the type of field data collection (i.e., Inspect), the project 
name (i.e., The Wendell Group), the case number (i.e., 9876. 
5), and instructions for the inspection (i.e., Offices 300-312). 
To perform the inspection, a software module, the “iPunch” 
module in FIG. 7, may be clicked to open form 702. In form 
702, the building tree created on the PC may be displayed. 
Additional building areas, levels, and with spaces (with the 
space type) can be created. The user may select Office 307 to 
open the space. The space form, not shown, may display 
existing discrepancies. From the space form, the user may 
select “punch” from the menu system to open a Punch form. 
Form 703 illustrates where the system open the form to dis 
play the background a floor plan of Office 307. In the illus 
tration of form 703 are three existing discrepancies with the 
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codes F1a, W1c, W7b; the pointer in the lower left-hand 
corner of the code indicates the exact location of the discrep 
ancy. Additionally, a new discrepancy is in process. At this 
point the user may have touched the background where the 
discrepancy exists and a menu may be displayed of the most 
popular discrepancies. The last menu in the list, "other, may 
cause another form with the complete list of discrepancy 
types to open. The discrepancies can be repositioned on the 
background by selecting and dragging the discrepancy. The 
discrepancy can also be edited, allowing the user to change 
the discrepancy type, adding a location (e.g., ceiling light 
fixture Switch, white board), and adding documentation, Such 
as a photograph of the discrepancy on which a sketch is made, 
dictation, free form notes, and GPS coordinates. 
0045 FIGS. 8A-8C are system flow diagrams to create, 
manipulate, and synchronize images. In step 801 of FIG. 8A, 
to load image, the user may browse to the file on the hard 
drive. The system may load the file data from user supplied 
file path into a data stream. In step 802, to crop the image to 
remove any unnecessary border regions of the image, the 
system may display the image on the screen using the data 
stream from the previous step. The system may transpose 
coordinates (i.e., the upper left X and y coordinates, and the 
width and height of the image) of the user-supplied cropped 
rectangle from the screen's coordinate plane to the graphic 
file image's coordinate plane, and crops the image. The sys 
tem then may write the new image data to the data stream and 
saves the image to the database. In step 803, which creates a 
lower resolution version of the image that will be passed to the 
client; the system may display the image on the screen using 
the data stream. Next, using an imaging Software develop 
ment kit, the system may resize the image's resolution based 
on user input. The system may calculate the ratio between the 
original resolution size and the compressed size, and saves to 
the database the resized data stream of the image in a separate 
column. Finally, the system may save the resolution ratio of 
the two images to the database. In step 804, to transfer the 
low-resolution version of the image to the client, the system 
may use database replication. The table containing the images 
may be replicated, but only the low resolution image column 
may be sent to the client. 
0046. In FIG. 8B, to view and draw on images on the 
client, in step 805, the system may load the low resolution 
image from the client database and the system displays on the 
screen. The user can Zoom to a region of the image based on 
either user input from the panning and Zooming tools, or data 
provided by the space mapping (auto-position) feature. To 
draw on the image, with the system pen selected, the system 
may capture screen X and Y coordinates as the user draws. 
The system may transpose the coordinates to the coordinate 
plane of the image wing the current Zoom magnification and 
view positioning on the image. Then the system may build 
data representing lines between each of the X and Y points 
captured. This data may be drawn by the system as a series of 
continuous lines on the screen using the line data so the user 
sees the drawing being drawn. Upon completing the line, the 
system may save the line data, Zoom magnification, and posi 
tion to the client database. In step 806, to add pushpins, the 
client system may execute a similar sequence of events as step 
805. To record the position of the pushpin, the client may 
capture the screen X and Y coordinates as the user touches the 
screen with the pushpin tool, then may draw a pushpin icon on 
the screen. Finally the client may save the coordinates of the 
pushpin to the database. 
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0047. In FIG. 8C, the client and server may synchronize 
data back to the server, to include photographs. In step 807, 
the client system may use database replication to send draw 
ing and pushpin data from client to the server. In step 808, to 
create a high-resolution image, the server may launch a web 
service that uses drawing data to create views of the drawing 
on the original high-resolution image. The server may query 
the database to determine which drawings must be generated 
or regenerated, and loads the high resolution image from the 
server database. Next the server may load drawing line data, 
Zoom magnification and position from the database. Then the 
server may transpose the Zoom level and position using the 
high-to-low resolution ratio. With this information, the server 
may crop the image to create a new image. To add lines, the 
server may transpose the line coordinates from the low-reso 
lution coordinate plane to the Zoomed, cropped high-resolu 
tion coordinate plane, and draws on the new image using the 
transposed line data. Finally the new image may be saved to 
the database as the completed drawing. In step 809, the server 
may add push pins to the high resolution image. First, it may 
query the database to determine which punch list plans must 
be generated or regenerated. Next, it may load the high 
resolution image and pushpin data from the server database. 
Using the position of all of the pushpins, the server may 
calculate an ideal Zoom magnification and position on the 
original high-resolution image that encompasses the push 
pins, to include a border around them. Then the server may 
Zoom and crop the image to create a new image. The server 
may transpose the pushpin coordinates from the low-resolu 
tion coordinate plane to the Zoomed, cropped, high-resolution 
coordinate plane, and may draw on the new image using the 
transposed pushpin data. Finally, the server may save the new 
image to the database as the completed punch list plan. 
0048. The conversion of the high-resolution image, which 
has a large file size, to the low-resolution image may be 
necessary for the client system to open. The primary chal 
lenge to achieve this may be the transposition of coordinates 
from one coordinate plane to another, allowing the plotting of 
images with resolutions at different Zoom levels and posi 
tions. The coordinate planes that exist throughout this process 
include: the coordinate plane of the screen on the desktop; the 
full, high-resolution image; the cropped high-resolution 
image; the low-resolution image; a Zoomed view of the low 
resolution image; the coordinate plane of the screen on the 
client system; and a Zoomed view of the high-resolution 
image. When cropping the image on the desktop, the coordi 
nates of the crop rectangle preferably must be transposed to 
the coordinates of image so the crop can be executed. On the 
client system, the user can Zoom in to a certain area of the 
low-resolution image before drawing. In that case, when the 
user draws, a double transposition may occur. The points 
must be transposed from the client screen to the Zoomed view 
of the low-resolution image, and then to the plane of the full, 
un-Zoomed, low-resolution image, and finally stored in the 
database. When drawings are rendered on the client system, 
the data may be loaded from the database and must be trans 
posed from the low-resolution image's coordinate plane to 
the coordinate plane of the current Zoom level and position, 
and then to coordinate plane of the client screen. On the 
server, the system may create image views. An image view 
may be a Zoomed, cropped version of the image with draw 
ings and/or pushpins drawn on the image. Image views may 
be created using the original, high-resolution image and can 
be considered the final product of the process. When creating 
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the image view for reports, the Zoom area of the high-resolu 
tion image used to create the image view may not be provided 
by data in the system. It must be calculated by using the 
position of every pushpin in the drawing and adding a border 
area around a rectangle that encompasses all of the pushpins. 
The size of the border cannot be fixed, but calculated relative 
to the Zoom level being used in the image view and the size of 
the original image. 
0049. Although the foregoing description is directed to the 
preferred embodiments of the invention, it is noted that other 
variations and modifications will be apparent to those skilled 
in the art, and may be made without departing from the spirit 
or scope of the invention. Moreover, features described in 
connection with one embodiment of the invention may be 
used in conjunction with other embodiments, even if not 
explicitly stated above. 

1. A method for structured field data collection comprising: 
providing a space hierarchy to a user, wherein the space 

hierarchy comprises one or more spaces and corre 
sponding Sub-spaces, wherein the Sub-spaces comprise 
information regarding properties of the one or more 
spaces and corresponding Sub-spaces, 

receiving a selection of a space of interest and correspond 
ing Sub-spaces selected from the space hierarchy, 

receiving a unique identifier of an actual space related to 
the selection of the space of interest and corresponding 
Sub-spaces, 

providing a graphical representation to the user of the 
actual space corresponding to the selected space of inter 
est and corresponding Sub-spaces by using the unique 
identifier, 

associating user collected data with a position on the 
graphical representation, wherein the position corre 
sponds with an actual position of the actual space, and 
wherein the user collected data is categorized based 
upon the selection of the space of interest and corre 
sponding Sub-spaces, and 

receiving and storing the user collected data. 
2. The method of claim 1, wherein the space selected from 

the space hierarchy comprises information regarding prede 
termined, categorized and standardized descriptions of actual 
Sub-spaces. 

3. The method of claim 1, wherein the user collected data is 
collected on a portable computing device. 

4. The method of claim 1, wherein the user interactively 
navigates the space hierarchy to select the space of interest 
and corresponding Sub-spaces that describes the actual space. 

5. The method of claim 1, wherein the graphical represen 
tation is selected from the group consisting of architectural 
diagrams, digital images, photographs, schematic diagrams, 
maps, sketches, and combinations thereof. 

6. The method of claim 1, further comprising converting 
the graphical representation between high resolution and low 
resolution versions for storage in a database and display on a 
portable computing device, respectively. 

7. The method of claim 1, wherein the user collected data 
represents one or more discrepancies capable of being acted 
on by a third party. 

8. The method of claim 7, further comprising automatically 
identifying one or more third parties associated with the one 
or more discrepancies. 
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9. The method of claim 7, further comprising verifying that 
the one or more discrepancies have been acted on by a third 
party and Verifying that the action is complete or not com 
plete. 

10. The method of claim 7, further comprising Suggesting 
a classification of the one or more discrepancies based upon 
the space and corresponding Sub-spaces. 

11. The method of claim 1, further comprising allowing a 
user to repeatedly access the graphical representation and 
add, remove or edit the user collected data. 

12. The method of claim 1, further comprising pre-associ 
ating regions of the graphical representation with spaces and 
corresponding Sub-spaces. 

13. The method of claim 1, wherein a visual notation is 
placed at the position on the graphical representation to asso 
ciate the user collected data with the position on the graphical 
representation. 

14. The method of claim 13, wherein the visual notation is 
coordinate mapped to the position on the graphical represen 
tation. 

15. The method of claim 13, further comprising retaining 
the coordinate mapping of the visual notation and the graphi 
cal representation when converting between a low-resolution 
version of the graphical representation and a high-resolution 
version of the graphical representation. 

16. The method of claim 15, wherein the visual notation 
remains associated with the position on the graphical repre 
sentation during conversion. 

17. The method of claim 1, further comprising associating 
the user collected data with a separate data file. 

18. The method of claim 17, wherein the separate data file 
may be selected from the group consisting of image files, 
audio files, video files, freeform notations, GPS coordinates, 
and combinations thereof. 

19. The method of claim 1, further comprising generating 
a report of the user collected data. 

20. The method of claim 19, wherein the report comprises 
the position of the graphical representation corresponding to 
the actual position of the actual space. 

21. A system for structured field data collection compris 
ing: 

a server in communication with a database, wherein the 
database stores graphical representations of spaces and 
user collected data, 

wherein the server is further in communication with a 
portable computing device, 

wherein the user collected data is entered and processed 
into the database via the portable computing device, the 
entering and processing comprising the steps of 

providing a graphical representation to the portable com 
puting device of a user-identified space, 

categorizing the user collected data based upon a user 
Selected Sub-space within a space hierarchy, wherein the 
space hierarchy comprises one or more spaces and cor 
responding Sub-spaces, wherein the Sub-spaces com 
prise information regarding properties of the one or 
more spaces and corresponding Sub-spaces, 

associating the user collected data with the graphical rep 
resentation, and 

storing the associated user collected data and graphical 
representation in the database. 

22. The system of claim 21, wherein the associating com 
prises coordinate mapping one or more visual notations, rep 
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resenting the user collected data, with the graphical represen 
tation on the portable computing device. 

23. The system of claim 22, wherein the storing further 
comprises retaining the coordinate mapping of the associated 
one or more visual notations and graphical representation 
when converting between a low-resolution version of the 
graphical representation and a high-resolution version of the 
graphical representation. 

24. The system of claim 21, wherein at least some of the 
processing occurs at the portable computing device. 

25. The system of claim 21, wherein the user collected data 
is received via a browser on the portable computing device. 

26. A method for structured field data collection, the 
method steps stored in a storage medium and executed by one 
or more processors comprising: 

providing one or more space types to a user, wherein the 
one or more space types are selected from a pre-deter 
mined source of user-selectable space types, and 
wherein the one or more space types comprise informa 
tion regarding properties of actual spaces, 

providing a graphical representation to a user of a user 
identified space of interest, 

associating a user-selected space type, representing the 
user-identified space of interest, with a position on the 
graphical representation, and 

categorizing user collected data based upon the user-se 
lected space type, wherein the user collected data corre 
sponds to the position on the graphical representation. 

27. The method of claim 26, further comprising creating 
one or more visual indications of the user collected data on the 
position on the graphical representation. 
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28. The method of claim 27, further comprising associating 
the one or more visual indications with one or more coordi 
nates in the graphical representation. 

29. The method of claim 28, further comprising converting 
the graphical representation from low resolution to high reso 
lution while retaining the association of the one or more 
visual indications with the one or more coordinates of the 
graphical representation. 

30. The method of claim 26, further comprising converting 
the graphical representation between high resolution on the 
database and low resolution for display on a portable com 
puting device. 

31. A method for structuring information types compris 
ing: 

providing a hierarchy of spaces, wherein the hierarchy 
represents standardized space types, and wherein the 
space types comprise information regarding properties 
of actual spaces, 

receiving user collected data corresponding to an actual 
space and a user-selected space type associated with the 
actual space, 

categorizing the user collected databased upon the user 
Selected space type, and 

generating a report of the user collected data. 
32. The method of claim 31, wherein generating the report 

comprises sorting and filtering the user collected databased 
upon the user-selected space type to provide statistical analy 
sis of the actual space. 

33. The method of claim 31, further comprising associating 
the user collected data with a graphical representation of the 
actual space. 


