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(57) Abstract: Apparatus and methods are disclosed for adjusting phase of data signals to compensate for phase offset variations

g between devices during normal operation. The phase of data signals are adjusted individually in each transmit data unit and receive

~~ data unit across multiple data slices with a common set of phase vector clock signals and a corresponding clock cycle count signal.
The transmission of signal information between a first device (such as a memory controller) (205) and a second device (such as
a memory component) (210) occurs without errors even when the accumulated delays between the first device and second device
change by a half symbol time interval or more during operation of the system. The apparatus reduces the circuitry required, such

a as phase-lock-loops (255), for individually adjusting the phase of each transmit data unit and receive data unit across multiple data
slices, which in turn results in reduction in complexity and cost of the system.
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PHASE ADJUSTMENT APPARATUS AND METHOD
FOR A MEMORY DEVICE SIGNALING SYSTEM

This application claims priority to U.S. provisional application 60/343,905, filed on
October 22, 2001, and U.S. provisional application 60/376,947, filed on April 30, 2002,

both of which are hereby incorporated by reference.

FIELD OF THE INVENTION
This invention generally relates to the field of digital circuits, and more particularly

to an apparatus and method for phase adjustment and memory device signaling systems.

BACKGROUND OF THE INVENTION

Integrated circuits connect to and communicate with each other, typically using a
bus with address, data and control signals. Today’s complex digital circuits contain
storage devices, finite-state machines, and other such structures that control the movement
of information by various clocking methods. Transferred signals must be properly
synchronized or linked so that information from a transmit point is properly communicated
to and received by a receive point in a circuit.

The term “signal” refers to a stream of information communicated between two
points within a system. For a digital signal, this information consists of a series of
“symbols,” with each symbol driven for an interval of time. In digital applications, the
symbols are generally referred to as “bits” in which values are represented by “zero” and -
“one” symbols, although other symbol sets are possible. The values commonly used to
represent the zero and one symbols are voltage levels, although other variations are
possible.

In some cases, a signal will be given more than one name (using an index
notation), with each index value representing the signal value present at a particular point
on a wire. The two or more signal names on a wire represent the same information, with
one signal value being a time-shifted version of the other. The time-shifting is the result of

the propagation of voltage and current waveforms on a physical wire. Using two or more



10

15

20

25

30

WO 03/036850 PCT/US02/33706

signal names for the same signal information allows for easy accounting of the resulting
propagation delays.

The term “wire” refers to the physical interconnection medium which connects two
or more points within a system, and which serves as the conduit for the stream of
information (the signal) communicated between the points. For example, but without
limitation, a wire can be a copper wire, a metal (eg., copper) trace on a printed circuit
board, or a fiber optic cable. A “bus” is a wire or a set of wires. These wires are collected
together because they may share the same physical topology, or because they have related
timing behavior, or for some other reason. The assignment of wires into a bus is often a

19

notational convenience. The terms “line,” “connection” and “interconnect” mean either a
bus, wire or set of wires as appropriate to the context in which those terms are used.

The term “signal set” refers to one or more signals. Whenever a signal or signal set
is described herein as being coupled to or attached to a device or component, it is to be
understood that the device or component is coupled to a wire, set of wires or bus that
carries the signal.

The mapping of a signal onto a physical wire involves tradeoffs related to system
speed. The use of one physical wire per signal (single-ended signaling) uses fewer wires.
The use of two physical wires per signal (differential signaling) permits shorter bit
intervals. The mapping of signals onto physical wires can also involve optimization
related to system resources. Two different signals can share the same wire (i.e., they are
multiplexed) to minimize the number of physical wires. Typically, this must be done so
that the potential timing conflicts that result are acceptable (in terms of system
performance, for instance). The interval of time during which a bit or symbol is
transmitted or received at a particular point on a wire or at a device interface is the
“symbol time interval,” “bit time,” “bit time interval,” “bit window,” or “bit eye.” These
time interval terms for transmitting and receiving are used interchangeably. Usually, the
bit interval for transmit signals must be greater than or equal to the bit interval for receive
signals.

In FIG. 1, a bus 20 interconnects a memory controller 22 and memory components
(MEMS) 24. Physically, the bus 20 comprises traces on a printed circuit board or wiring

board, wires or cables and connectors. Each of these devices 22, 24 has a bus output
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driver or transmitter circuit 30 that interfaces with the bus 20 to drive data signals onto the
bus to send data to other integrated circuits. Each of these devices also has a receiver. In
particular, the bus output drivers 30 in the memory controller 22 and MEMS 24 are used to
transmit data over the bus 20. The bus 20 transmits signals at a rate that is a function of
many factors such as the system clock speed, the bus length, the amount of current that the
output drivers can drive, the supply voltages, the spacing and width of the wires or traces
making up the bus, and the physical layout of the bus itself. Clock, or control, signals
serve the purpose of marking the passage of time, thereby controlling the transfer of
information from one storage location to another. The memory controller 22 is connected
to a central processing unit (CPU) 40 and other system components 50, such as a graphics
control unit, over bus 45.

As signals pass over a bus and through device interfaces, the signals experience
propagation delays. Propagation delays are affected by variables such as temperature,
supply voltage and process parameters (which determine physical characteristics of the
devices sending and receiving the signals). For example, at a low operating temperature
with a high supply voltage, signals may be transmitted with a relatively short delay.
Alternatively, at a low supply voltage and high operating temperature, a significantly
longer delay may be experienced by transmitted signals.

Variations in the process parameters, which result in variations in the performance
of otherwise identical devices, cause devices either on a single bus, or devices on parallel
buses to experience different signal propagation delays. The load on each bus, which
depends on the number of devices connected to the bus, may also affect signal
propagation. In sum, the phase relationships between transmitted and received signals, are
affected by numerous factors, some of which may change during the operation of a system.

Small changes in propagation delays can result in data transfer errors, especially in
systems with very high bit (or more generally, symbol) transfer rates, and thus very short
bit (or symbol) times. In order to account for actual propagation delays, it is desirable,
especially in systems with very high bit (or symbol) transfer rates (e.g., without limitation,
250 Mb/s or higher) to synchronize signal transmitters and receivers, to account for actual
propagation delays. The present invention provides systems and methods for dynamically

synchronizing signal transmitters and receivers, even when the variations in propagation
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delays caused by temperature, voltage, process and loading variations exceed an average
symbol time interval. Normally, a variation in propagation delay of even a half symbol
time interval will cause a memory system or data transfer system to fail, because
movement of a half symbol time will cause the data sample point to move from the center
of the data eye to the edge of the data eye. Change in the propagation delay of more than a
half symbol time will, in conventional prior art systems, cause the wrong symbol to be
sampled by the receiving device. In the present invention, such changes in propagation
delay are automatically “calibrated out” by the use of dynamic propagation delay

calibration apparatus and methods.

SUMMARY OF THE INVENTION

This invention generally relates to apparatus and methods for adjusting phase of
data signals to compensate for phase-offset variations between devices during normal
operation. Systems designed in accordance with the present invention allow for adjusting
phase of data signals individually in each transmit data unit and receive data unit across
multiple data slices with a common set of phase vector clock signals and a corresponding
clock cycle count signal. One of the benefits of the invention is that the transmission of
signal information between a first device (such as for example a memory controller) and a
second device (such as for example a memory component) occurs without errors even
when the accumulated delays between the first device and second device change by a half
symbol time interval or more during operation of the system. Another benefit of the
invention is the reduction of circuitry required, such as phase-lock-loops, for individually
adjusting the phase of each transmit data unit and receive data unit across multiple data

slices, which in turn results in reduction in complexity and cost of the system.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present invention and advantages
thereof, reference is now made to the following description taken in conjunction with the
accompanying drawings:

FIG. 1 is a block diagram of a prior art bus connecting a memory controller and a

number of memory components.
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FIG. 2 is a block diagram of a prior art static mesochronous memory system
connecting a controller and a memory.

FIG. 3 is a timing diagram for the signals of the static mesochronous memory
system in FIG. 2.

FIG. 4 is second example of a block diagram of a prior art static mesochronous
memory system connecting a controller and a memory.

FIG. 5 is a timing diagram for the signals of the static mesochronous memory
system in FIG. 4.

FIG. 6 is a block diagram of a dynamic mesochronous memory system connecting
a controller and a memory in accordance with a preferred embodiment of the present
invention.

FIG. 7 is a block diagram of a dynamic mesochronous memory system in
accordance with an alternate preferred embodiment of the present invention.

FIGS. 8A and 8B depict dynamic mesochronous memory systems in which the X
and Y buses are parallel to each other.

FIG. 9 is block diagram of a dynamic mesochronous memory system in accordance
with an alternate preferred embodiment of the present invention.

FIG. 10 depicts sample splitting element configurations.

FIG. 11 depicts sample internal and external termination component variations.

FIG. 12 is logic diagram for a baseline system configuration 1200 for a component
shown in the system topology diagrams.

FIG. 13 depicts a dynamic mesochronous memory system in accordance with an
alternate preferred embodiment of the present invention.

FIGs. 14A and 14B depict a sequence of timing signals for a read transfer of the
system topology of FIG. 13.

FIG. 15 depicts a sequence of timing signals for a write transfer of the system
topology of FIG. 13.

FIG. 16 is block diagram of a memory system in accordance with a preferred
embodiment.

FIG. 17 is logic diagram for a memory system of the preferred embodiment.



10

15

20

25

30

WO 03/036850 i PCT/US02/33706

FIG. 18 shows a sequence of timing signals for block M1 of the memory system of
FIG. 16.

FIG. 19A is a logic diagram of the M2 module in the memory system of FIG. 16
for transmitting read data on a bus.

FIG. 19B is a logic diagram of the M3 module in the memory system of FIG. 16 for
receiving write data.

FIG. 20 is a block diagram for a controller of the topology of FIG. 13 comprising
three blocks, C1-C3, and interconnecting buses between the blocks.

FIG. 21 is a logic diagram for block C1 of FIG. 20.

FIG. 22 shows the clock generation sequence for block C1 of the controller.

FIG. 23 is a block diagram for the controller module responsible for receiving read
data and comprising three blocks R1-R3, and interconnecting buses between the blocks.

FIG. 24 is a logic diagram for a block R1 of a controller module for receiving read
data from a memory and inserting a programmable delay.

FIG. 25 is logic diagram for a block R2 of a controller module for creating a clock
for receiving read data.

FIG. 26 is logic diagram for a block R3 of a controller module for generating the
value of a clock phase for receiving read data.

FIG. 27 shows a sequence of receive timing signals illustrating four cases of
alignment of a clock signal within a time interval and the generation of bus signals.

FIG. 28 shows a sequence of timing signals that illustrate how timing values are
related and maintained in RXA and RXB registers.

FIG. 29 shows a sequence of receive timing signals that illustrate a calibration
sequence for transferring bus signals.

FIG. 30 is a block diagram for a controller block T0, part of block C3, and
responsible for transmitting write data.

FIG. 31 is a logic diagram for block T1, part of block T0, for transmitting write
data and inserting a programmable delay.

FIG. 32 is a logic diagram for block T2, part of block TO, for creating a clock

signal for transmitting write data.
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FIG. 33 is a logic diagram for block T3, part of block TO, for generating the value
of a clock phase for transmitting write data.

FIG. 34 shows a sequence of transmit timing signals illustrating four cases of
alignment of a clock signal within a time interval and the generation of bus signals.

FIG. 35 shows a sequence of timing signals that illustrate how timing values are
related and maintained in TXA and TXB registers.

FIG. 36 shows a sequence of transmit timing signals that illustrate a calibration
sequence for transferring bus signals.

FIG. 37 is a block diagram of the logic needed to perform the calibration processes
of a preferred embodiment of the present invention.

FIG. 38 is a block diagram for a memory system to implement a power reduction
mechanism.

FIG. 39 shows a sequence of timing signals for a read transaction in the memory
system of FIG. 38.

FIG. 40 is another embodiment of a logic diagram of a controller module for
createing a clock and control signals for receiving read data.

FIG. 41 is another embodiment of a logic diagram of a controller module for
receiving read data from a memory and inserting a programmable delay.

FIG. 42 is another embodiment of a logic diagram of a controller module for
creating a clock signal and control signals for transmitting write data.

FIG. 43 is another embodiment of a logic diagram of a controller module for

transmitting write data and inserting a programmable delay.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS
The term “mesochronous” refers to a relationship between two signals having the
same average rate or frequency, but which may have arbitrarily different phases. The term
“mesochronous system” refers to a set of clocked components in which the clock signal for
each clocked component has the same frequency, but can have a relative phase offset. The
term “static mesochronous system” means that the relative phase offsets are fixed and do
not vary during normal system operation. The approach of using fixed relative phase

offsets that do not vary during normal system operation has been the method practiced in
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prior art systems. The present invention is directed to “dynamic mesochronous systems”
in which the phase offsets of the clocked components are allowed to drift over some range
during system operation. The term “normal system operation” is used in this document to
refer to ordinary memory access operations, such as read, write and refresh operations.
Calibration operations, which are used to determine timing offsets required for successful
command and data transmission between the memory controller and memory components
of a memory systems, are generally not considered to be normal memory operations. In
the preferred embodiment, the calibration hardware in the memory controller is configured
to perform calibration operations periodically, and/or during periods of little memory
system usage, and such calibration operations are generally separated by periods during
which normal memory operations are performed.

This document describes apparatus and techniques for managing the timing of
signals within a system that can be beneficially applied to systems having a wide variety of
signals, signal rates, time intervals, buses, signal-to-wire mappings, and so on. While the
disclosed description will often identify a preferred embodiment or implementation to
illustrate a concept, it should be understood that the concept is not limited to the
embodiment or implementation employed in the discussion.

All of the vanations of signal, symbol, bit, values, time intervals, buses, and signal-
to-physical wire mapping are independent of the methods described in this document.

This document describes a set of techniques for managing the timing of signals within a
system that can be beneficially applied to all the variations described above. The
following description will often choose a preferred variation to illustrate each concept.
However, it should be understood that the concept under discussion is not limited to the
particular variation that is employed in the discussion.

FIG. 2 shows an example of a prior art static mesochronous memory system 200.
The memory system comprises a controller 205 communicating to and from memory 210
via unidirectional bus 215 and bi-directional bus 216. Bus 215 carries address and control
information from the controller to the memory. Bus 216 carries data information from the
controller to the memory during write operations and carries data information from the
memory to the controller during read operations. Bus 215 is also referred to here as the

RQ bus, and bus 216 is also referred to here as the DQ bus. This description will also refer
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to separate D and Q signal sets, i.e., signal sets 217, 218 at the controller and signal sets
219, 220 at the memory, even though such signal sets share the same physical wires in this
system.

Memory component 210 in FIG. 2, is one component of a two dimensional array of

[$3%4
1

memory components, with ranks (rows) indexed by the variable “i”” and slices (columns)
indexed by the variable “j”. Index values for the ranks are zero at the memory controller
and assume integer values greater than zero as you move further away from the controller
205. In system 200, there is a single memory component in each rank. Other memory
systems may have more than one memory component per rank. In this document, notation
“[1,j]” 1s used to label a wire or bus at different physical points along a physical length.
For example, the CTC[0,j] and CTC[i,j] signals are associated with two different points
along the same physical wire. The notation is used throughout this document so that a
wire or bus can be labeled or identified at any point along a signal transmission path.

Each slice of the memory components is attached to the DQ and RQ busses, which
carry data signals and request signals, and to bus 230 (for receiving timing information or
signals). Bus 230 (which is shown as three sub-buses 230(a), 230(b) and 230(c)),
communicating a clock signal (CLK), carries timing information from the controller 205 to
the memory component 210 so that information transfers on the other two buses can be
coordinated.

The controller uses internal clock signal CLKC for its internal operations,
including transmitting and receiving on the RQ and DQ buses. CLKC is routed so that it
passes the memory controller and memory components a total of three times. Clock signal
225 is made up of three sub-signals: CTE (clock-to-end), CTC (clock-to-controller), and
CFC (clock-from-controller). The controller drives the CTE signal, which travels to the
end of the slice of components, and returns as CTC. CTC enters the controller, and leaves
the controller (unbuffered) as CFC, and then travels back to the end of the slice. While a
single pair of physical wires generally carries the three clock signals (with CTC and CFC
being carried by the same physical wire), three different signal lines (i.e., wires) are shown
in FIG. 2 for clarity.

CLKC is also used as a reference for the phase-loop lock (PLL) or delay-loop lock
(DLL) circuit 255 that drives CTE[0,j] signals onto bus 230(a). The PLL/DLL circuit 255

-9-
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internally generates the CTE[0,j] signal and adjusts the phase of the CTE[0,j] signal until
the CTC[0,j] and CFCJ0,j] signals have the same phase as the CLKC signal.

Memory components receive the CTC and CFC signals on buses 235 and 240,
respectively. More specifically, each memory component has its own pair of clock input
connections for receiving the CTC and CFC signals, respectively. The CTC[1,j] and
CF(l[i,j] signals that are received by a memory component [i,j] on buses 235, 240,
respectively, have phases that are offset from CLKC and from each other due to
propagation delays. The propagation delays on the clock bus 230 are essentially identical
to propagation delays on the RQ and DQ busses, and thus the CTC[i,j] and CFC[i,j]
signals are used by the memory component [1,j] to control the transmission of data signals
on the DQ bus 216 and to control the receipt of control and data signals from the RQ and
DQ buses, respectively.

The CTC and CFC signals on buses 235, 240 pass through PLL/DLL circuits 265,
270, respectively, within the memory component 210. Memory components use PLL or
DLL circuits to ensure that the clock domains within the memory are phase-aligned with
the external memory clock signals that provide the timing references. By phase aligning
the clock signals in this fashion, memory sub-components 245, 250 receive timing
information for transmitting and receiving on internal D and Q buses 219, 220.

Clock domain crossing logic 275 links the portions of the memory component 210
that operate in two clock domains. One domain is used for transmitting read data. The
other domain is used for receiving write data and address/control information. Each
memory component needs to pass information between the two clock domains, and this is
controlled by the clock domain crossing logic 275.

FIG. 3 shows a timing diagram for system 200 (FIG. 2). The CLK signal 225
drives the PLL/DLL 255, which produces CTE[0,j] after a delay of tpipr,- CTE[0,j]
propagates to the end of the wire 230(a) and returns as the CTC signal to memory
component [i,j]. The CTC[i.j] signal is delayed by tpropwenp relative to the CTE[0,j]
signal. Read data Q[i,j] transmitted by the memory component to the controller is
synchronized by the memory component [1,j] with the CTC[1,j] clock. The read data Q[i,j]
signal set and the CTC[1,j] clock signal requires an additional delay of tprop;j to reach the
controller to become Q[0,j] and CTC[0,j].

-10-
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The PLL/DLL 255 adjusts the tp pii delay so that the CTC[0,j] and CLK signals
have the same phase alignment. This means that tpri/prL + teropioEND + trrOP) = C¥*teveLe,
where C is an integer and denotes the number of CLK cycles required for the round trip of
the clock signal from CTE[0,j] to CTC[0,j]. The CTC[0,j] signal becomes the CFC[0,j]
signal and exits the controller. After a delay of tpropij CFC[0,]] reaches a memory
component as CFC[i,j], where it is used to receive the RQ[1,j] address/control information
and D[i,j] write data information. The information on these two buses are delayed by
tpropij from the RQ[0,j] and D[0,j] buses, respectively.

In system 200, the controller is able to perform all transfer operations within the
single clock domain of the CLKC signal. Each memory component, on the other hand,
operates in two clock domains, as noted above. One domain is earlier in time than CLKC
by teropij and is used for transmitting read data. The other domain is later than CLKC by
tpropij and is used for receiving write data and address/control information.

Note that in all of these cases of transfers on the RQ and DQ buses, the sampling
(e.g., rising) edge of the clock that is used to receive a set of bits from a bus is shown as
being aligned with the start of the valid window of the bits. In practice, the receiving clock
will have its sampling edge aligned with the center of the valid window of the bits. The
clock recovery circuits (PLL or DLL) present on both the controller and memory
component can perform this alignment easily. For simplicity, this detail is not shown in
the timing diagram. Although other static alignments of the clock with respect to the data
may be used, one key point with respect to static systems is that the alignment does not
change during system operation.

Phase offsets required for normal operation of system 200 are known or can be
generated automatically by the system hardware. This determination of phase offsets can
be done because the clock signals travel through a path that is essentially the same as the
path of the data and address/control signals for which they provide a timing reference. The
determination of phase offsets also requires that PLL or DLL circuits be used to maintain
the static phase relationships.

In practice, such PLL or DLL circuits will not align the phase of two signals
exactly; there will be some small error due to, for example, circuit jitter. Such jitter must

be factored into the overall timing budget for transferring each bit of information on a
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signal. This timing budget for transmitting and receiving a bit includes, for instance, setup
and hold times of receive circuits and the variation of the output valid delay of the transmit
circuits. However, the timing budget does not include a component for the round-trip
propagation delay 2*tprop;jj between the memory component and memory controller. The
round-trip propagation delay 2*tprop;; is accounted for in the clock domain crossing logic
275. The accounting for round-trip propagation delay 2*tprop;; increases the latency of a
read operation, but does not impact the bandwidth of read and write transfers. Such
transfers will occur at a bandwidth that is determined by the circuits of the components,
and not by the length of the wires that connect the components. The bandwidth
determination based on circuit components is a critical factor in the advantage of static
mesochronous systems over synchronous systems in which all components use clock
signals that are at essentially the same phase. Since the transfers in the synchronous system
must include the propagation delay term in the timing budget for a bit transfer, such
inclusion of the delay term limits the bandwidth of transfers.

FIG. 4 shows a second example of a prior art static mesochronous memory system
300 comprising a controller 305 communicating to and from a memory component 310,
which may be in an array of similar memory components. Like system 200, memory

({34 4]
1

components form a two dimensional array, with ranks (rows) indexed by the variable
and slices (columns) indexed by the variable “j”. As throughout this document, the index
values are zero at the memory controller, and assume integer values greater than zero as
you move further away from the controller. For example, in a system with a 2 x 3 array of
memory components (i.€., three memory components in each of two ranks) the value of the
“1” variable increases from zero at the controller to “1” for each of the three memory
components in the first rank and to “2” for each of the three memory components in the
second rank. Furthermore, in this exemplary system the value “j” increases from zero at
the controller to “1” for each of the two memory components in the first slice, to “2” for
each of the two memory components in the second slice, and to “3” for each of the two
memory components in the third slice.

Unlike system 200, in system 300 there can be more than a single memory
component in each rank. Each rank of memory components is attached to an RQ bus 315

and a DQ bus 320. Other ranks are connected to different RQ buses and other slices are
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connected to different DQ buses. The RQ bus 315 is unidirectional and carries address and
control information from the controller to the rank of memory components. The CLK bus
317 is unidirectional and carries timing information from the controller to the memory
components so that information transfers on the other two buses can be coordinated. The
CLK bus 317 has the same topology as the RQ bus it accompanies. The slice of memory
components is attached to DQ bus 320, which connects the controller and memory and is
bi-directional, and carries data information from the controller to a memory component
during write operations, and carries data information from a memory component to the
memory controller during read operation.

The controller uses an internal clock CLKC, carried by internal bus 325, for its
internal operations, including transmitting on the RQ bus 315. The CLKC signal is also
used as a reference for the PLL or DLL circuit 330 that drives CLK[i,0]. The PLL/DLL
330 adjusts the phase of the CLK[i,0] signal to have the same phase as CLKC.

At the memory component 310, the CLK[1,j] signal is received offset in phase by a
PLL or DLL circuit 335, which produces a buffered internal clock that is of essentially the
same phase as received. This internal buffered clock signal is used to control transmission
of read data onto the DQ bus 320 and to control the receipt of control and data signals
from the RQ and DQ buses, as appropriate, generally to control the timing of operations
performed by internal memory sub-components 340, 345 and 350. Because there is a
single clock domain inside the memory component 310, there is no need for clock domain
crossing logic in the memory component 310 as there was in system 200.

Instead, the clock domain crossing logic has been shifted to the controller 305 as
clock domain crossing logic 375. The shift in logic 375 to the controller is because the
write data D[0,)] transmit logic 365 and the read data Q[0,j] receive logic 370, must be
operated in two clock domains, CLKD[0,j] and CLKQ[O0,], that have different phases than
the CLKC domain used by the rest of the controller. As a result, phase adjustment logic is
needed that delays CLKC by tp;j and tg;; to form the CLKD([0,j] and CLKQ[0,j] signals,
respectively. The phase adjustment logic for the CLKD[0,j] and CLKQ[O0,j] signals, are
shown as circuit elements 380 and 355, respectively.

FIG. 5 shows a timing diagram for system 300 (FIG. 4). The CLK signal drives the
PLL/DLL 330 to produce CLK[1,0]. The CLK[1,0] signal is delayed by tpropcixij as it
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propagates to memory component [i,)] to become signal CLK[i,j]. The RQ[1,0] signal
transmitted by controller element 360 is delayed by tproprgij as it propagates to memory
component [1,j] to become the RQ[1,)] signal at internal memory component 350. The
CLK and RQ buses are routed together, so that the two propagation delays are essentially
the same.

In the controller, phase adjustment logic 380 delays CLK by tp;; to form the
CLKDIJ0,j] signal. This clock signal is used by the controller’s data transmit element 365
to control the phase of the write data D[0,j]. The D[0,j] signal set is delayed by tproppj; as
it propagates to memory component [i,j] to become signal set D[1,j]. The controller selects
tpij so that tpropcikij = tpij + trroppij. There is also phase adjustment logic 355 in the
controller that delays CLK by tq;; to form the CLKQ[0,j] signal. This clock signal is used
to receive the read data Q[0,j] at 370. The Q[i,j] signal set is delayed by tpropq; as it
propagates from memory component [i,j] to become signal set Q[0,j]. The controller
selects tq;j so that to;; = tpropcikij + tPROPQj-

In the transfers on the RQ and DQ buses, the sampling (rising) edge of the clock
that is used to receive a set of bits (or more generally, symbols) on a bus is shown aligned
with the start of the valid window of the bits. In the real system, the receiving clock will
typically have its sampling edge aligned with the center of the valid window of the bits.
The clock recovery circuitry (PLL or DLL) that is present on both the memory controller
and memory component can perform this alignment easily. Other static phase alignments
of the signals on the CLK, RQ, and DQ buses are also possible. Memory components are
able to perform all transfer operations within the single clock domain of the internal
buffered clock signal. Each memory component will operate in its own unique clock
domain. The phase of each clock domain will stay fixed relative to the phase of CLK in the
controller; hence the reason for the term “static”” mesochronous system.

The controller, on the other hand, has multiple clock domains. CLK is the principle
domain, and CLKD[0,j] and CLKQ[0,j] are the domains (two for each slice [j]) used for
transmitting and receiving, respectively. The phase offsets of CLKD[0,j] and CLKQJ0,j]
are dependent, for example, upon the lengths of the wires that connect the components,

and may have a range that is greater than the cycle time of CLK. Typically, the range of
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phase offsets (tpj; and tq;; ) for CLKD and CLKQ is many times greater than the cycle time
of CLK. The domain crossing logic 375 must accommodate these ranges of phase offsets.

Typically, the phase offsets or adjustment values tp;; and tg;; are determined at
system initialization time. The values are stored and then used during normal system
operation. Each rank [i] in the system needs its own set of phase adjustment values tp;; and
tqij that must be loaded prior to transferring data to or from a memory device in the rank.
In practice, the PLL or DLL circuits of system 300 do not align the phase of two signals
exactly, as there is always at least a small error because of circuit jitter, as described
earlier. This jitter must be absorbed into the overall timing budget for transferring each bit
of information.

As with system 200, the timing budget for transmitting and receiving a bit for
system 300 does not include a budget allocation for the round-trip propagation delay,
2*tpropij, between the memory component and controller. Instead, the round-trip
propagation delay, 2*tprop;j, is accounted for by the clock domain crossing logic 375. The
round-trip propagation delay increases the latency of read operations, but does not impact
the bandwidth of read and write transfers. The transfers occur at a bandwidth that is
determined by the circuits of the components, and not by the length of the signal wires that

connect the components.

Dynamic Mesochronous Memory System

FIG. 6 shows an overview of a preferred embodiment of a dynamic mesochronous
memory system 400 in accordance with the present invention. This system is topologically
similar to system 300 with respect to the interconnection of components by buses and
comprises a controller 405 for communicating to and from the memory components 410.
In this system, there can be more than a single memory component in each rank and/or in
each slice. Unless otherwise noted or described, reference numbers that differ by 100 for
systems 300 and 400 represent circuit elements at the same topological locations and
having at least some functional aspects in common, even if their internal design and

operation differs substantially.
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While the preferred embodiments will be described in terms of a memory
controller and memory components, it is to be understood that the term “memory
controller” includes any device that performs the functions of a memory controller
described herein, and that the term “memory component” includes any device that
performs the functions of a memory component or device described herein. For instance,
if the functions of a memory controller are integrated with a central processing unit or with
another controller device, the resulting device will be considered a “memory controller” in
the context of the present invention. Similarly, if the memory storage, access and
calibration functions of a memory device are integrated into another device, such as an
application specific integrated circuit (ASIC), that device will be considered a “memory
component” in the context of the present invention.

System 400 differs from system 300 in numerous respects. The following is a
partial listing of significant differences between the two systems: (1) the memory
component 410 has a clock buffer 443 instead of the PLL/DLL clock recovery circuits 330
and 335 of memory component 310; the clock buffer can have varying delay during system
operation; (2) unlike memory component 310 and controller 305, the memory component
410 and controller 405 include calibration logic 485 and 490, respectively, to support a
calibration process; (3) controller 405 includes enhanced clock domain crossing logic 475
to improve the efficiency of the calibration process. In addition, certain elements of the
memory component 410, such as the RQ and DQ handling logic 450, 445, 440 include
new logic or circuitry to support the calibration process. These new aspects of the memory
component 410 and controller 405, as well as many others, are discussed below.

The clock signal used to time the transmission of signals (sometimes called
requests) on the RQ[1,0] bus 415 is called CLK[1,0]. CLK[1,0] has essentially the same
phase as CLKC. The CLK{i,j] signal that is received by memory component [i,j] will have
a phase that is offset from CLKC. This CLK[i,j] signal is received by a simple clock
buffer 443, which is much less complex and consumes much less power than the PLL or
DLL circuits 330 and 335 in system 300. Buffer 443 produces a buffered internal clock
CLKBJi,j] at 444 that is at a different phase than the CLK{i,j] signal, received by buffer
443. The CLKBJ[1,j] signal is used to transmit data onto the DQ bus 420, to receive signals
(e.g., requests and data) from the RQ and DQ buses 415, 420, respectively, and to perform
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all other internal operations in the memory 410. Because there is a single clock domain
inside the memory, there is no need for clock domain crossing logic in the memory
component, such as logic 275 of system 200.

Additionally, system 400 includes calibration logic 485 and 490. Calibration logic
485 is added to the memory 410, and logic 490 is added to the controller 405. The
calibration logic circuits 485 and 490 operate in conjunction with one another so that delay
variations during system operation are detected and complementary delay elements in logic
480, 455 are adjusted.

As in system 300, the write data D[0,j] transmit logic 465 and the read data Q[0,j]
receive logic 470 must be operated in two clock domains, CLKD[0,j] and CLKQJ[0,j],
having different phases than the CLK signal domain used by the rest of the controller. As
aresult, there is phase adjustment logic 480 and 455 that delays CLK by tp;j and tgjj,
respectively, to form the CLKD[0,j] and CLKQ[0,j] signals.

Also as in system 300, the values tp;; and tg;; are functions of the propagation delay
parameters tpropcikij> tpropDIj> and tpropgij. These propagation delay parameters are
relatively insensitive to temperature and supply voltage changes. In system 300, once the
values tp;; and tg;; have been generated during system initialization, they may be left static
(unchanged) during system operation. But in system 400, the values tp;; and tq; are also a
function of the delay of the clock buffer tg;; (as well as delay of other circuits such as the
transmitters and receivers). This clock buffer delay will change during system operation
because it is relatively sensitive to temperature and supply voltage changes. The values tp;;
and tg;; that are generated during system initialization are dynamic (changing) during
system operation, and a calibration process, using the calibration logic 485 and 490, keeps
the values tp;; and tg;; updated.

In addition, enhancements are made to the clock domain crossing logic 475 in
system 400 (relative to system 300) to improve the efficiency of the calibration process
and so that the calibration process can be handled completely by hardware. Because the
enhancement (i.e., hardware for implementing the calibration process) is implemented in
hardware, primarily in the controller but also in the memory components, the performance

of the system 400 is not significantly impacted by the overhead of the calibration process.
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Within the memory component 410, receiver and transmitter circuits 440, 445, and
450 are able to perform all transfer operations within a single clock domain that is defined
by the internal buffered clock signal generated by buffer 443. A clock domain is defined
by a set of one or more clock signals that have the same frequency and phase. For
convenience, a clock domain is often named using the name of the clock signal that
defines the clock domain (e.g., “the CLK clock domain” is a clock domain defined by the
CLK clock signal). Each memory component operates in its own clock domain, which
may be unique for each memory component. The phase of the clock domain for each
memory component can change relative to the phase of CLK in the controller; hence, the
term “dynamic” mesochronous memory system.

The controller 405, on the other hand, has multiple clock domains defined by the
CLK, CLKD[0,j] and CLKQJ0,j] clock signals. CLK on bus 425 is considered a principle
clock domain, and CLKD[0,j] and CLKQ[0,j] are derived clock domains in that they are
based on CLK by way of phase adjustment logic 480 and 455, respectively. CLKD[0,j]
and CLKQJ0,j] are used for transmitting and receiving, respectively. The phase offsets tp;;
and tg;; of CLKD[0,j] and CLKQJ[O0,j] are dependent upon the lengths of the wires that
connect the components, parasitic capacitance along these wires, and upon the changing
delay tg;j of the memory component clock buffer 443. These phase offsets may have a
range that is greater than the cycle time of CLK. In some cases the range may be many
times greater. The domain crossing logic 475 accommodates these ranges of phase offsets
and handles the phase offset range in hardware during calibration process updates.

Each rank [i] in the system will have its own set of phase adjustment values tp;; and
tqij that are loaded prior to transferring data to or from the rank. Each set of values are
kept updated by the calibration process involving logic 485, 490.

The dynamic mesochronous system 400 has similar timing benefits to that of the
static mesochronous system 300. For example, in system 400 the timing budget for
transmitting and receiving a bit does not include the propagation delay tpropj; between the
memory component and controller. Instead, the round-trip propagation delay 2*tprop;; 1S
accounted for in the clock domain crossing logic 475. This round-trip propagation delay
increases the latency of a read operation, but does not impact the bandwidth of read and

write transfers. The transfers occur at a bandwidth that is determined by the circuits of the
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memory controller and memory components, and not by the length of the signal wires that
connect the memory controller and memory components.

As noted, the clock recovery circuit 335 of the memory 310 is replaced by a simple
clock buffer 443 in system 400. This change in system 400 results in a number of benefits.

First, circuit area on the memory component is reduced. Additionally, the design
complexity of the memory component is substantially reduced, particularly as the clock
recovery circuit 335 often is a complex part of the memory design. Further, the standby
power of the clock recovery circuit is eliminated. Standby power refers to the power
dissipated when there are no read or write transfers taking place. Typically a PLL or DLL
must dissipate some minimum amount of power to keep the output clock in phase with the
input clock. In practice, this standby power requirement has made memory components
with a DLL or PLL difficult to use in portable applications, where standby power is
important.

System 400 introduces a memory system topology based on dynamic
mesochronous clocking. A number of variations in system topology, element composition,
and memory component organization are possible, and some preferred and representative
variations will be described. Individual variations may, in general, be combined with any
of the others to form composite variations. Any of the alternate systems formed from the
composite variations can benefit from the method of dynamic mesochronous clocking.

FIG. 7 shows a baseline memory system topology 700. Topology 700 is similar to
the topology of system 400, but with some modifications as described below.

The memory controller 705 is shown in FIG. 7. A single memory port 710,
(labeled Port[1]) is shown, but the controller 705 could have additional memory ports. In
general, a controller has other external signals and buses that are not directly related to the
memory system(s), which for clarity purposes are not shown in FIG. 7.

The port 710 of the controller consists of two types of buses: the X bus and the Y
bus. The X and Y buses are composed of wires for carrying different sets of signals and
have different routing paths through the memory system. The X bus is depicted as
comprising NS X buses shown as 715, 716, 717 and 718. System 700 also depicts the Y
bus comprising the NM Y buses, shown as buses 720, 721. The NS X buses usually

carries data signals and the NM Y buses usually carries address signals, but other signal
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information configurations are possible. NM and NS are integers having values greater
than zero.

Each of the NS X buses connect to the memory components along one “slice”
(column). For example, the memory components along a slice are shown as components
730, 732, 734 and 736 in memory module 740. As shown, each of the NS X buses
connect to one of the NS slices of each of the NM memory modules 740, 750. Typically,
only the memory components along one slice will be active at a time, although variations
to this are possible.

There are NM of the Y buses, with each Y bus connecting memory components on
one “module” (set of ranks). For example, the memory components of the first rank (e.g.,
the leftmost rank shown in FIG. 7) are shown as components 730, 744, 746 and 748. Each
of the NM memory modules can consist of NR ranks (rows) of memory components.
Typically, all of the memory components of one rank of one module will be active at a
time, although variations to this are possible. NM and NR are integers having values
greater than zero. In some systems, the memory system may consist of NR ranks of
memory components attached to the same printed circuit board (also called a wiring board)
that holds the memory controller 705.

Each of the NM modules 740, 750 have a dedicated Y bus, i.e., one of the NM Y
buses 720, 721, but typically most or all of the signals on a Y bus are duplicates of the
signals on other Y buses. Some signals carried on the NM Y buses may be used to
perform module or rank selection. These selection signals are generally not duplicated, but
are dedicated to a particular module or rank.

Likewise, each of the NR ranks on a module connects to the module’s dedicated Y
bus. Typically, most or all of the signals composing the Y bus are connected to the
memory components of each rank. Some signals on the NR ranks are used to perform rank
selection. The rank selections signals are generally not duplicated, and connect to only the
memory component(s) of one rank.

Generally, all signals transmitted on the X and Y buses are operated at the

maximum signaling rates permitted by the signaling technology utilized. Maximum

signaling rates often rely on the sequential connection of memory components to a

physical wire by short stub wires branching from the physical wire. Maximum signaling
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rates also imply careful impedance matching when signals are split (a physical wire
becomes two physical wires) and when signals are terminated (the end of a physical wire is
reached).

The Y bus signals on a module may pass through splitting elements (labeled “S” in
the figures) in order to make duplicate copies of signals. Alternatively, the signals may
connect sequentially to the memory components of one or more of the NR ranks (the
figure shows sequential connection to two ranks). A module 740, 750 may contain as few
as one or two ranks, in which case no splitting element is needed on the module at all.

Sample splitting element variations are shown in FIG. 10(a)-(d).

Returning to FIG. 7, the Y bus signals connect to termination elements 760
(labeled “T” in the figures) where the signals reach the end of la rank. Y bus signals are
typically unidirectional, so termination elements are shown only at the memory end of the
signals. If any Y bus signals were bi-directional, or if any Y bus signals drove information
from memory to controller, then termination elements would be required on the controller
end of the Y buses.

Sample bus termination element variations 760 are shown in FIG. 11(a)-(d).

Returning to FIG. 7, the X bus signals can pass through a splitting element on the
same printed circuit board that holds the controller 705. One of the duplicate signals from
a splitter, such as from splitter 752, 754, 756 or 758, enters one of the NM modules, such
as module 740, and the other continues on the printed circuit board to the next module.
The X bus signals connect sequentially to the memory components of each slice and end at
a termination element such as on bus 765. Alternatively, if the system only contains a
single memory module, no splitting elements would be needed for the X bus signals.

The X bus signals are typically bi-directional, so termination elements are needed
at the controller end of each signal (e.g., where a termination element 762 connects to bus
718) as well as at the far end of the memory array. For any unidirectional X bus,
termination elements would be required only at the end of the X bus that is opposite from
the component that drives the signal.

Typically, all of the signals on the X bus are transmitted (or received) by all the

memory components of each slice. In some embodiments, there may be some signals on
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the X bus that are transmitted (or received) by only a subset of the memory components of
a slice.

FIG. 8A shows a variation on the Y bus topology in which the controller 805 drives
a single Y bus 810 to all the modules. A splitting element 812 is used to tap off a
duplicate Y bus signal bus for each memory module, such as modules 820, 8§30. X bus
splitters 816 sequentially connect the slices of each module. The use of external
termination elements 818 is desirable when any X bus signals (on X buses X; to Xys, not
separately shown) are bi-directional. Internal (i.e., internal to the modules 820, 822)
splitter 822 and termination elements 824 are still used for each slice of each of the NM
modules having NR ranks of memory components 828. In system 800 the controller
drives fewer buses, but each Y bus signal will pass through a larger number of splitting
elements. This increase in the number of splitting elements may impact signal integrity or
propagation delay.

FIG. 8B shows a second variation on the Y bus topology in which the controller
855 drives the Y buses on the same group of physical wires 856, 858 as the X buses to the
modules. In other words, the Y buses run parallel to the X buses in this embodiment. In
system 850, there are no buses flowing along each of the NR ranks. There may be some
signals in the X or Y bus used to perform a rank and module selection which connect to
only a subset of the memory of a slice (only two slices are shown for simplicity).
Alternatively, module and rank selection may be performed by comparing X or Y bus
signals to an internal storage circuit (which may be located in each memory component)
that contains the module or rank identification information. This method of module and
rank selection could be used in any of the other topology variations. As with FIG. 8A,
external termination elements 860 and external splitter elements 862 may be used, but only
internal termination elements 864 are needed for each slice of the NM modules 870 having
NR ranks of memory components 875.

System 900 in FIG. 9 shows a variation on the X bus topology of system 700 in
which each X bus signal (e.g., on X bus 925) passes through one set of pins on each
module and exits through a different set of pins. Controller 905 transmits X bus signals to
memory modules 910, 920, and NM Y buses 930, 940 connect to each of the NM

modules. No external splitting element is needed on the main printed circuit board, and
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fewer internal termination elements 935 are needed on the modules. While extra pins are
needed on each module, there is a reduction in the number of splitting and termination
elements.

FIGS. 10A - 10D show some of the possible splitting element variations. In each
of these figures, splitter element variations are shown where a single signal is split into
two signals. In FIG. 10A, a splitter 1000 converts a single signal labeled “1” into two
signals labeled “2”, by the use of a clocked 1010 or unclocked 1020 buffer. In FIG. 10B,
the signals are bi-directional, and signals can be split or combined. Generally, a single
signal can pass through an enabled switch or buffer of the splitter 1030 to form two signals
and any port can receive a signal component from any other port. Splitter element 1030 is
a bi-directional buffer consisting of either a pass-through, non-restoring active switch 1035
with an enable control, or a pair of restoring buffers 1042, 1044 with a pair of enable
controls in element 1040. Note that element 1030 could also be used for unidirectional
signals.

Splitter element 1050 (FIG. 10C) is a unidirectional resistive device, implemented
from either active or passive components. Splitter 1055 permits an attenuated signal to be
passed to one of the output ports (labeled “2”), with the resistive value, Rpamp, chosen to
limit the impedance mismatching that occurs. An alternative method would allow the
characteristic impedance of the traces to be varied so that (in combination with a series
resistance on one output port) there would be a smaller mismatch for unidirectional
signals. Element 1060 (FIG. 10D) is a bi-directional power-splitting device, allowing the
impedance to be closely matched for a signal originating on any of the three ports. The
resistive devices, Zy in element 1065 or Zy/3 in element 1070, could be implemented from
passive or active devices. FIGS. 10C and 10D are similar to FIG. 10B in that a signal
input at any port can yield signals at the remaining two ports. Splitter element 1050 (FIG.
10C) utilizes a wire stub with series damping, and splitter element 1060 (FIG. 10D)
utilizes an impedance- matching splitter. Like splitter element 1030 (FIG. 10B), the
splitter elements 1050 and 1060 have bi-directional ports so that any port can be an input
port and any port can receive a signal component from any other port.

FIGS. 11A to 11D show some of the possible termination element variations.

Element 1100 (FIG. 11A) is a passive, external termination element. The element may be
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implemented, for example, as a single device connected to a single termination voltage,
V}ERM, or as two (or more) devices R; and R; in element 1108 connected to two (or more)
termination voltages, such as Vpp and circuit ground. The termination element 1100
resides on a memory module or on a main printed circuit board.

Termination element 1120, shown in FIG. 11B, is an active, external termination
element. It may be implemented, for example, as a single device 1110 in a termination
element 1125 connected to a single termination voltage Vrgrm, O as two (or more) devices
1120 and 11320 in a termination element 1115 connected to two (or more) termination
voltages, such as Vpp and circuit ground. The termination element 1120 resides on a
memory module or on a main printed circuit board. The voltage-current relationship
needed for proper termination is generated by control voltage(s), which are maintained by
an external circuit. Typically, the external circuit (not shown) measures a value that
indicates whether the voltage-current relationship is optimal. If it is not, the external
circuit makes an adjustment so the voltage-current relationship becomes more optimal.

Termination element 1160, shown in FIG. 11C, is a passive, internal termination
element. This variation is similar to termination element 1100 except that termination
element 1160 resides inside a memory component or inside the memory controller, both
shown as component 1165. Termination element 1170, shown in FIG. 11D, is an active,
internal termination element. The FIG. 11D variation is similar to termination element
1120 except that element 1170 resides inside a memory component or inside the memory
controller, both shown as component 1175.

FIG. 12 shows a baseline system configuration 1200 for the memory component
“M” that is shown in the system topology diagrams, such as element 730 in system 700.
An X bus 1205 and a Y bus 1210 connect to memory component M. The X and Y buses
correspond to the X and Y buses shown in topology FIGs. 7, 8A, 8B and 9. The memory
component M contains interface logic for receiving and transmitting the signals carried by
the X and Y buses. The memory component M also contains a memory core 1215 that
consists of 2™ independent banks. Here Nb is the number of bank address bits and is an
integer greater than or equal to zero. The banks are capable of performing operations
independent of one another, as long as the operations do not have resource conflicts, such

as the simultaneous use of shared interface signals.
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The Y Bus 1210 carries two signal sets: the row signal set 1220-1228 and the
column signal set 1230-1238. Each group contains a timing signal (Arcix 1220 and Accix
1230), an enable signal (Aren 1222 and Acgn 1232), an operation code signal set (OPg
1224 and OP¢ 1234), a bank address signal set (Agr 1226 and Acgr 1236), and a row or
column address signal set (Ar 1228 and Ac 1238). The number of signals carried by the
signal sets are represented with a “/P”, such as Nopt/P, Nopc/P, Nb/P, Nb/P, Nr/P, and
Nc/P, respectively. The factor “P” is a serialization or multiplexing factor, indicating how
many bits of a field are received serially on each signal. The demultiplexers 1240 and
1245 convert serial bits into parallel form. The P factors for Nopr, Nopc, Nr, Nc, and P
may be integer values greater than zero. For example, there might be eight column address
bits transmitted as two signals for the column address signal set, meaning that four column
address bits are received sequentially on each signal. The P factor for this example would
be four. Memory component 1200 (i.e., the baseline memory component) uses the same P
factor for all the sub-buses of the Y bus, but different factor values could also be used for
different sub-buses in the same memory component. Here, P is an integer greater than
Zero.

It is also possible that the signal sets could be multiplexed onto the same wires.
The operation codes could be used to indicate which signal set is being received. For
example, the bank address signal sets could share one set of wires, and the row and
column address signal sets could share a second set of wires, and the operation code signal
sets could share a third set of wires.

The six signal sets (i.e., signals 1224-28, 1234-38) are received by circuitry in the
memory component 1200 that uses the timing signals (Arcix and Accix) as a timing
reference for when a bit is present on a signal. These timing signals, for example, could be
a periodic clock or they could be a non-periodic strobe. An event (i.e., a rising or falling
edge) could correspond to each bit, or each event could signify the presence of two or
more sequential bits (with clock recovery circuitry creating two or more timing events
from one). In some implementations the six signal sets share a single timing signal.

The enable signals 1222 and 1232 indicate when the memory system 1200 needs to
receive information on the associated signal sets. For example, an enable signal may be

used to pass or block the timing signals entering the memory component, depending on the
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value of the enable signal, or an enable signal might cause the operation code signal set to
be interpreted as no-operation, or the enable signal may be used by logic circuitry to
prevent information from being received when the value of the enable signal indicates that
such information is not for receipt of the memory component 1200.

The enable signals can be used to select a first group of memory components and to
deselect a second group, so that an operation will be performed by only the first group.
For example, the enable signals can be used for rank selection or deselection. The enable
signals can also be used to manage the power dissipation of a memory component in
system 1200 by managing power state transitions. In some embodiments, the enable
signals for the row and column signal groups could be shared. Further, each enable signal
shown could be decoded or formed from two or more signals to facilitate the task of
component selection and power management.

The de-multiplexed row operation code, row bank address, and row address are
decoded by decoders 1250, 1252 and 1254, and one of the 2™ independent banks is
selected for a row operation. A row operation may.include sense or precharge operations.
In a sense operation, one of the 2" rows contained in a bank selected by outputs of the
decoders is coupled to a column sense amplifier for the bank. For a precharge operation, a
selected bank and its column sense amplifier are returned to a precharged state, ready for
another sense operation.

The de-multiplexed column operation code, column bank address, and column
address are decoded via decoders 1256, 1258 and 1260, and one of the oMo independent
banks is selected for a column operation such as read or write. A column operation may
only be performed upon a bank that has been sensed (not precharged). For aread
operation, one of the 2N° columns (with Ndq bits) contained in a column sense amplifier
portion of the selected bank is read and transmitted on the Q signal set 1290/ 1268. For a
write operation, Ndq bits received on the D signal set (i.e., signals 1270-76) is written into
one of the 2™ columns contained in the column sense amplifier portion of the selected
bank, using the Nm mask bits on sub-bus 1292 to control which bits are written and which
are left unchanged.

The X bus 1205 carries two sets of signals: the read signal set and the write signal
set. The read signals include signals 1262-1268, and the write signals include signals
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1270-1276. Each group contains a timing signal (Qcix 1264 and D¢k 1274), an enable
signal (Qgn 1262 and Dgy 1276), a mark or mask signal set (Qum 1266 and Dy 1270,
respectively), and a data signal set (Q 1268 and D 1272). The number of signals in the
signal sets are represented with a “/N”, such as Ndq/N, Nm/N, and Ndq/N, respectively.
The factor “N” is a serialization or multiplexing factor, indicating how many bits of a field
are received or transmitted serially on each signal. The “mux” and “demux” blocks
converts the bits from parallel-to-serial and serial-to-parallel form, respectively. The
parameters Ndqr, Nm, and N may contain integer values greater than zero. This baseline
memory system 1200 assumes that the read and write data signal sets have the same
number of signals and use the same multiplexing factors. This might not be true in other
memory components, and therefore the number of signals in each signal set may vary. In
some embodiment, the read and write data signal sets are multiplexed onto the same wires.

The mark signal set provides a timing mark through mark logic 1286 to indicate
the presence of read data. The mark signal set might have the same timing as the read data
signal set, or it might be different. The mask signal set 1292 indicates whether a group of
write data signals should be written or not written as determined by mask logic 1288. This
baseline memory system assumes that the mark and mask signal sets have the same
number of signals and use the same multiplexing factors. This assumption might not hold
true in other embodiments. It is also possible that, in other embodiments, the mark and
mask data signal sets could be multiplexed onto the same wires. In other embodiments,
one or both of the mark and mask signal sets might not be implemented.

The data signal sets 1290, 1294 are received by circuitry 1284, 1278 that uses the
timing signals (Qcik and D¢ k) as a timing reference for when a bit is present on a signal.
These timing signals could be, for example, a periodic clock, or they could be a non-
periodic strobe or any other timing reference. An event (e.g., a rising or falling edge of a
timing signal) could correspond to each bit, or each event could signify the presence of
two or more sequential bits (with clock recovery circuitry creating two or more timing
events from each received event). It is possible that the data signal sets could share a

single timing signal. It is also possible that the X and Y buses could share a single timing

signal.

227 -



10

15

20

25

30

WO 03/036850 PCT/US02/33706

The enable signals Qgn and Dgy 1262 and 1276 indicate when the memory
component needs to receive information on the associated signal sets. For example, an
enable signal might pass or block the timing signals entering the memory component, or it
may be used to prevent information from being transmitted or received. The enable
signals can be used for slice selection or for managing power state transitions.

FIG. 13 shows the overview topology of an alternate preferred dynamic
mesochronous memory system 1300. System 1300 is topologically similar to system 400
with respect to the interconnection of components by buses. For example, memory
components would still form a two dimensional array, with ranks (rows) indexed by the

132 2)
1

variable “1” and slices (columns) indexed by the variable “j”, following the same notation
as before. In system 1300, like system 400, there can be more than a single memory
component in each rank. Each rank of memory components is attached to an RQ bus 1315
and a CLK bus 1320. RQ bus 1315 is unidirectional and carries address and control
information from the controller to the memory components. CLK bus 1320 is
unidirectional and carries timing information from the controller 1305 to the memory
components 1310 so that information transfers on the other two signals sets can be
coordinated.

Each slice of memory is attached to a DQ bus 1325. DQ bus 1325 is bi-directional,
and carries data information from the controller 1305 to a memory component 1310 during
write operations, and carries data information from a memory component to the controller
during read operation. This description will also refer to the D and Q signal sets separately
to include signal sets 1327 and 1329, respectively, even though the same physical wires are
shared.

The controller uses an internal clock signal CLK1 1330 for its internal operations.
The CLK1 signal is also used as a reference to drive the CLK[1,0] signal on bus 1320,
CLKD][0,j] signal on bus 1332 and CLKQ[0,j] signal on bus 1334. The frequency of the
clock signals such as CLK4 and CLK[i,0] is an integer multiple of the frequency of CLK1
by way of frequency multiplier 1335 (which is a 4X frequency multiplier in a preferred
embodiment). This multiplication is done so that the frequency of CLK[i,0] matches the

frequency of the clock used to transmit and receive write data D and read data Q.
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The clock signal CLK1 is used to transmit signals on the RQJ[1,0] bus 1315. When
frequency multiplier 1335 is a 4X multiplier, the rate at which bits are transferred on the
RQ bus is one fourth the rate at which bits are transferred on the D and Q signal sets. This
transfer rate differential is consistent with the fact that a relatively small amount of address
and control information is needed for transferring a relatively large block of read or write
data. Other transfer rate differentials between RQ and DQ are possible.

The CLK[1,j] signal 1340 that is received by memory component [1,j] 1310 will
have a phase that is offset from CLK[i,0]. The CLK[i,j] signal is received by a simple
clock buffer 1345. This buffer 1345 produces a buffered internal clock signal CLKB(1,j]
on bus 1347 that is at a different phase than the CLK[i,j] signal. This CLKB[i,j] signal is
used to transmit on signal set 1349 to the DQ bus 1325, to receive from the RQ and DQ
buses, and to perform all other internal operations in the memory component. Because
there is a single clock domain (i.e., CLKBJ[1,j]) inside the memory component 1310, there
is no need for clock domain crossing logic in the memory component as there was in
system PA1 (of FIG. 2). In addition, calibration logic 1350 (“Mcar”’) has been added to
the memory component 1310. In system 1300, this logic 1350 is used in conjunction with
the calibration logic 1355 (“CcaL”) that has been added to the controller 1305.

Because the internal clock CLKBY1,j] of the memory component runs at four times
the rate of the RQJ[i,j] bus 1352, it is possible to use sampling logic 1360 within the
memory to adjust for unknown skew between the internal clock signal CLKBJ[i,j] on bus
1347 and the bit signals on RQ interface line 1352 that is caused by the buffer delay tg;;.

As in the controller of system 400, write data D[0,j] transmit logic and the read
data Q[0,j] receive logic must be operated in two different clock domains (CLKD[0,j] and
CLKQIO0,j]) that have different phases than the CLK1 domain that the rest of the controller
uses. As aresult, there is phase adjustment logic 1365 and 1368 that delays CLK1 by tp;;
and tqjj, respectively, to form the CLKD[0,j] and CLKQ[0,j] signals, respectively.
Because of the multipliers 1335, CLKD[0,j] and CLKQ[0,j] are also four times the
frequency of CLK1.

As in system 400, the values tp;; and tg;; are functions of the propagation delay
parameters tpropcikij, tPROPDIj> and tpropgij. These propagation delay parameters are

relatively insensitive to temperature and supply voltage changes. Values tpj and tqj; are
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also a function of the delay tg;; of the memory component’s clock buffer 1345 as well as
other delays such as those associated with transmit and receive circuits. The clock buffer
delay will change during system operation because it is relatively sensitive to temperature
and supply voltage changes. The programmable values tp;; and tq;; that are generated
during system initialization are dynamically updated during system operation, and a
calibration process (using the calibration logic Mcar and Ccay) is needed to keep the
values updated.

In system 1300, enhancements have been made to the clock domain crossing logic
1380 so that the calibration process is handled completely by hardware. Such
enhancements are useful to insure that the performance of the system is not significantly
impacted by the overhead of the calibration process.

Some of the important differences between system 300 (FIG. 4) and system 1300
are listed below:

(1) System 1300 has a clock buffer 1345 (which can have variable delay during
system operation), rather than a PLL/DLL clock recovery circuit on the memory
component ;

(2) System 1300 has calibration logic 1350 and 1355 to the memory component
and controller, respectively, to support a calibration process;

(3) System 1300 has enhanced clock domain crossing logic 1380 to improve the
efficiency of the calibration process;

(4) Signal transmission on the RQ bus 1315 may be at a lower frequency than the
CLK and DQ buses (one fourth the rate of the CLK1 signal in this example); and

(5) System 1300 includes sampling logic 1360 in the memory component for the
RQ bus.

FIG. 14A shows the timing of a read transfer for system 1300. As noted, the
controller 1305 uses an internal clock signal CLK1, 1330, for its internal operations.
Rising edge 0, 1410, of the CLK1 signal 14(a) samples the signal on the internal RQc bus
1385 with a register and causes the register to drive the sampled signal value onto the
RQ[1,0] bus 1315 after the delay tyrg. This delay is the output valid delay (the clock-to-
output delay) of the register and driver that samples RQ and drives it out of the controller.

The address and control information associated with the read command is denoted by the
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label “READ” in the figure. The RQJ1i,0] signals on the RQ bus 1315 propagate to
memory component [i,j] after a propagation delay tprop rgij to become the RQ([1,j] signals,
where they are received by the memory component. The setup time of the signal on bus
RQ[1,j] is ts rg, measured to the rising edge 1455 of CLKB([i,j] that causes sampling to be
performed by the sampling logic 1360.

The CLK1 signal is frequency multiplied, here by four, to give the CLK[i,0] signal
14(d), which is delayed by ty ¢k with respect to CLK1. This delay is the output valid
delay of the driver that drives CLK[1,0]. The CLK[i,0] signal propagates to memory
component [1i,j] after a propagation delay tprop,cLki; to become signal CLK[1,j] 14(e),
where it is received by the memory component 1310 and buffered by buffer 1345 to
become the internal clock signal CLKBJ[1,j] after a delay tg;;.

Here, because there are four CLKBJ[i,j] cycles for each bit received on each signal
of set RQ[1,j], there is freedom to choose one of the four rising edges to do the sampling.

This freedom is necessary because the delay tg;; will be different between the memory

components in rank [i], and the optimal sampling point will need to be separately adjusted.

This adjustment 1s accomplished by selecting one of the four CLKB[1,j] rising edges to
receive the RQJ1,j] bus. The sampling edge is denoted by the heavy arrow at 1455-1458
on one of every four of the rising edges of CLKBJ[1,j] 14(f). Here, this sampling edge is
also used for internal operations in the memory component. Note that all four CLKB[1,j]
rising edges are used to receive data from the D[i,j] signal set and to transmit data onto the
Q[i,j] signal set. The bit time in this example is equal to the CLKB cycle time (which is
also the CLK4 cycle time since these two clock signals are frequency locked). The
parameter tsampigij accounts for the delay due to the need to choose one of the four
CLKBi,j] rising edges for sampling. tsampig; 1s measured or denoted in integral units of
tcikacycLs, the cycle time of CLKB[1,j]. Because CLKBJ[1,j] is periodic, tsampLij may be
positive or negative, and this clock accounts for the time needed to make equation (1)

correct:

tv,rQ t tproP,RQij T ts,RQ = tv,cik t teroOP,CLKij T tBij T tSAMPLEi]
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The details of the calibration process used to select the sampling edge will be
described later.

Once the RQJ[1,0] bus has been sampled (denoted by the large black circle 1433 in
the figure), the internal read access tcac,nris started. In this example, this internal read
access requires a total of 3*tcixicycre (Which is equivalent 12*ter kacycLE)-

An external read access delay tcac ext may also be defined. This delay is the time
from the CLK([i,j] clock signal rising edge which effectively samples the RQ[1,j] bus to the
time that the first bit becomes valid on the Q[i,j] signal set:

tcacext = tBij T tsampLe; T tcacint T tvQ 2

A second external read access delay tcacextz (not shown) may also be defined.
The delay is from the time a signal on the RQ[1,)] bus is set up to the time the first bit
becomes valid on the Q[1,j] signal set:

tcacext2 = tsrQ T tcac,nt T tv,g

The external read access delay (tcacexr) is a useful delay parameter because it
includes all delay terms contributed by the memory component 1310, but none contributed
by the external interconnections or by the controller. Equation (2) includes two terms (tg;
and tygq) that will change continuously due to, for example, temperature and supply
voltage variations during system operation. In contrast, the internal read access delay term
tcac,iNT, sShown graphically in 14(c), will remain constant during system operation. The
term tsampLiij Will change in increments of tcikscycLe because of sampling logic changes
that compensate coarsely for some temperature and supply voltage variations during
system operation. Likewise, the second external access delay (tcacexrz) includes the terms
ts,rq and ty g that change during system operation.

As a result, the external read access delay tcac gxr (O tcac,extz) of the memory
component will change during system operation. This change (plus any changes
contributed by the external interconnections or by the controller) can be compensated for

using, for example, an adjustable timing value tpyasgg; in the controller. Due to the ability
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of the present invention to “calibrate out” large variations in the external access time of a
memory component over time, the difference in external access time between two similar
memory read operations (one at a first time and another at a later time when the
temperature and/or voltage of the memory component has changed), or two similar
memory write operations, may exceed a half-symbol time interval. Two memory
operations are “‘similar” for purposes of this discussion if they have the same internal
access time, or if they have very similar internal access times (e.g., which differ by less
than a multiplicative factor of 1.1). For instance, two read access operations that are both
“page hits” will typically be similar memory read operations having the same internal
access time, while a read access that is a page hit and another read access that is a page
miss will typically have very different internal access times and thus would not be similar
memory operations. Two memory requests (whether read requests or write requests) are
“similar” for purposes of this discussion if the resulting memory operations have the same
or similar internal access times. Also, as noted earlier in this document, the “symbol time
interval” is the duration of an average symbol on the DQ bus as measured at the memory
interface, and is sometimes called a “bit time interval.”

In a preferred embodiment, the timing compensation capabilities of the calibration
circuitry are sufficiently large that the difference in external read access time between two
similar memory read operations, or two similar memory write operations, can exceed a full
symbol time interval.

At the end of the tcac vt interval, the four bits of read data Q¢[3:0] in 14(g) from
the memory core are sampled, using the sampling edge of CLKBJ[1,j]. The four bits are
driven from the memory component serially, after the delay tyq. This delay is the output
valid delay (the clock-to-output delay) of the register and driver that samples Q¢[3:0] and
drives it out of the memory component onto the Q[i,j] signal set 1349.

The Q[i,)] signal of 14(h) propagates to the controller after a propagation delay
tprop,qij t0 become signal Q[O0,j], where it is received by the controller. The setup time of
signal Q[0,j] is ts g, measured to the rising edge of internal clock signal CLKQ[0,j] as
shown in 14(i). The four serial bits are converted to parallel form after the delay tsiop,q
(this delay is equivalent to 1*tcikicycLe or 4*tcikacycLe). The internal clock CLKQ[0,j] is

delayed from CLK1 by (tOFFSETR+ tPHASERj)- tOFFSETR is a fixed offset of 4*tCLK1CYCLE in
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this example. tpuaser; is an adjustable delay for each slice [j]. The delay is updated and
adjusted through a calibration process so that it remains centered on the data window of
the bits being received on the Q[0,j] bus. The details of this calibration process will be

described in a later section. The value of tpyasgrj shown at 14(k) is preferably chosen to

satisfy equation (3):

tvcik t terop,cikij T tBij T tsampLe; T tcac Nt T tvQ

+ tprop,Qij T ts,Q tstor,Q = tOFFSETR T tPHASER;

Many of the terms in Eqn. (3) will be affected by temperature and supply voltage
variations during system operation. Here, tpyasgrj Will be adjusted to compensate for these
variations. tpyaserjcan be adjusted through a range of tranger. The value of tranger has a
value of 4*tcixicycLs in this embodiment. The range of tranger is chosen to accommodate
tpraser; regardless of whether the terms in Eqn. (3) assume their minimum or maximum
values.

Because each slice of memory components can have a different torrsetr + trHASER;
value within a rank of memory components, it becomes necessary for the controller to add
some variable delay to ensure that the read data Q¢[3:0] becomes available at a fixed time.

The fixed time that is chosen in this example is torrseTr + tRANGER, and has a value of
8*tcikicycLe. Stated differently, read data from the read command sampled on CLK1 edge
0 is available for all slices on CLK1 edge 8.

The compensating delays are inserted by the controller’s domain crossing logic
1380. The delays are tskipr; + tLEVELRj- tskipr;j 1S the term that inserts a delay that is a
fraction of tcikicycie. tLEvELR; S the term that inserts a delay that is an integer multiple of
teukicycLe of signal 14(a), where the integer multiple is equal to or greater than zero.

The propagation delay tprop,qi; for data signals and the propagation delay tprop,crkij
for clock signals remain substantially constant, even with changes in temperature and
voltage levels. As a result, differences in the external access time of memory components
in the same rank are almost completely the result of differences in the internal operating
characteristics of the memory components, which in turn are due to manufacturing

differences as well as differences in temperature and voltage. In prior art systems, the
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external access time of all the memory components in a single rank would have to be
substantially the same, within a tolerance of much less than half a symbol time interval, in
order to avoid data transmission errors. In contrast, the calibration circuitry of the present
invention enables the use of memory components in the same rank of a system that have
external access times, for similar memory requests for similar memory operations, that
differ by more than half of a symbol time interval. The calibration circuitry of the present
invention can handle such large differences in external access time because a respective
access compensation time is separately determined for each memory component of the
system. Further, because the compensation time value that is determined for each memory
component has such a large range of possible values, external access time differences (for
memory components in the same rank of the system) greater than a full symbol time
interval can be easily compensated, and thus “calibrated out” of the system.

Referring to FIG. 14B, another way to distinguish synchronous and static
mesochronous systems from dynamic mesochronous systems is to look at the alignment of
the data bit window with respect to the clock signal at the pins of the component. For
example, in FIG. 14A, the clock signal 14(e) CLK[i,j] received at the memory component
may be compared to the read data 14(h) Q[i,j] output by the memory component. In a
synchronous or static mesochronous system, the range of the relative phase of these signals
(the drive offset time) will be essentially fixed. In this example, the bit time for Q[i,j]
starts at a point -90 degrees in the CLK[i,j] cycle and is equal to a CLK[i,j] cycle time.
The convention used here is to measure the phase offset (delay offset) from the beginning
of a bit time to the rising CLK[i,j] edge that is associated with that bit time. In a dynamic
mesochronous system, the range of the relative phase of these signals can be expected to
vary over a full bit time (plus or minus a one-half of a symbol time interval or plus or
minus 180 degrees). |

For example, as shown in FIG. 14B, the phase difference could be measured at
different times during system operation. For a static mesochronous system, the relative
phase values stay within a narrow range (plus or minus 20 degrees, in this case) around the
nominal phase offset of -90 degrees. For a dynamic mesochronous system, the relative
phase values can vary over the maximum possible range (plus 90 or minus 270 degrees in

this example) around the nominal phase offset of -90 degrees.
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This provides another way, then, to distinguish the types of systems. If the relative
phase of the clock signal and the data signal remain within a range of plus or minus 90
degrees (plus or minus one-quarter of a symbol time interval) from the nominal operating
point during system operation, then the system is a synchronous or static mesochronous
system. If relative phase of the clock signal and the data signal varies over arange that
exceeds plus or minus 90 degrees (plus or minus one-quarter of a symbol time interval),
then the system is a dynamic mesochronous system.

This means of discriminating static mesochronous and dynamic mesochronous
systems can be extended to systems in which there are two or more bit times per clock
cycle. In this case, the relative phase is measured between a clock event (the rising edge in
this example) and the beginning of bit time that straddles or is otherwise associated with
the clock event. 360 degrees of phase are equal to the bit time interval (the shorter of the
bit time and clock cycle intervals). In a static mesochronous system, the relative phase of
the rising edge and the start of the associated bit time remain within a range of plus or
minus 90 degrees from the nominal phase offset. In a dynamic mesochronous system, the
relative phase of the clock event and the start of the associated bit time can drift outside
this range of plus or minus 90 degrees from the nominal phase offset. Note that since there
are a set of two or more bit times associated with each clock event, it is necessary to
consistently use the same bit time from each set when evaluating the phase shift during
system operation.

This means can also be extended to systems in which there are two or more clock
cycles per bit time. In this case, the relative phase is measured between a clock event (e.g.,
the rising edge of the clock signal) and the beginning of the bit time that straddles or is
otherwise associated with the clock event. 360 degrees of phase are equal to the clock
cycle interval (the shorter of the bit time and clock cycle intervals). In a static
mesochronous system, the relative phase of the clock event and the start of the associated
bit time remain within a range of plus or minus 90 degrees from the nominal phase offset.
In a dynamic mesochronous system, the relative phase of the clock event and the start of
the associated bit time can drift outside this range of plus or minus 90 degrees from the

nominal phase offset. Note that there are a set of two or more clock cycles associated with

-36 -



10

15

20

25

30

WO 03/036850 PCT/US02/33706

each bit time, and therefore it is necessary to consistently use the same clock event from
each set when evaluating the phase shift during system operation.

FIG. 15 shows the timing of a write transfer for system 1300. As noted, the
controller 1305 uses an internal clock signal CLK1 for its internal operations. Rising edge
0, 1510 of the CLK1 signal in 15(a) samples the signal on internal RQc bus with a register
and causes the register to drive the sampled signal value onto theé RQ[1,0] bus after the
delay tvrq. This delay is the output valid delay (the clock-to-output delay) of the register
and driver that samples RQ¢ and drives it out of the controller. The address and control
information associated with the write command is denoted by the label “WRITE” in the
figure. The RQJ[1,0] bus propagates to memory component [1i,j] after a propagation delay
tprop,rQij 1530 to become the RQYi,j] signal of 15(c), which is received by the memory
component [1,j]. The setup time of bus RQ[1,j] is tgrq 1535, measured to the rising edge
1555 of CLKBYJi,j], shown in 15(f), that performs the sampling.

The CLK1 signal is multiplied in frequency, here by four, to give the CLK[1,0]
signal of 15(d), which is delayed by ty cix 1540 relative to the CLK1 signal. This delay is
the output valid delay of the driver that drives CLK[1,0] out of the controller. The -
CLK{i,0] signal propagates to memory component [1,j] after a propagation delay tprop,crxij
1545 to become signal CLK[i,j] of 15(e), where it is received by the memory component
and buffered to become the internal clock signal CLKBJi,j] after a delay tg;j, 1550.

Here, because there are four CLKB([1,j] cycles for each bit received from each
signal of set RQ[1,j], there is freedom to choose one of the four rising edges to do the
sampling. This freedom is necessary because the delay tg;; will be different between the
memory components in rank [i], and the optimal sampling point will need to be separately
adjusted. This adjustment is accomplished by selecting one of the four CLKBY1,j] rising
edges to receive the RQ[1,j] bus. The sampling edge is denoted by the heavy arrow at
1555-1570 on one of every four of the rising edges of CLKB([i,j] in 15(f). This sampling
edge is also used for all internal operations in the memory component. Note that all four
CLKBJi,j] rising edges are used to receive signals on the D[i,j] signal set and to transmit
signals on the Q[1,j] signal set. The parameter tsampre;; 1585 in 15(f) .accounts for the delay
due to the need to choose one of the four CLKB1,j] rising edges for sampling. The

duration of tsamprgij is measured in integral units of tcixacycie, the cycle time of
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CLKBJi,j]. Because CLKBYJi,j] is periodic, tsampLeij may be positive or negative; it

accounts for the time needed to make the following equation correct:

tv,rRQ T tPrOPRQIj T ts,RQ = tv,cLk T terOP CLKij T tBij + tsamPLEj;

The details of the process to select the sampling edge will be described later.

The steps of the write transfer described above are virtually identical to the
corresponding steps of the read transfer. However, particular differences between the read
and write transfer exist.

Once the RQ[1,0] bus has been sampled (denoted by the large black circle 1533 in
the figure), the internal write access time interval tcwp, vt is started. This requires a total
of 3*tcikicycLs (Which is equivalent 12*t¢; kacycrg) in this example.

An external write access delay tewp,ext 1575 may also be defined. This delay 1575
is the time from the CLK[i,j] clock signal rising edge which effectively samples the signal
on the RQJ1,j] bus to the time that the first bit is set up on the D[i,j] signal set:

tcwp,ext = tgij + tsampLEj T tcwp,NT - tsD - tswp,D

A second external write access delay tcwp extz (not shown) may be defined. This
delay is from the time a signal on the RQ[i,j] bus is set up to the time the first bit is set up
on the D[1,j] signal set:

tcwp,exT2 = ts,rRQ t tcwp,INT - ts,D - tstor,D

Eqn. (5) is useful because it includes all delay terms contributed by the memory
component, but none contributed by the external interconnections or by the controller.
Eqn. (5) includes two terms (tg;; 1550 and tgp 1578) that will change continuously due to
temperature and supply voltage variations during system operation. In contrast, the terms
tewp,inT and tsepp 1580 will remain constant during system operation. The term tsampLg;;
1585 will change in increments of tcrkacycLe because of sampling logic changes that

compensate coarsely for some temperature and supply voltage variations during system
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operation. Likewise, the second external access delay (tcwp,ext2) includes the terms ts rq
and tg p that change during system operation.

As aresult, the external write access delay tcwp ext 1575 of the memory component
will change during system operation. This change (plus any changes contributed by the
external interconnections or by the controller) will be compensated with an adjustable
timing value tpyaset; In the controller.

At the end of this tcwp v interval, shown graphically in 15(c), the four bits of
write data Dy[3:0] in 15(g) are held in a register and are available for writing to the
memory core after the delay typ. This delay 1590 is the output valid delay (the clock-to-
output delay) of the holding register.

The D[0,j] signals propagate to the memory component after a propagation delay
tprop,Dij to become the D[i,j] signals of 15(h), which are received by the memory
component. The setup time of signal set D[1,j] is ts p 1578, measured to the rising edge of
internal clock signal CLKB([1,j], here measured to rising edge 1565. The four bits are
received by the memory component serially, after the delay tsiop p. This delay 1580 is the
serial-to-parallel conversion delay (this is equivalent to 1*tcikicycrLe or 4*tcikacycie). The
four bits of write data become valid (e.g., at the output of latch 1960 in FIG. 19B) a time
ty p after the last of these four bits is sampled by the rising edge of internal clock
CLKBJi,j]. This delay 1590 is the output valid delay (the clock-to-output delay) of the
register 1960 (FIG. 19B) and on the controller.

The internal clock CLKD[0,j] of 15(j) is delayed from CLK1 by (torrsert + tPHASET;
). Here, torrserT 1588 is a fixed offset of 1*tcikicycie. teuasetjis an adjustable delay for
each slice [j]. This adjustable delay is updated through a calibration process involving
calibration logic 1350 and 1355 (FIG. 13) that keeps the write data bits on the bus carrying
the D[1,)] signal set centered with respect to the CLKBJ[1,j] clock signal that is sampling
them in the memory component [i,j]. The details of this calibration process will be
described later. The value of tpuasetj, shown in 15(k), is preferably chosen to make the

following equation correct:

tv,cik + tprop,cikij t tBij + tsampLEj T tewp,inT =
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torrseTT t tPHASET; + tvp T terOP,DIj T 5,0t tstoP,D A (6)

Many of the terms in Eqn. (6) will be affected by temperature and supply voltage
variations during system operation. tpyasert;is adjusted by the calibration process to
compensate for these variations. tpyaserjcan be adjusted through a range of tranger 1586.
Here, tranger has a value of 4*tcikicycre. This range is chosen to accommodate tpuaser;,
regardless of whether the terms in the above equation assume their minimum or maximum
values.

Each slice of memory component can have a different toprsgrt + tpHaseTj value
within a rank of memory components. However, each memory component will be
presented with write data at its core at the appropriate time (tcwp,nt after the CLKBJ1,j]
clock edge that samples the RQ[1,j] bus).

The tpuaser; delay 1592 is inserted by the controller’s domain crossing logic 1380.
Other delays inserted include tsiprj + trevert;. tskiery 1595 is a delay that is a fraction of
teikicycLe - tievert 1598 is a delay that is an integer multiple of tcikicycie of the signal in
15(a).

FIG. 16 shows the logic for the memory component 1600 at position [i,j] in system
1300. There are three buses that connect the memory component to the external system:
CLK[1,], RQ[1,] and DQ[1,j]. In this example, the RQ[1,j] bus 1604 has Nyq signals,
where N is an integer greater than zero, and the other two buses have one signal each.

As depicted in FIG. 16, memory component 1600 is configured to connect to the
controller with one DQ wire per slice. Other embodiments could connect the memory
component to the controller with more than one DQJ1,j] signal by a simple extension of the
methods described for system 1300.

Memory component 1600 has three internal logic blocks forming the memory
interface: M1, M2, and M3. There is a memory core (block M5) that contains storage cells
(i.e., the main memory array subcomponent of the memory component). There is also a
set of registers and multiplexing logic (block M4) that form the calibration logic (also
called Mcay earlier) for the memory component 1600.

Block M1 receives the CLK[1,j] and RQJi,j] buses 1602 and 1604, respectively.
Block M1 produces a buffered clock CLKBYi,j] that is used throughout memory
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component 1600. Block M1 also produces a Load signal on bus 1608 that indicates which
CLKBY1,j] signal edges are used for internal operations. A Commands bus 1610 carries
command signals that indicate which memory command (READ, WRITE, WRPATO,
WRPATI1, RDPATO, RDPATI, etc.), if any, is being executed.

Block M2 transmits read data on the DQ[1,j] bus 1612. Block M2 performs a
parallel to serial conversion on data bits received via the bus Qu[3:0] 1614 from Block
M4. Block M2 also uses the buffered clock CLKBJ[1,j] and Load signals.

Block M3 receives write data on the DQJi,j] 1612 bus. Block M2 performs a serial
to parallel conversion and outputs the resulting bits on bus Dy[3:0] 1620. Block M2 also
uses the buffered clock CLKB[i,j] on bus 1606 and Load signals on bus 1608.

The calibration logic M4 consists of two registers PATO and PAT1 1630 and 1635,
respectively, which can be loaded with write data on bus Dy[3:0] 1620. The loading of
the write data occurs when the WRPATO or WRPAT1 commands are asserted on the
Commands bus 1610, causing the C2 or C1 load signals on buses 1640 and 1645,
respectively, to be asserted.

The calibration logic M4 is also able output the contents of the two registers PATO
and PAT1 onto the bus Qum[3:0] 1614 instead of the read data Qmo[3:0] 1650 from the
memory core, block MS. The contents of the registers PAT0 and PAT1 are output onto the
bus Qm[3:0] 1614 when read commands RDPATO and RDPAT]1, respectively, are |
received by the memory component via the RQ bus. These read commands cause the C4
select signal 1655 to be asserted and the C3 signal 1660 to be deasserted or asserted,
respectively, so as to route the data from the PATO and PATI registers to the Qy[3:0] bus
1614.

The two “pattern” registers 1630 and 1635 assume specific values (i.e., are
automatically initialized) when the memory component 1600 is first powered up. In one
embodiment, the pattern registers are initialized to a predefined value (e.g., “0 1 0 0”) by
circuitry that detects the ramping-up of the supply voltage. In another embodiment, the
register initialization circuits is responsive to a RESET command on the command bus
1610 or to a sideband signal that causes the memory component 1600 to reset to a known

state (this signal is not shown). Initialing the pattern registers 1630, 1635 to a known

-41 -



10

15

20

25

30

WO 03/036850 PCT/US02/33706

value is important for correct initial execution of the calibration process. These initial
values could be replaced by other values later.

FIG. 17 shows the logic for block M1 of the memory component 1600 at position
M([i,j] in system 1300 for producing buffered clock signal CLKBJi,j] on bus 1606, Load
signal on bus 1608/1715 and Commands signals on bus 1610. More generally, the logic
diagram in FIG. 17 and the timing diagram in FIG. 18 show how the calibration apparatus
of block M1 is configured to determine the suitability of a plurality of timing events (i.e.,
each of the “1”’s on the RQ[1,j][b] signal after a CALSET command is received on the
RQ[1,j] signal) and to select, based on the suitability determination, one of the plurality of
timing events for use as a sampling point for sampling the symbols on the RQ[i,j] signal.
In an alternate embodiment, similar calibration circuitry to that used in M1 could be
provided to determine the suitability of a plurality of timing events for use as a driving
point for driving symbols onto a signal, and to select, based on the suitability
determination, one of the plurality of timing signals for use as the driving point.

It should be noted that the calibration apparatus in block M1 of each memory
component operates independently of the calibration apparatus in block M1 of each other
memory component in the memory system. Thus, even if the same CALSET and
CALTRIG commands are sent simultaneously to multiple memory components, each
memory component will independently select the best (i.e., most suitable) timing event for
sampling the RQ[1,j] signal. As a result, two memory components in the same rank of a
memory array may select different timing events at which to sample the RQJ[i,j] signal.
The same independence of the timing event selection would also apply to systems in which
calibration logic is used to select the most suitable timing event (e.g., clock edge) for use
as a driving point for driving symbols onto a signal.

System 1700 receives the CLK][i,j] and RQJ1,j] buses 1602 and 1604, respectively.
The buffered clock CLKB[i,j] signals produced by buffer 1710 are used by the rest of the
memory component. The register 1712 produces a Load signal on bus 1715/1608 which
indicates which edges of CLKBJi,j] are to be used for internal operations. A Commands
bus 1610 carries command signals that indicate which memory command (READ,

WRITE, etc.) is being executed.
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The clock signal CLK[i,j] is buffered to produce a buffered CLKB[i,j] signal that
clocks a set of register bits, here six bits, which produce the signal Load on buses 1608 and
1715. The six register bits are called Load, CalState[1:0], CalFrm[1:0] and CalEn. The
CalState[1:0] register 1717 counts through four states {00,01,10,11}. The CalFrm[1:0]
register 1720 contains a two bit value that is compared to CalState[1:0] bits in each cycle.
When the bits from the CalState[1:0] register 1717 match the bits of the CalFrm[1:0]
register 1720, a Load signal is asserted by the Load register 1712 in the next CLKBJi,j]
cycle on the Load bus 1608.

The CalEn register 1725 is used to update the value held in register 1720. Register
1725 is responsive to two signals, CALTRIG 1730 and CALSET 1735, which are
commands decoded from bus 1604 by decode logic 1722. The use of these two signals
will be further described relative to the timing diagram for system 1700.

FIG. 18 shows the timing for block M1 of the memory component 1600. To
facilitate unambiguous references to signals in various timing diagrams of this documents,
signals denoted as (a), (b) and so on in FIG. 18 shall be denoted as signals 18(a), 18(b) and
so on in the text of this document. FIG. 18 shows the sequence needed to generate load
signals and update the CalFrm[1:0] value, signal 18(k), to accommodate any timing shifts
due to temperature and supply voltage changes during system operation. It should be
noted that all the RQ signals shown in FIG. 18 are signals generated by the controller and
sent to the memory component whose operations are depicted in FIG. 18.

The clock signal CLK[i,j] (on bus 1602 in FIG. 16) is shown as waveform 18(a).
Clock signal CLK{[i,j] is buffered and delayed by tg;j to produce CLKBi,j], waveform
18(b). The rising edges of the CLKBJ1,j] signal are numbered to label the timing events.
The large black circles indicate the sampling point of signals by registers clocked by
CLKB1,]

The RQ[i,)] bus 1604 carries the Ngq signals labeled RQJ[1,j][Nrq-1:0]. These
signals are shown as waveform 18(c), along with signal RQ[i,j][b] broken out individually
below as waveform 18(d). Note that index “b” is within the range [Nrq-1:0] for this
example. Signals 18(c) and 18(d) are used to encode three commands in system 1700
when updating sequences: CALSET (calibration set), NOP (no operation), and CALTRIG

(calibration trigger). The label “any” on these signals indicates any other command may
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be provided during the respective interval. Signal RQJi,j][b] must be low for the NOP
command and the CALSET command 18(e), and must be high for the CALTRIG
command signal 18(f). Other restrictions on the command encoding are not necessary.

The update sequence begins with the CalState[1:0] register 1717 incrementing via
incrementer 1740 through its four possible states. The CalState signal is shown as signal
18(1), and the incremented signal is represent‘ed as waveform 18(j). In the example shown
in FIG. 18, the CalFrm[1:0] register 1720 holds the value “00”, and therefore the
comparator 1742 finds a match during the cycles in which the value in the CalState[1:0]
register is “00”. The positive output of the comparator results in a “1”” being stored in the
Load register 1710 at the next positive going edge of the CLKB(1,j] signal, at which time
the value in the CalState[1:0] register becomes “01”. Signal 18(k) depicts the signal
CalFrm stored in register 1720, and signal 18(1) depicts the Load signal waveform. In
other words, the Load signal waveform 18(1) is equal to “1” in each clock cycle that
follows a clock cycle in which the value in the CalState[1:0] register 1717 equals the value
in the CalFrm[1:0] register 1720.

The RQ[1,j][Nrq-1:0] bus 1604 is sampled on edge 1 (because the Load signal 18(1)
is asserted during edge 1) and is decoded as the CALSET command, causing the CALSET
signal 18(e) to be asserted. Signal 18(e) is sampled by the CalEn register 1725 on edge 2,
causing the CalEn signal 18(h) to be asserted after edge 2.

The RQ[1,j][ Nrg-1:0] bus is sampled again on edge 5, and is decoded as a NOP
and ignored.

The RQ[1,j][ Nro-1:0] bus is sampled again on edge 9, and is decoded as a
CALTRIG command, which is ignored and treated the same as a NOP. However, the
RQJi,j]{b] signal is asserted and sampled high on edges 9, 10, 11, and 12. A set of three
registers 1745, 1750, 1755 and an “AND” gate 1760 detect three high assertions in a row
(of the RQ[1,j][b] signal) and assert the CALTRIG signal 18(f) as indicated by arrow 1810.

Signal 18(f) causes the CalClr signal, 18(g), to be asserted. The CalClr signal 18(g), in
turn, is sampled by the CalEn register 1725 (indicated by arrow 1830), causing it to go low
(i.e., be reset) after edge 12. The CalClr signal 18(g) also enables the CalFrm[1:0] register
to load the incremented value of the CalState[10] register (as indicated by arrow 1840),

and to output its new value after edge 12. This new value is “01”, meaning that the Load
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signal on bus 1608 will now be asserted during the cycles in which the CalState[1:0]
register 1717 is “10”. In other words, the sampling point selected by the Load register
1765 has shifted right by one CLKBJ[1,j] cycle.

The RQ[1,j][ Nrq-1:0] bus is sampled on edges 13 and 14, and is decoded as a NOP
and ignored. The RQ[1,j][ Nrq-1:0] bus is sampled again on edge 18, and is decoded as a
valid command, and the command 1s executed.

The timing relationship in FIG. 18 depicts a simple hardware implemented
algorithm that searches for a string of three sampled “1”’s on the RQ[1,j][b] signal and
updates the CalFrm[1:0] value to the value in the CalState[1:0] register plus 1. This
CalFrm[1:0] value is the one that makes the Load signal assert during the second sampled
“1”. The previous value of CalFrm[1:0] caused the Load signal to assert during the first
sampled “1”, which is not optimal because there is less timing margin. The Load signal
controls not only when the command signal RQ[1,j][Nrq-1:0] is sampled and decoded, but
also controls the timing of data loads in the M2 and M3 blocks and in PATO and PAT1
registers.

FIG. 19A shows the logic for block M2 of the memory component 1600 at position
[i,j] in system 1300. Block M2 performs a parallel to serial conversion, taking four
parallel bits of read data from the Qwm[3:0] bus 1614 and serially transmitting the read data
onto the bi-directional DQ[1,j] bus 1612. Block M2 also uses the buffered clock
CLKBJi,j] and Load signals.

The Load signal on bus 1608 is asserted during one of every four rising edges of
CLKBJi,j]. In this example, the edge of CLKB[1,j] that is selected is the same as the one
that is used by block M1 to receive the RQ[i,j] signal. As a result, the internal read access
time tcac, vt Will be an integral multiple of terkicycLe (3*teikicycre or 12¥teikacycie)-
Other embodiments could deliberately misalign the Load signal for receiving the RQ[1,j]
signal on bus 1604 and the Load signal for transmitting the DQ[i,j] signal 1612 to match a
timing requirement of the memory core 1680.

Register 1930 is loaded with four bits of information from the Qpm[3:0] bus 1614
during each clock cycle, but only the information loaded in the clock cycle prior to each
Load signal is used. When the Load signal 18(1), or 1608, is asserted, the four bits of

information in register 1930 are steered through multiplexer 1910 to the four one-bit
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registers 1920 and are loaded into those registers 1920 upon the clock edge that occurs

while Load is enabled. The outputs of a last one of the registers 1920 is asserted as the
DQJ1,j] signal after the clock edge. On the next three clock edges the multiplexer shifts
the remaining three bits onto the DQ[1,j] signal.

FIG. 19B shows the logic for block M3 of the memory component 1600 at position
[1,j] in system 1300. Block M3 receives write data on the DQ[1,j] bus 1612. A serial to
parallel conversion is performed by registers 1940 and multiplexer 1950 to create the
parallel data asserted on bus Dy[3:0] 1620. The serially connected registers 1940 are
clocked by the buffered clock signal 1606, and Load signal transfers the content of the
registers 1940 through the multiplexer 1950 to register 1960.

The Load signal on bus 1608 is asserted on one of every four rising edges of the
CLKBi,j] signal on bus 1606. In this example, the selected edge is the same edge as the
one that is used by block M1 for receiving the RQ[1,j] signal on bus 1604. As a result, the
internal write access time tcwp vt Will be an integral multiple of tcikicycre (1*tcixicycLe
or 4*tcikacycre). Other embodiments could deliberately misalign the Load for receiving
the RQ bus and the Load signal for receiving the DQ bus 1612 to match a timing
requirement of the memory core 1680.

During a write transfer, the four one-bit registers 1940 connected senally to the
DQJ1,j] signal 1612 continuously shift in the write data that is present on each rising edge
of CLKBJ[1,j]. When the Load signal on bus 1608 is asserted, the most recent shifted-in
write data is loaded in parallel to the register 1960 connected to the Dy[3:0] bus 1620.
When the Load signal is deasserted, the contents of register 1960 are recirculated through
the multiplexer on line 1970.

FIG. 20 shows the logic 2000 for the controller component 1305 in the system
1300. There are three buses that connect the controller to the memory components of the
memory system: CLK[1,0] 1320, RQ[1,0] 1315 and DQJ0,j] 1325. Logic 2000 is made up
of three blocks: C1, C2 and C3. Block C1 contains clock generator circuitry. Block C2
contains circuitry for each memory rank [i] and connects to the Ngq signals of the bus
1315 and the one CLK][1,0] signal 1320. Block C3 contains circuitry for each memory
slice [j] and connects to the one signal of the DQ[0,j] bus 1325. The controller of FIG. 20
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will typically contain other blocks of circuitry, some or all of which are not part of the
memory interface, but these blocks are not shown here.

Logic 2000 assumes that each memory component slice connects to the controller
with one DQ signal. Other embodiments could connect the memory component to the
controller with more than one DQ signal by a simple extension of the methods described
for system 1300.

There are six sets of signals that connect the memory interface to the rest of the
memory controller: (a) CLKC - the controller clock 2010; (b) RQ¢[1] - the request bus for
rank [i] 2020 (typically the same for all ranks); (c) TX[j] - the calibration bus for the
controller transmit logic slice [j] 2030; (d) RX[j] - the calibration bus for the controller
receive logic slice [j] 2040; (€) Qc[j][3:0] - the read data for slice [j] 2050; and (f)
Dc[j][3:0] - the write data for slice [j] 2060.

Block C1 receives the CLKC signal 2010. Two sets of clock signals are created
from this reference clock. Here, the clock signals for all ranks are the same, and the clock
signals for all slices are the same. The first set of clock signals is for block C2: (a) CLK1
2015 - a derived clock with same frequency as CLKC, and phase-aligned to CLKC; and
(b) CLK4[8] 2018 - a derived clock with four times the frequency of CLKC.

The second set of clock signals is for block C3: (a) CLK1 2015 - a derived clock
with same frequency as CLKC, and phase-aligned to CLKC; (b) CLK4Cyc[1:0] 2022,
which is a cycle count of CLK4 clock cycles, and thus indicates a phase of CLK4 cycle
relative to CLK1; (c) CLK4CycD[1:0] 2025, which is the same as CLK4Cyc[1:0] except
that it is delayed by half a CLK4 clock cycle relative to CLK4Cyc[1:0]; and (d) CLK4[7:0]
2028, which is a set of 8 derived clocks having four times the frequency of CLKC, each
having a different phase offset (as shown in FIG.22), staggered in increments of 1/8" of a
CLK4 cycle. The CLK4[7:0] signals are also herein called phase vectors and the
CLK4Cyc[1:0] is also herein called a clock count signal. These phase vectors and the
clock count signal are used by both the transmit and receive circuits for each DQ bus.

Block C2 receives the RQ¢[1,0] bus 1315 from other circuitry in the controller and
receives the CLK1 2015 and the CLK4[8] 2018 clock signal from block C1.
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Block C3 connects to the TX[j], RX[j], Qc[j][3:01, and D¢[j1{3:0] buses from the
rest of the controller. Block C3 receives the CLK1, CLK4Cyc[1:0], CLK4CycD[1:0], and
CLK4{7:0] buses from block C1.

FIG. 21 shows the logic 2100 for block C1 of the controller component of FIG. 20.

Block Cl1 is responsible for creating the derived clock signals for blocks C2 and C3 from
the reference clock signal CLKC 2010.

The reference clock signal CLKC is received by a PLL circuit 2015, which
produces a clock signal CLKS that has eight times the frequency of CLKC. This increase
in frequency is set by the circuitry in the feedback loop described below.

The CLKS signal clocks a three bit register 2118, which produces a three-bit signal
asserted on a bus C[2:0] 2019. The three-bit signal on the C[2:0] bus is decremented by
the logic circuit “DEC” 2025 and loaded back into the register 2118 on the next CLK8
edge. Signal C[2] is the most-significant-bit (or “msb”), and signal C[0] 2030 is the least-
significant-bit of the value stored in register 2118. C[2:0] cycles through its values (111,
110, 101, 100, 011, 010, 001, 000, and then back to 111), with its value being decremented
with each cycle of the CLKS signal.

Signal C[2] is buffered by buffer 2058 to produce CLK1 2035. Signal 2035 is a
derived clock signal that has the same frequency as the reference clock CLKC. The PLL
circuit 2015 compares the CLKC and CLK1 signals on buses 2010 and 2035, and the
phase of the output signal CLK8 is adjusted until these two clock signals are essentially
phase-aligned (as shown in timing diagram FIG. 22).

Signals C[2] and C[1] are complemented (i.e., inverted) and buffered by buffers
2045 to produce the CLK4Cyc[1] and CLK4Cyc[0] signals on buses 2038 and 2040,
respectively. The CLK4Cyc[1] and CLK4Cyc[0] signals are used to label four CLK4
cycles within each CLK1 cycle.

Signals C[2] and C[1] are also loaded into two delay registers 2020 clocked by the
CLKS clock signal. The output of these two registers are complemented and buffered by
buffers 2050 to produce the CLK4CycD[1] and CLK4CycD[0] signals on buses 2052 and
2055 respectively. The CLK4CycD[1] and CLK4CycD[0] signals 2052 and 2055 are the
same as the CLK4Cyc[1] and CLK4Cyc[0] signals, delayed by one CLKS cycle.
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Note that all the buffer circuits 2045, 2050, 2058 and capacitive loads are
preferably designed to give the same delay values, so that all the clock signals and clock
count signals generated by CLKC (e.g., CLK1, CLK4{8:0], CLK4Cyc[1:0], and
CLK4CycD[1:0]) are essentially phase-aligned as shown in FIG. 22.

The C[0] signal on bus 2030 has a frequency that is four times that of the reference
clock signal CLKC 2010. The C[0] signal is the input signal to a DLL circuit. There are
eight matched delay elements 2060 (labeled “D”), each of whose delay is controlled by a
“delay-control” signal on line 2065. The delay-control signal could be either a set of
digital signals, or it could be an analog signal, such as a voltage signal. The delay of each
delay element 2060 is identical.

The output of each delay element 2060 is passed through a buffer 2070 (labeled
“B”) to produce the nine CLK4[8:0] signals 2075. Here, each of these clock signals will
have a frequency that is four times that of the reference clock CLKC. The two signals
CLK4[0] and CLK4[8] are compared by the DLL 2080, and the value of delay-control
2065 is adjusted until the signals CLK4[0] and CLK4([8] are essentially phase aligned.
The remaining CLK4[7:1] clock signals will have phase offsets that are distributed in 45°
(tcikacycle/8) increments across a CLK4 cycle.

As before, all buffer circuits 2070 and capacitive loads are preferably designed to
give the same delay values, so that all the CLK4[8:0] clock signals have evenly distributed
phases, and the rising edge of CLK1 will be essentially aligned to every fourth edge of
CLK4[0] and CLK4[8].

FIG. 22 shows the timing diagram with signals 22(a)-(o) for block C1 of the
memory controller 2000. Block C1 is responsible for creating the derived clock signals for
blocks C2 and C3 of system 2000 from the reference clock signal CLKC 2010.

The reference clock signal CLKC is shown in the first waveform 22(a). The cycle
time of the CLKC signal is tcikicyelee The PLL circuit 2015 produces a clock signal CLKS8
of 22(b) that here has eight times the frequency and whose cycle time is tcixscyce. The
rising edge of the CLKS signal is delayed from the rising edge of CLKC by tp1, a delay
introduced by the PLL circuit to ensure that the rising edges of CLKC and CLK1 are
aligned. The CLKS signal clocks a three bit register 2118, which produces a bus C[2:0].
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This bus decrements through the values {111, 110, 101, 100, 011, 010, 001, 000}, and is
delayed from CLKS8 by tcik-to-out (the clock to output delay time of the register 2118).

Signal C[2], is buffered by a buffer 2058 having an associated delay of tgyrrer
(arrow 2220) to produce CLK1 2035. Signal 2035, depicted as 22(d), is a derived clock
signal that has the same frequency as the reference clock CLKC. The PLL circuit 2015
compares the rising edges of the two CLKC and CLK1 signals (on buses 2010 and 2035),
and the phase of the output signal CLKS8 is adjusted until these two inputs are essentially
phase-aligned. The edges aligned by PLL 2015 are shown by arrows 2210. Note that the
following equation will be satisfied when the PLL is phase locked:

tpLL + tork-10-0UT + tBUFFER = tciksCycle™ teLkiCycle/8

Signals C[2] and C[1] are complemented and buffered to give the CLK4Cyc[1] and
CLK4Cyc[0] signals on buses 2038 and 2040, respectively. Signals C[2] and C[1],
depicted together as signal 22(e), are also loaded into two delay registers 2020 clocked by
the CLKS8 clock signal. The output of these two registers are complemented and buffered
to give the CLK4CycD[1:0] signals on buses 2052 and 2055, and depicted together as
signal 22(f). The CLK4CycD[1:0] signals are the same as the CLK4Cyc[1:0] signals
delayed by one CLKS cycle.

The CLK4Cyc[1:0] and CLK4CycD[1:0] signals label the four CLK4 cycles within
one CLK1 cycle. The two sets of signals are needed because any of the eight CLK4[7:0]
signals might be used. For example, if a clock domain is aligned with the CLK4[5:2]
clock signals (depicted by the black dots identified by arrow 2240), then the CLK4Cyc[1]
and CLK4Cyc[0] signals are used. If a clock domain is aligned with the CLK4[7,6,0,1]
clock signals (represented by arrows 2230), then the CLK4CycD[1] and CLK4CycD[0]
signals are used. This alignment with multiple clock domains gives as much margin as
possible for the set and hold times for sampling the CLK4Cyc[1:0] and CLK4CycD[1:0]
signal sets, and permits CLK4 cycles to be labeled consistently regardless of which
CLK4[7:0] signal is used.

The C[0] signal on bus 2030 has a frequency that is four times that of the reference
clock signal CLKC. The C[0] signal is the input signal to the DLL circuit containing

-50-

(7



10

15

20

25

30

WO 03/036850 PCT/US02/33706

matched delay elements 2060 and buffers 2070. The output of the eight delay elements
2060 is passed through buffers 2070 to produce the CLK4[8:0] signals on bus 2075. Each
of these clock signals has a frequency that is four times that of the reference clock CLKC,
as shown by signals 22(g)-(0) in FIG. 22. The two signals CLK4[0] and CLK4[8] are
compared by the DLL 2080, and the delay-control value is adjusted until the two signals
are essentially phase aligned. The DLL circuit aligns the edges depicted by arrows 2250.
As aresult, the CLK4[7:1] clock signals have phase offsets that are distributed in 45°
increments (tcikacyce/8) across a CLK4 cycle.

The clock signals CLK4[7:0], signals 22(g)-(n), are used to create the clocks
needed for transmitting and receiving in the C3 block of system 2000 for each slice of the
memory components. Any slice may need any of these phase-shifted clock signals.
Further, the controller’s calibration circuitry for a particular slice may select a different
clock signal during system operation, if the timing parameters of the delay paths change
because of temperature and supply voltage variations.

FIG. 23 shows the logic for the controller block 2300 of system 2000. Block 2300,
or RO, is part of block C3 (along with block 3000, or TO). Block 2300 is responsible for
receiving read data from the memory components and includes three blocks: R1 2400, R2
2500, and R3 2600.

Block R1 connects to the DQ[0,j] bus 1325, which connects to the memory
components of the memory system. Block R1 receives the CLKQ[0,j] signal (line 1334)
and LoadR{[j] signal (line 2310) from block R2. Block R1 receives CLK1SkipR[j] (line
2315) and CLK1LevelR[j][1:0] (line 2320) from block R3 and receives CLK1 2015 from
outside this controller block 2300 (from block C1 in FIG. 20). Block R1 returns read data
signals Qc[j][3:0] to other blocks in the controller.

Block R2 supplies the CLKQ[0,j] and LoadR{[j] signals to block R1. Block R2
receives CLK4BlendR[j][4:0] (line 2325), CLK4PhSelR[j][2:0] (line 2330) and
CLK4CycleR[j][1:0] (line 2335) from block R3. Block R2 also receives CLK4[7:0],
CLK4Cyc[1:0] and CLK4CycD[1:0] from outside of block RO (from block C1 in FIG. 20).

Block R3 supplies the CLK4BlendR[j][4:0], CLK4PhSelR[j][2:0] and
CLKA4CycleR[j][1:0] signals to block R2. Block R3 supplies CLK1SkipR[j] and
CLK1LevelR[j][1:0] to block R1. It receives LoadRXA, LoadRXB, CLK1, SelRXB,
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SelRXAB, IncDecR[j], and 2560r1R signals from outside of block RO (either block C1 in
FIG. 20 or other blocks in the controller).

FIG. 24 shows the logic for the controller block R1 2400 of system 2300. This
block is responsible for receiving read data from the memory components and inserting a
programmable delay.

The LoadR[j] signal 2310 is asserted on one of every four rising edges of
CLKQ[0,j]. The correct edge is selected in the R1 block. During a read transfer, four one-
bit registers 2410 connected serially to the DQ[0,j] bus 1325 continuously shift in the read
data that is present on the DQJ[0,j] bus 1325 with each rising edge of CLKQ[0,j].

When the LoadR[j] signal is asserted, the most recent shifted-in read data is loaded
in parallel to the 4-bit register 2420. When the Load signal is deasserted, the contents of
this register are recirculated through the multiplexer 2430 along bus 2435 and held for four
CLKQ[0,j] cycles (or one CLK1 cycle).

The Qc[j][3:0] signal on line 2050 and the CLK1 signal on 2015 represent two
clock domains that may have an arbitrary phase alignment with respect to each other, but
they will be frequency-locked, here in a 4:1 ratio. The serial-to-parallel conversion
controlled by LoadR[j] 2310 makes the frequencies of the two clock domains identical.
Therefore, either the rising edge of CLK1 or the falling edge of CLK1 will be correctly
positioned to sample the parallel data in the four-bit register 2440. The CLK1SkipR{[j]
signal (generated in block R3, shown in more detail in FIG. 26) selects between the two
cases. When it is one, the path 2445 with a negative-CLK 1-edge-triggered register is
enabled, otherwise the parallel register is used directly via path 2448. In either case, a
positive-CLK 1-edge-triggered register samples the output of the skip multiplexer 2450 and
stores the four-bit value in a first register 2470.

The final stage involves inserting a delay of zero through three CLK1 cycles. This
is easily accomplished with a four-to-one multiplexer 2460, and three additional four-bit
registers 2470. The CLK1LevelR[j][1:0] bus 2320 is generated in block R3, and selects
which of the four registers 2470 is to be enabled (i.e., it selects which register’s output is
to be passed by the multiplexer 2460 onto the Qc¢[j][3:0] bus 2050).

FIG. 25 shows the logic for the controller block R2 2500. This block is responsible
for creating the CLKQJ0,j] clock signal needed for receiving the read data from the

-52-



10

15

20

25

30

WO 03/036850 PCT/US02/33706

memory components, and for creating the LoadR[j] signal for performing serial-to-parallel
conversion in 2400.

Block R2 supplies the CLKQJ0,j] and LoadR{[j] signals to block R1. Block R2
receives CLK4BlendR[j][4:0] (line 2325), CLK4PhSelR[j][2:0] (line 2330) and
CLK4CycleR[j][1:0] (line 2335) from block R3. Block R2 also receives CLK4[7:0],
CLK4Cyc[1:0] and CLK4CycD[1:0] from outside of block RO (from block C1 in FIG. 20).

CLK4PhSelR[j][2:0] on bus 2330 selects which of the eight CLK4[7:0] clock
signals will be used as the lower limit for a phase blending circuit. The next higher clock
signal is automatically selected by multiplexer 2520 for blending with the lower limit
clock signal, which is selected by multiplexer 2510. For example, if signal 2330 is “010”,
then the clock signal used for the lower limit is CLK4[2] and the clock signal used for the
upper limit is CLK4[3]. These are passed by the two eight-to-one multiplexers 2510 and
2520 to the Phase Blend Logic block 2530 via buses 2515 and 2525.

The CLK4BlendR[j][4:0] signal on bus 2325 selects how to interpolate between
the lower and upper clock signals on buses 2515 and 2525. If CLK4BlendR[;][4:0] is
equal to B, then the interpolated phase is at a point B/32 of the way between the lower and
upper phases. If B is zero, then it is at the lower limit (in which case the output of the
Phase Blend Logic 2530 is derived solely from the clock signal on bus 2515), and if B is
31, then it is almost at the upper limit. The output of the Phase Blend Logic 2530 is
CLKQ[0,j1, the clock signal on bus 1334 used to sample the read data from the memory.

The Phase Blend Logic 2530 uses well known circuitry, which is therefore not
described in this document. However, the ability to smoothly interpolate between two
clock signals that have relatively long slew rates (i.¢., the rise/fall time of the two signals is
greater than the phase difference between the two signals) is important in that it makes the
blending of signals to form a combined signal 1334 and implementation of dynamic
mesochronous systems easier.

The remaining signals and logic in block R2 generate the LoadR[j] signal 2310,
which indicates when the four read data bits have been serially shifted into bit registers
2410 (FIG. 24) and are ready to be clocked into the parallel register 2420 (FIG. 24). The
CLK4CycleR[j][1:0] signal, generated by block R3, picks one of the four possible load
points. The LoadR[j] signal on line 2310 is generated by comparing CLK4CycleR[j][1:0]
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to CLK4Cyc[1:0] using compare logic 2565. CLK4Cyc[1:0] labels the four CLK4 cycles
in each CLK1 cycle. However, this comparison must be done carefully, since the
LoadR{[j] signal 2310 is used in the CLKQ[0,j] clock domain, and the CLK4Cyc[1:0]
signals are generated in the CLK1 domain.

The CLK4CycD[1:0] signals 2540 are delayed from the CLK4Cyc[1:0] signals by
one CLKS cycle, so there is always a valid bus to use, no matter what value of the
CLKA4PhSelR[j][2:0] signal is used. The following table summarizes the four cases of
CLK4PhSelR[j][2:0] that were originally shown in the timing diagram of FIG. 22:

CLK4PhSelR[j][2:0] CLK4CycleR[j][1:0] CLKA4Cyc[1:0] or CLK4CycD[1:0]
00x Incremented CLKA4CycD[1:0]
01x not incremented CLKA4Cyc[1:0]
10x not incremented CLK4Cyc[1:0]
11x not incremented CLK4CycD[1:0]

The compare logic 2565 generates a positive output (e.g., a “1”’) when its two
inputs are equal. The output of the compare logic 2565 is sampled by a CLKQJ[0,j]
register 2575, the output of which is the LoadR[j] signal, and is asserted in one of every
four CLKQ[0,j] cycles.

More specifically, AND gate 2580 and multiplexer 2570 determine whether a first
input to the compare logic 2565 is CLK4CycleR[j][1:0] or is that value incremented by
one by increment circuit 2590. XOR gate 2585 and multiplexer 2560 determine whether
the second input to the compare logic 2565 is CLK4Cyc[1:0] or CLK4CycDJ[1:0], each of
which is delayed by one CLKQ clock cycle by registers 2550 and 2555.

FIG. 26 shows the logic 2600 for the controller block R3 in FIG. 23. Block R3
2600 is responsible for generating the value of clock phase PhaseR[j][11:0] for receiving
the read data.

Logic R3 2600 supplies the CLK4BlendR[j][4:0] (line 2325), CLK4PhSelR[j][2:0]
(line 2330) and CLK4CycleR[j][1:0] (line 2335) to block R2. Logic R3 2600 also supplies
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CLK1SkipR[j] on line 2315 and CLK1LevelR[j][1:0] on line 2320 to block R1 2400.
Logic 2600 further receives the LoadRXA 2605, LoadRXB 2610, CLK1, SelRXB 2615,
SelRXAB 2620, IncDecR[j] 2625, and 2560r1R signals 2630 from outside of block 2300
(either block C1 or other blocks in the controller).

There are two 12-bit registers (RXA 2635 and RXB 2640) in block 2600. These
12-bit registers digitally store the phase value of CLKQ[O0,j] that will sample read data at
the earliest and latest part of the data window for each bit. During normal operation, these
two values on register output lines 2637 and 2642 are added by the Add block 2645, and
the sum on line 2647 shifted right by one place (to divide by two) by shifter 2650,
producing a 12 bit value that is the average of the two values (RXA+RXB)/2. Note that
the carry-out 2660 of the Add block 2645 is used as the shift-in of the Shift Right block
2650. In effect, the two registers RXA 2635 and RXB 2640 together digitally store a
receive phase value for a respective slice.

The value (RXA+RXB)/2 is the appropriate value for sampling the read data with
the maximum possible timing margin in both directions. Other methods of generating an
intermediate value are possible. This average value is passed through multiplexer 2670 to
become PhaseR[j][11:0] on line 2675. The PhaseR[j][4:0], PhaseR[j][7:5] and
PhaseR[j][9:8] signals on lines 2676, 2677 and 2678 are extracted from the
PhaseR[j][11:0] signal on 2675, and after buffering by buffers 2695 these extracted signals
become the CLK4BlendR[j]{4:0], CLK4BlendR[j][7:5], and CLK4BlendR[j][9:8] signals
on lines 2325, 2330 and 2335.

The upper two bits of PhaseR[j][11:0] represents the number of CLK1 cycles from
the torrserr point. The fields CLK1SkipR[j] 2315 and CLK1LevelR[j][1:0] 2320
represent the delay that must be added to the total delay of the read data, which is trancer
no matter what value PhaseR[j][11:0] contains. Thus, PhaseR[j][11:0] is subtracted from
21228 The factor of “2!*” represents the maximum value of tganger. The factor of «“% is
needed to give the proper skip value - this will be discussed further with FIG. 27.

The circuitry adds “111100000000” on line 2680 to the complement of
PhaseR[j][11:0] and asserts carry-in to the adder 2685. The low nine bits of the result are
discarded on line 2682, the next bit is buffered to generate CLK1SkipR[j] and the upper
two bits are buffered to generate CLK1LevelR[j][1:0] 2320.
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During a calibration operation, the multiplexer 2670 that passes the (RXA+RXB)/2
value instead selects either the RXA register 2635 or the RXB register 2640 directly, as
determined by the SelRXAB signal on 2620 and the SeIRXB signal on 2615. Placing the
value in the selected register (RXA or RXB) on the PhaseR[j][11:0] bus 2675 causes the
receive logic to set the sampling clock to one side or the other of the data window for read
data. Once the resulting sampling clock CLKQ[0,j] on 1334 (FIG. 25) is stable, the read
data is evaluated, and the RXA or RXB value is either incremented, decremented, or not
changed by logic 2690 and output on line 2694. An increment/decrement value of “1” is
used for calibrating the CLKQ[0,j] clock. An increment/decrement value of “256” is used
by logic 2690 when the sampling point of the RQ[i,j] bus 1352 in the memory system
component 1310 is changed (because the memory system component 1310 will change the
sampling point of the bus 1352 in increments of the CLK4 clock cycle). The RQ[1,j] bus
sampling point and its calibration process was described above with reference to FIG. 18.

FIG. 27 shows receive timing signals 27(a)-(k) that illustrates four cases of
alignment of the CLKQ[0,j] clock signal 1334 within the tranger interval. This diagram
illustrates how the following five buses are generated: CLK4BlendR[j][4:0] 2325,
CLK4PhSelR[j][2:0] 2330, CLK4CycleR[j][1:0] 2335, CLK1SkipR[j] 2315, and
CLK1LevelR[j][1:0] 2320. The value of PhaseR[j][11:0] adjusts the values of the signals
on these buses, and the value of tpyasgr, which controls the position of CLKQ[0,j] within
the trancer interval, and also adjusts the compensating delays so the overall delay of the
read data is (torrseTr + tranger) regardless of the position of CLKQ[0,j].

The first waveform shows the CLK1 clock signal, 27(a), over trancer, and the
second waveform 27(b) shows the labeling for the four CLK1 cycles (i.e., 00, 01, 10, 11)
that comprise the tranger interval (note there is no bus labeled “CLK1Cyc”; this is shown
to make the diagram clearer).

The third waveform, 27(c), shows the CLK4[0] clock signal, and waveform 27(d)
shows the labeling for the four CLK4 cycles that comprise each CLK1 cycle. The fifth
waveform, 27(e), shows the numerical values of the PhaseR[j][11:0] bus 2675 as a three
digit hexadecimal number. The most-significant digit includes two bits for the CLK1Cyc
value, and two bits for the CLK4Cyc value.
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The right side of the diagram 27 shows how three buses are extracted from the
PhaseR[j][9:0] bus: the CLK4BlendR[j][4:0] 2325, CLK4PhSelR[;][2:0] 2330 and
CLK4CycleR[j][1:0] signals 2335 are buffered versions of the PhaseR[j][4:0] 2676,
PhaseR[j][7:5] 2677, and PhaseR[j][9:8] fields 2678, respectively.

The sixth and seventh waveforms, 27(f) and (g), show graphically how the
CLK1SkipR[j] and CLK1LevelR[j][1:0] signals on buses 2315 and 2320, respectively,
vary as a function of the PhaseR[j][11:0] value. It is noted that the CLK1SkipR[j] and
CLK1LevelR[;][1:0] signals generate a compensating delay for the read data, so they
increase from right to left in FIG. 27.

In FIG. 27(k), or case D, the PhaseR[j][11:0] value is 7806 (2701). At point 2701
of case D, the read data has been sampled and is available in a parallel register (e.g., 2430,
FIG. 24) in the CLKQ[0,j] clock domain, and is ready to be transferred to the CLK1
domain. The read data is sampled by the next falling edge 2720 of CLK1 1330 at time
a00,6, then is sampled by the next rising edge 2730 of CLK1 at time c00;¢, and finally is
sampled by the next rising edge 2740 of CLK1 at time 1000,¢. The three intervals labeled
“tskiPRN > “tskipr”’, and “t gveLr” connect the four sampling points 2701-2704. The
CLK1SkipR[j] value in waveform 27(k) is “1” because a “tsgprn’ interval is used. The
CLK1LevelR[j][1:0] value in waveform 27(k) is “01” because one “t;gvgLr” interval is
used.

The other cases are analyzed in a similar fashion. In this example, the size of the
tranGer interval has been chosen to be four CLK1 cycles. It could be easily extended (or
shrunk) using the utilizing the methods that have been described in this example.

Note that the upper limit of the tranger interval is actually 3-3/4 CLK1 cycles
because of the method chosen to align the CLK1SkipR[j] and CLK1LevelR[j][1:0] values
to the tpyaser values. The loss of the ¥4 CLK1 cycle of range is not critical, and the
method shown gives the best possible margin for transferring the read data from the
CLKQ[0,j] clock domain to the CLK1 domain. Other alignment alternatives are possible.
The trancer could be easily extended by adding more bits to PhaseR[j][11:0] and by
adding more Level registers 2470 in FIG. 24.

FIG. 28 shows timing signals 28(a)-(h) that illustrates how the timing values are
maintained in the RXA and RXB registers 2635 and 2640, respectively. Waveform 28(a)
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shows the CLK1 signal 1330 in the controller 1305. The second waveform, 28(b), shows
the RQ[1,0] bus 1315 issuing a RDPAT1 command. Signal 28(c) shows the pattern data

Q[0,j] returned to the controller. The fourth signal, 28(d), shows the internal clock signal
CLKQJ0,j] that samples the data in the controller. The position of the CLKQ[0,j] rising

edge 2810 is centered on the first bit of pattern data at torrseTr T tPHASER) - tstop,Q, Where:

tv,ck T terop,cLkij T tBij T tsampLeij T tcac, Nt T tv,Q T trOP,Qj)

+ t5,Q = toFFSETR * tPHASER; - tstoP,Q ®)

See FIG. 14A for a graphical representation of this equation. Most of the terms on
the left side of Eqn. (8) can change as temperature and supply voltage vary during system
operation. The rate of change will be relatively slow, however, so that periodic calibration
operations (separated by periods of normal memory operations) can keep the tpyaser; value
centered on the read data bits.

As previously discussed, the calibration logic 1355 (see FIGS. 13 and 26)
maintains two separate register values (RXA and RXB) which track the left and right side
of the read data window 2820. In the lower part of FIG. 28, the pattern data Q[0,j] and the
CLKQJO0,j] rising edge are shown with an expanded scale. The CLKQ[0,j] rising edge is
also shown at three different positions: tpraserjrxa) 28(f), traserjrx), 28(g), and
tpuaserjRxB) 28(h). The three positions result from setting the PhaseR[j][11:0] signal to
the RXA[11:0], RX[11:0] or RXB[11:0] value in logic 2600, respectively. Here, RX
represents the average value of RXA and RXB.

The RXA value shown in 28(f) will hover about the point at which (tpraserjrxA)
tsiop,Q) trails the start of the Q[0,j] [0] bit by ts o 2830. If the sampled pattern data is
correct (pass), the RXA value is decremented, and if the data is incorrect (fail), the RXA
value is incremented.

In a similar fashion, the RXB value shown in 28(h) will hover about the point at
which (teuaserjrxs)- tswp,Q) precedes the end of the Q[0,j] [0] bit by tn,q 2840. If the
sampled pattern data is correct (pass), the RXB value is incremented, and if the data is

incorrect (fail), the RXA value is decremented.
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In both cases, a pass will cause the timing to change in the direction that makes it
harder to pass (reducing the effective set or hold time). A fail will cause the timing to
change in the direction that makes it easier to pass (increasing the effective set or hold
time). In the steady state, the RXA and RXB values will alternate between the two points
that separate the pass and fail regions. This behavior is also called “dithering”. In a
preferred embodiment, calibration of RXA stops when the adjustments to RXA change
sign (decrement and then increment, or vice versa), and similarly calibration of RXB stops
when that value begins to dither. Alternatively, the RXA and RXB values can be allowed
to dither, since the average RX value will still remain well inside the pass region.

FIG. 29 shows receive timing signals 29(a)-(1) that illustrate a complete sequence
that may be followed for a calibration operation. Waveforms 28(a)-(c) are shown in an
expanded view of the pattern read transaction. The first waveform shows the CLK1 signal
in the controller. The second waveform, 29(b), shows the RQc[i] bus in the controller (see
FIG. 20). The third waveform shows the pattern data Q¢[j][3:0] in the controller (see FIG.
20). The time interval between the CLK1 edges associated with the RDPAT1 command
and the returned data P1[3:0] is labeled tcac,c. This value is the same for all slices and all
ranks in the memory system of the present invention, and is equivalent to (toprseTr +
tranger) or eight CLK1 cycles for this system example.

The eight cycle pattern access is one step in the calibration operation shown in
waveform 29(d). The calibration sequence for this example takes 61 CLK1 cycles(from
02 to 63). Before the sequence begins, all ongoing transfers to or from memory must be
allowed to complete. At the beginning of the sequence, the SelRXB, SeIRXAB, and
2560r1R signals 29(i), 29(j) and 29(1), respectively, are set to static values that are held

through edge 2920. The following table summarizes the values to which these signals are

set:
Case SelRXB SelIRXAB 2560r1R
RXA calibrate 0 1 0
RXB calibrate 1 1 0
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Changing the value of the SeIRXAB from 0 to 1 means that a time interval
tserTLE128 (25 CLK1 cycles in this example) 2940 must elapse before any pattemn

commands are issued. This allows the new value of PhaseR[j][11:0] to settle in the phase

-selection and phase blending logic of the R2 block 2500 (FIG. 25). The pattern data read

from the memory component is available in the controller after rising edge 35, shown as
edge 2930 in FIG. 29. This pattern data is compared to the expected value, and a pass or
fail determination is made if it matches or does not match, respectively. The IncDecR{[j]
signal 2625 is asserted or deasserted, as a result, and the LoadRXA 2605 or LoadRXB
2610 signal is pulsed for one CLK1 cycle to save the incremented or decremented value, as
shown in waveforms 29(g), 29(h) and 29(k). The following table summarizes the values

to which these signals are set:

Case IncDecR[j1[1:0] LoadRXA LoadRXB
RXA calibrate (pass) 11 1 (pulse) 0

RXA calibrate (fail) 01 1 (pulse) 0

RXB calibrate (pass) 01 0 1 (pulse)
RXB calibrate (fail) 11 0 1 (pulse)

At rising edge 38 (2920), all signals 29(g)-(1) can be returned to zero. Changing
the value of the SeIRXAB from 1 to 0 means that another time interval tsgrriei28 2950
must elapse before any read or write commands 2960 are issued.

Note that the calibration sequence may be performed on all slices of the memory
system in parallel. All of the control signals can be shared between the slices except for
IncDecR[j], which depends upon the pass/fail results for the pattern data for that slice.

In preferred embodiments, the calibration sequence is performed for RXA and
RXB at periodic intervals that are spaced closely enough to ensure that timing adjustments
can keep up with timing changes due to, for example, temperature and supply voltage

variations.
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When the sampling point of the RQ[1,j] bus 1352 by the CLKBJ1,j] clock signal
1347 is changed (as in FIG. 18), the sampling point of the CLKQ[0,j] receive clock 1334
in the controller must be adjusted. This is accomplished by an update sequence for the
RXA and RXB register values. This update sequence is similar to the calibration sequence
of FIG. 29, but with some simplifications. Preferably, this update sequence is performed
immediately after the RQ sampling point was updated.

When updating the RXA and RXB registers to compensate for a change in the
sampling point of the RQJ[1,j] bus, the SeIRXB, SeIRXAB, and 2560r1R signals are set to
static values that are held through rising edge 38 (edge 2920). The PhaseR[j][11:0] is not
changed (SelIRXAB remains low), so that the pattern transfer does not need to wait for
circuitry to settle as in the calibration sequence. The following table summarizes the values

to which these signals are set:

Case SelRXB SelRXAB 2560rlR
RXA update 0 0 1
RXB update 1 0 1

The reason that an increment/decrement value of 256 is used instead of 1 is
because when the sample point of the RQ[i,j] bus is changed, it will be by {+1,0,-1} CLK4
cycles. A CLK4 cycle corresponds to the value of 256 in the range of PhaseR[j][11:0].
When the sample point changes by a CLK4 cycle, the data that is received in the Q[j][3:0]
bus 2050 will shift by one bit to the right or left. By comparing the retrieved pattern data
to the expected data, it can be determined whether the RXA and RXB values need to be
increased or decreased by 256, or left the same. The following table summarizes the

values to which these signals are set:

Case IncDecR[j][1:0] { LoadRXA LoadRXB

RXA update (shifted right) 11 1 (pulse) 0
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RXA update (pass) 00 1 (pulse) 0
RXA update (shifted left) 01 1 (pulse) 0
RXB update (shifted right) 11 0 1 (pulse)
RXB update (pass) 00 0 1 (pulse)
RXB update (shifted left) 01 0 1 (pulse)

Both RXA and RXB can be updated successively using the same pattern read

transfer. Note that the update sequence may be performed on all slices in parallel. All of

the control signals can be shared between the slices except for IncDecR[j], which depends

upon the pass/fail results for the pattern data for that slice.

Once the update sequence has completed, a time interval tsgrriezs6 (€.8., 50 CLK1

cycles) must elapse before any read commands are issued. This allows the new value of

PhaseR[j][11:0] to settle in the phase selection and phase blending logic of the R2 block

(FIG. 25).

Before the RXA and RXB register values can go through the calibration and update

sequences just described, they must be initialized to appropriate starting values. This can

be done relatively easily with the circuitry that is already in place.

The initialization sequence begins by setting the RXA register to the minimum

value of 000, and by setting the RXB register to the maximum value fffjs. These will

both be failing values, but when the calibration sequence is applied to them, both values

will move in the proper direction (RXA will increment and RXB will decrement).

Thus, the initialization procedure involves performing the RXA calibration

repeatedly until it passes. Then the RXB calibration will be performed repeatedly until it

passes. The settings of the various signals will be:

Case

SelRXB

SelRXAB

2560r1R

RXA calibrate

0

0
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RXB calibrate 1 1 0
Case IncDecR[j][1:0] LoadRXA LoadRXB
RXA calibrate (pass) 11 1 (pulse) 0
RXA calibrate (fail) 01 1 (pulse) 0
RXB calibrate (pass) 01 0 1 (pulse)
RXB calibrate (fail) 11 0 1 (pulse)

There will be approximately 3840 (= 4096-256) iterations performed during the
initial calibration, since the total range is 4096 and 256 is the maximum width of a bit.

Each iteration can be done with little settling time, tserrLE], because the RXA or
RXB value will change by only a least-significant-bit (and therefore the tsgrri g time will
be very small). It will still be necessary to observe a settling time at the beginning and end
of each iteration sequence in which the PhaseR[j][11:0] value is changed by large
amounts. PhaseR[j][11:0] changes by large amounts when SeIRXAB is changed in the
normal calibration process described earlier.

Note that the initialization sequence may be performed on all slices in parallel. All
of the control signals can be shared between the slices except for IncDecR[j], which
depends upon the pass/fail results for the pattern data for that slice.

FIG. 30 shows the logic 2000 for the controller block TO. Block TO is part of block
C3 of FIG. 20 (along with block 2300). Block TO is responsible for transmitting the write
data to the memory component. It consists of three blocks: T1 3100, T2 3200, and T3
3300.

Block T1 connects to bus DQ[0,j] 1325, which connects to the external memory
system (see FIG. 13). Block T1 receives the CLKDJ[0,j] 1332 and LoadT[j] 3010 signals
from block T2 and receives CLK1SkipT[j] 3015 and CLK1LevelT[j]{1:0] 3020 signals
from block T3. Block T1 also receives CLK1 1330 from outside of block TO (e.g., from
block C1 in FIG. 20). Block T1 also returns D¢[j][3:0] to other blocks in the controller.
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Block T2 supplies the CLKD[0,j] 1332 and LoadT[j] 3010 signals to block T1.
Block T2 receives CLK4BlendT[j][4:0] 3025, CLK4PhSelT[j}[2:0] 3030 and
CLK4CycleT[j][1:0] 3035 from block T3. Block T2 receives CLK4([7:0] 2075,
CLK4Cyc[1:0] 2038, 2040 and CLK4CycD[1:0] 2052, 2055 from block C1 of the
controller (see FIG. 20).

Block T3 supplies the CLK4BlendT[j][4:0], CLK4PhSelT[;][2:0] and
CLK4CycleT[j][1:0] signals to block T2. Block T3 also supplies CLK1SkipT[j] 3015 and
CLK1LevelT[j][1:0] 3020 to block T1. Block T3 also receives LoadTXA, LoadTXB,
CLK1, SelTXB, SelTXAB, IncDecT[j], and 2560r1T signals (3040-3065) from outside of
block TO (either from block C1 or from other blocks in the controller, via the TX[j] control
bus 2030).

FIG. 31 is a logic diagram of controller block T1 3100, which is responsible for
transmitting write data on bus 2060 from memory and inserting a programmable delay
before transmitting onto the DQ[0,j] bus.

Block T1 connects to the DQ[0,j] bus 1325, which connects to an external memory
system. Block T1 receives the CLKD[0,j] and LoadT[j] signals from block T2. It receives
CLK1SkipT[j] 3015 and CLK1LevelT[j][1:0] signals from block T3. Block T1 receives
CLK1 from outside of block TO (e.g., from block C1) and receives D¢[j][3:0] from other
blocks in the controller.

The first stage of the T1 Block inserts a delay of zero through three CLK1 cycles.
The data received from the D¢[j][3:0] bus 2060 is initially stored in a four-bit register
3105. Delay insertion is accomplished using a four-to-one multiplexer 3110, and three
additional four-bit registers 3115. The CLK1LevelT[j][1:0] bus 3020 can be generated in
block T3 from bus 3020, and selects the data from one of the four registers 3105, 3115 for
the multiplexer 3110 to pass.

The CLKD[0,j] and CLK1 clock signals may have an arbitrary phase alignment,
but they will be frequency-locked in a 4:1 ratio. Either the rising edge of CLK1 or the
falling edge of CLK1 can be positioned to drive the parallel data into the four-bit register
3120 clocked by CLKDJ[0,j]. The CLK1SkipT][j] signal on line 3015 (generated in block
T3) selects between the two cases through a skip multiplexer 3150. When it is one, the
path 3165 with a negative-CLK 1-edge-triggered register is enabled, otherwise the direct
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path 3160 to multiplexer 3150 is used. In either case, a positive-CLKD[0,j]-edge-triggered
register 3120 samples the output 3170 of the skip multiplexer 3150.

When the LoadT][j] signal 3010 is asserted, the most recently loaded 4-bit value in
register 3120 is loaded into the four one-bit registers 3130 connected serially to the
DQ[0,j] bus 1325. When the Load signal is deasserted, the contents of the four one-bit
registers 3130 are shifted serially to the DQJ[0,j] bus through multiplexer 3140.

FIG. 32 shows the logic for the controller block T2 3200, which is responsible for
creating the CLKD[0,j] clock on line 1332 needed for transmitting the write data to the
memory component 1310 as shown in FIG. 15.

Block T2 supplies the CLKD[0,j] and LoadT[;] signals to block T1 of FIG. 31.
Block T2 receives CLK4BlendT[j][4:0], CLK4PhSelT[j]{2:0] and CLK4CycleT[j][1:0]
from block T3. Block T2 receives CLK4[7:0], CLK4Cyc[1:0] and CLK4CycD[1:0] from
outside of block TO (from block C1).

The CLK4PhSelT[;][2:0] signal on line 3030 selects which of the eight CLK4[7:0]
clock signals will be selected by multiplexer 3220 as the “lower limit clock signal” for the
phase blending logic 3210. The CLK4PhSelT[j][2:0] signal is also used by multiplexer
3215 to select the next higher clock signal for blending. For example, if
CLK4PhSelT[j][2:0] is “010”, then the clock signal used for the lower limit is CLK4[2]
and the clock signal used for the upper limit is CLK4[3]. These limit signals are passed by
the two eight-to-one multiplexers 3215, 3220 to the Phase Blend Logic block 3210 on
lines 3222 and 3224, respectively.

The CLK4BlendT[j][4:0] signal on bus 3025 selects how to interpolate between
the lower and upper clock signals in phase blend logic 3210. For example, if
CLK4BlendT[j][4:0] is equal to B, then the interpolated phase is at a point B/32 of the way
between the lower and upper phases. If B is zero, then it is at the lower limit set by
multiplexer 3220 (in which case the output of the Phase Blend Logic 3210 is derived
solely from the clock signal on bus 3224), and if B is 31 set by multiplexer 3215, then it is
almost at the upper limit. The output of the Phase Blend logic 3210 is the CLKD[O0,j]
clock signal on bus 1332, used to write data to a memory component.

The Phase Blend Logic 3210 uses well known circuit techniques to smoothly

interpolate between two clock signals, and thus is not described in detail in this document.
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The remaining signals and logic of the T2 block generate the LoadT[j] signal 3010,

which indicates when the four write data bits are to be shifted into the serial registers 3130.

The CLK4CycleT[j][1:0] signal, generated by the T3 block, picks one of the four possible

load points for multiplexer 3140. The LoadT[j] signal is generated by using compare logic
3265 to compare CLK4CycleT[j][1:0] to CLK4Cyc[1:0], which labels the four CLK4
cycles in each CLK1 cycle. However, this comparison must be done carefully, since the
LoadTT[j] signal 3010 is used iﬁ the CLKDJ[0,)] clock domain, and the CLK4Cyc[1:0]
signals 2038, 2040 are generated in the CLK1 domain.
The CLK4CycD[1:0] signals on lines 2052, 2055 are delayed from the

CLK4Cyc[1:0] signals by one CLKS cycle, so there is always a valid bus to use, no matter
what value of CLK4PhSelT[j][2:0] is used. See the timing diagram of FIG. 22. The
following table summarizes the four cases of CLK4PhSelT{[;][2:0]:

CLK4PhSelT[j][2:0] ; CLKA4CycleT[j][1:0] | CLK4Cyc[1:0] or CLK4CycD[1:0]
00x incremented CLK4CycD[1:0]
01x not incremented CLK4Cyc[1:0]
10x not incremented CLKA4Cyc[1:0]
11x not incremented CLK4CycD[1:0]

The output of the compare logic 3265 is sampled by a CLKD[0,j] register 3275 to

generate the LoadT[j] signal. The LoadT][j] signal is asserted in one of every four

CLKDI[0,] cycles.

More specifically, AND gate 3280 and multiplexer 3270 determine whether a first

input to the compare logic 3265 is CLK4CycleT[j][1:0] or is that value incremented by

one by increment circuit 3290. XOR gate 3285 and multiplexer 3260 determine whether
the second input to the compare logic 3265 is CLK4Cyc[1:0] or CLK4CycD[1:0], each of
which is delayed by one CLKQ clock cycle by registers 3250 and 3255.

FIG. 33 corresponds to FIG. 26 and shows the logic 3300 for the controller block

T3, which is part of block TO. The T3 block is responsible for generating the value of

clock phase CLKD[0,j] for transmitting write data.
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Block T3 supplies the CLK4BlendT[j][4:0], CLK4PhSelT[j][2:0] and
CLK4CycleT[j][1:0] signals to block T2. Block T3 supplies CLK1SkipT[j] and
CLK1LevelT[j][1:0] to block T1. Block T3 receives LoadTXA, LoadTXB, CLK1,
SelTXB, SelTXAB, IncDecT|[j], and 2560r1T signals from outside of block TO (either
block C1 of FIG. 20 or other blocks in the controller).

As with block R3, there are two 12-bit registers here (TXA 3335 and TXB 3340) in
block T3. These registers digitally store the phase value of CLKD[0,j] that will transmit
write data at the earliest and latest part of the data window for each bit. During normal
operation, these two values on lines 3337 and 3342 are added by the Add block 3345, and
shifted right by one place by shifter 3350 (to divide by two), producing a 12 bit value on
line 3355 that is the average of the two values (TXA+TXB)/2. Note that the carry-out of
the Add block 3345 is used as the shift-in of the shift right block 3350. In effect, the two
registers TXA 3335 and TXB 3340 together digitally store a transmit phase value for a
respective slice.

The average value (TXA+TXB)/2 is the appropriate value for transmitting the
write data with the maximum possible timing margin in both directions. Other methods of
generating an intermediate value are possible. This average value is passed through
multiplexer 3370 to become PhaseT[j][11:0] on bus 3375. The CLK4BlendT][j][4:0],
CLK4PhSelT[j][2:0] and CLK4CycleT[j][1:0] signals (on buses 3025, 3030, 3035) are
generated by extracting PhaseT[j][4:0] 3376, PhaseT[j][7:5] 3377, and PhaseT[j][9:8]
3378 fields, respectively from the PhaseT[j][11:0] signal and buffering the extracted
signals with buffers 3395.

The upper bits of PhaseT[j][11:0] 3375 represent the number of CLK1 cycles from
the torrserT point. The fields CLK1SkipT[j] 3015 and CLK1LevelT[j][1:0] 3020 are
extracted from these upper bits. Thus, PhaseT[j][11:0] is added to 2%, The factor of “2%”
is needed to give the proper skip value (this will be discussed further with FIG. 34).

An adder 3385 adds “111100000000” on line 3380 to PhaseT[j][11:0]. The lowest
nine bits of the result are discarded on line 3382, the next bit is buffered to produce
CLK1SkipT[j] 3015 and the upper two bits are buffered to produce CLK1LevelT[j][1:0]
3020. Note that here the CLK1SkipT[j] and CLK1LevelT[j][1:0] fields come from adding
PhaseT[j][11:0] to a constant, whereas for the R3 block (FIG. 26) of the controller’s
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receive calibration circuitry, the CLK1SkipR[j] and CLK 1LevelR[j][1:0] fields come from
subtracting PhaseR[j][11:0] from a constant.

During a calibration operation, the multiplexer 3370 used to select the TX value
((TXA+TXB)/2) instead selects either the TXA register 3335 or the TXB register 3340.
Placing this value on the PhaseT[j][11:0] bus 3375 causes the transmit logic to set the
driving clock to one side or the other of the data window for write data. Once the driving
clock CLKD[0,j] on line 1332 is stable, data is written to a memory component and read
back and evaluated, and the TXA or TXB value is either incremented, decremented, or not
changed by logic 3390. An increment/decrement value of “1” is used for calibrating the
CLKDJ[0,j] clock. The increment/decrement value of “256” is used by logic 3390 when
the sampling point of the RQ[1,j] bus in memory is changed (the memory component will
change the sampling point of the RQ[1,j] bus 1352 in increments of the CLK4 clock cycle).

The RQ[i,j] bus sampling point and its calibration process are described above with
reference to FIG. 18.

FIG. 34 shows transmit timing signals 34(a)-(k) that illustrate four cases of
alignment of the CLKD[0,j] clock signal 1334 within the tranger interval 3405. This
diagram illustrates how the signals on the following five buses are generated:
CLK4BlendT[j][4:0] 3025, CLK4PhSelT[j][2:0] 3030, CLK4CycleT[;][1:0] 3035,
CLK1SkipT[j] 3015, and CLK1LevelT[j][1:0] 3020. The value of PhaseT[j][11:0] adjusts
the value of these buses and the value of tpyaser (the position of CLKD[O0,j] within the
trancer interval).

The first waveform 34(a) shows the CLK1 clock signal over an interval of duration
equal to tranceT, and the second waveform 34(b) shows the labeling for the four CLK1
cycles that comprise the tranger Interval (note there is no bus labeled “CLK1Cyc”; this is
shown to make the diagram clearer).

The third waveform 34(c) shows the CLK4[0] clock signal, and waveform 34(d)
shows the labeling for the four CLK4 cycles that comprise each CLK1 cycle (note - a
CLK4Cyc[1:0] bus does exist).

The fifth waveform 34(e) shows the numerical values of the PhaseT[j][11:0] bus
3375 as a three digit hexadecimal number. The most-significant digit includes two bits for
the CLK1Cyc value, and two bits for the CLK4Cyc value.
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The right side of FIG. 34 shows how three buses are extracted from the
PhaseT[j][9:0] bus: the CLK4BlendT[j][4:0] 3025, CLK4PhSelT[j][2:0] 3030 and
CLK4CycleT[j][1:0] 3035 signals are generated from the PhaseT[;][4:0] 3376,
PhaseT[j][7:5] 3377, and PhaseT[j][9:8] 3378 fields of the PhaseT[j][11:0] signal,
respectively.

The sixth and seventh waveforms, 34(f) and 34(g), show graphically how the
CLK1SkipT[j] and CLK1LevelT[j][1:0] buses 3015 and 3020, respectively, vary as a
function of the PhaseT[j][11:0] value. These buses increase in value from left to right in
the figure. Note that this is opposite from the direction for the receive case.

In case A, shown at 34(h), the PhaseT[j][11:0] value is 880;6(3410). The write
data is sampled 3401 on the rising edge 3415 of CLK1 at time 000, 3420. The data is
sampled 3402 at 400, (3430) by the next rising edge 3435 of CLK1. The associated
CLK1LevelT[j][1:0] in FIG. 34(g) value is “01” because one “t;gveLr’ interval is used.
The write data is sampled 3403 by the next falling edge 3440 of CLK1 at time 600;5. The
CLK1SkipT[j] value is “1” at “time” 880, because a “tskprn” interval 3445 is used. The
write data then crosses into the CLKD[0,j] clock domain, and is sampled 3404 by the
rising edge of CLKD[0,j]. The three intervals labeled “tigverr’, “tskien”, and “tskipr”
connect the four sampling points 3401-3404.

The other cases B-D shown at 34(1)-(k) are analyzed in a similar fashion. In this
example, the size of the tranger 3405 interval has been chosen to be four CLK1 cycles.
The interval could be easily extended (or reduced) using the utilizing the methods that
have been described in this example.

Note that the upper limit of the tgangeT Interval is actually 3-3/4 CLK1 cycles
because of the method chosen to align the CLK 1SkipT[j] and CLK1LevelT[j][1:0] values
to the tpyaser values (the first % CLK1 cycle cannot be used). The loss of the v, CLK1
cycle of range is not critical, and the method shown gives the best possible margin for
transferring the write data to the CLKD[0,j] clock domain from the CLK1 domain. Other
alignment methods are possible. The range of tranger values could be easily extended by
adding more bits to the PhaseT[;][11:0] value and by adding more level registers 3115 in
FIG. 31.
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FIG. 35 shows timing signals 35(a)-(j) that illustrate how timing values are
maintained in the TXA and TXB registers 3335 and 3340, respectively. Waveform 35(a)
shows the CLK1 signal in the controller 1305. The second waveform, 35(b), shows the
RQ[1,0] bus 1315 issuing a WRPATO (write to PATO register) command 3510. Waveform
35(c) shows the pattern data D[1,j] received at memory component [i,j]. The fourth
waveform 35(d) shows the internal clock signal CLKD[0,j] that drives the data from the
controiler. The position of the CLKD[0,j] rising edge is centered on torrserT + tPHASET],

where;

tv,cik + tprop,cikij T tBij T tsampLEj T towp,INT - tswop,D

- ts,0 - tprOP,DIj - tv,D = tOFFSETT T tPHASET]

Most of the terms on the left side of Eqn. (9) can change as temperature and supply
voltage vary during system operation. The rate of change will be relatively slow, however,
so that periodic calibration operations can keep the tpuaserj value centered on the write data
bits.

The calibration is accomplished by maintaining two separate register values (TXA
and TXB) which track the left and right side of the write data window 3520, respectively,
shown in the lower part of FIG. 35. The pattern data D[1,j] and the CLKD[0,j] rising edge
are shown with an expanded scale in waveforms 35(e)-(j). The CLKD[0,j] rising edge is
also shown at three different positions: tpuasetj(Txa), tPHASETj(TX) and tpHAsETj(TXB) 1N
waveforms 35(f), 35(h) and 35(j), respectively. These three positions result from setting
the PhaseT[j][11:0] bus 3375 to carry the TXA[11:0], TX[11:0], and TXB[11:0] signals in
logic 3300, respectively. Here, TX represents the average value of TXA and TXB.

The TXA value, shown at 35(f), will hover about the point 3525 at which
tprasetj(Txa) precedes the end of the D[i,j][0] bit by tv pmm + terkacycee (3530). If the
sampled pattern data is correct (pass), the TXA value is decremented, and if the data is
incorrect (fail), the TXA value is incremented. Note that the D[1,j][0] bit is sampled by the
memory component, which requires a data window of ts p 3540 and ty p 3550 on either side

of the sampling point 3545. Also note that the sampled write data must be returned to the
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controller to evaluate the pass/fail criterion. However, this return of sampled write data
might not be required in other implementations.

In a similar fashion, the TXB value shown in FIG. 35(j) will hover about the point
3555 at which teyasetjcrxe) precedes the start of the D[i,j] [0] bit by tv,pmax (3560). If the
sampled pattern data is correct (pass), the TXB value is incremented, and if the data is
incorrect (fail), the TXA value is decremented.

For both TXA and TXB values, a pass will cause the timing to change in the
direction that makes it harder to pass (reducing the effective data window size). A fail will
cause the timing to change in the direction that makes it easier to pass (increasing the
effective data window size). In the steady state, the TXA and TXB values will alternate
between the two points that separate the pass and fail regions. As noted earlier, this
behavior is called “dithering”. In a preferred embodiment, calibration of TXA stops when
the adjustments to TXA change sign (decrement and then increment, or vice versa), and
similarly calibration of TXB stops when that value begins to dither. Alternatively, the
TXA and TXB values can be allowed to dither, since the average TX value will still
remain well inside the pass region.

FIG. 36 shows transmit timing signals 36(a)-(m) that illustrate the complete
sequence that is followed for a calibration timing operation for TXA/TXB. Waveforms
36(a)-(d) are shown in an expanded view of the pattern read transaction. The first
waveform 36(a) shows the CLK1 signal and the second waveform 36(b) shows the RQ¢
bus in the controller (see FIG. 20). The third waveform 36(c) shows the pattern data
Dc¢[j][3:0] in the controller (see FIG. 20). The fourth timing waveform 36(d) shows the
returned pattern data Qc[j][3:0] in the controller. Note that the time interval between the
CLK1 edges associated with the WRPATO command 3605 and RDPATO command 3610
is twrrp 3615. Parameter 3615 is two CLK1 cycles in this example. Also note that the
time interval between the CLK1 edges associated with the RDPATO command 3610 and
the returned data PO[3:0] 3620 is tcac,c 3625, the same as for the receive calibration and
normal read operations described relative to FIG. 29.

The ten cycle pattern access is one step in the calibration operation shown in the
lower part of the diagram in timing signals 36(e)-(m). The calibration sequence for this

example takes 63 CLK1 cycles (here, associated with 00 to 63 in 36(¢)). Before the
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sequence begins, all ongoing transfers to or from the memory components must be allowed
to complete. At the beginning of the sequence, the SelTXB, SelTXAB, and 2560r1T
signals (see 3050, 3055, 3065 in FIG. 30) are set to static values that are held through
rising edge 38, associated with time 3630. The following table summarizes the values to

which these signals are set:

Case SelTXB SelTXAB 2560rlT
TXA calibrate | O 1 0
TXB calibrate | 1 1 0

Changing the value of the SelTXAB from 0 to 1 means that a time interval
tserTLE128 (25 CLK1 cycles in this example) must elapse before any pattern commands are
issued. The time elapse allows the new value of PhaseT[j][11:0] 3375 to settle in the
phase selection and phase blending logic 3210 of the T2 block. The pattern data 3640 is
available in the controller after rising edge 35 associated with time 3650. The new value is
compared to the expected value, and a pass or fail determination is made if it matches or
does not match, respectively. The IncDecT[j] signal in block T3 (FIG. 30) is asserted or
deasserted, as a result, and the LoadTXA or LoadTXB signal (signal 36(h)) is pulsed for
one CLK1 cycle to save the incremented or decremented value. The following table

summarizes the values to which these signals are set:

Case IncDecT[j][1:0] | LoadTXA LoadTXB
TXA calibrate (pass) 11 1 (pulse) 0

TXA calibrate (fail) 01 1 (pulse) 0

TXB calibrate (pass) 01 0 1 (pulse)
TXB calibrate (fail) 11 0 1 (pulse)
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At rising edge 38 (at time 3630), all signals can be returned to zero. Changing the
value of the SelTXAB from 1 to 0 as shown in signal 36(j) means that another time
interval tserrig128 must elapse before any read or write commands 3655 are issued. The
calibration sequence described may be performed on all slices of a memory system in
parallel. Control signals can be shared between the slices except for IncDecT[j], which
depends upon the pass/fail results for the pattern data for that slice.

The calibration sequence must be performed for registers TXA 3335 and TXB
3340 at periodic intervals that are spaced closely enough to ensure that timing adjustments
can keep up with timing changes due to, for example, temperature and supply voltage
variations.

When the sampling point of the RQ[1,j] bus 1352 by the CLKB}[i,j] clock signal on
line 1347 (FIG. 13) is changed in the memory component, the driving point of the
CLKD][0,j] transmit clock on line 1332 in the controller must be adjusted. The adjustment
is accomplished by an update sequence for the TXA and TXB register values. This is
similar to the calibration sequence of FIG. 36, but with some simplifications. Typically
this update sequence would be performed immediately after the RQ sampling point was
updated.

The SelTXB 3050, SelTXAB 3055, and 2560r1T 3065 signals are set to static
values that are held through the update sequence. The PhaseT[j][11:0] value 3375 is not
changed (SelTXAB remains low), so that the pattern transfer doesn’t need to wait for
circuitry to settle as in the calibration sequence. The following table summarizes the values

to which these signals are set:

Case SelTXB SelTXAB 2560r1T
TXA update 0 0 !
TXB update 1 0 1

The reason that an increment/decrement value of 256 is used instead of 1 is
because when the sample point of the RQ[1,j] bus is changed, it will be by {+1,0,-1} CLK4
cycles. A CLK4 cycle corresponds to the value of 256 in the range of PhaseT[j][11:0].
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When the sample point changes by a CLK4 cycle, the data that is received in the D[j][3:0]
bus 2060 will shift by one bit to the right or left. By comparing the pattern data to the
expected data, it can be determined whether the TXA and TXB values need to be increased
or decreased by 256, or left the same. The following table summarizes the values to which

these signals are set:

Case IncDecT[j][1:0] | LoadTXA LoadTXB
TXA update (shifted right) 11 1 (pulse) 0

TXA update (pass) 00 1 (pulse) 0

TXA update (shifted left) 01 1 (pulse) 0

TXB update (shifted right) 11 0 1 (pulse)
TXB update (pass) 00 0 1 (pulse)
TXB update (shifted left) 01 0 1 (pulse)

Both TXA and TXB can be updated successively using the same pattern read
transfer. Note that the update sequence may be performed on all slices in parallel. The
control signals can be shared between the slices except for IncDecT[j], which depends
upon the pass/fail results for the pattern data for that slice.

Once the update sequence has completed, a time interval tsgrri 256 must elapse
before any write commands are issued. This time elapse allows the new value of
PhaseT[j][11:0] to settle in the phase selection and phase blending logic 3210 of the T2
block (FIG. 32).

Before TXA and TXB register values can go through the calibration and update
sequences just described, the values must be initialized to appropriate starting values. This
initialization can be done relatively easily with the circuitry that is already in place.

The initialization sequence begins by setting the TXA register 3335 to the
minimum value of 000, and by setting the TXB register 3340 to the maximum value fff}¢.

These will both be failing values, but when the calibration sequence is applied to them,

-74 -



WO 03/036850 PCT/US02/33706

both values will move in the proper direction (TXA in increment and TXB will
decrement).

Thus, the initialization procedure involves performing the TXA calibration
repeatedly until it passes. Then the TXB calibration will be performed repeatedly until it

passes. The settings of the various signals will be:

Case SelTXB SelTXAB | 2560rlT
TXA calibrate 0 1 0
TXB calibrate 1 1 0
Case IncDecT[j][1:0] | LoadTXA | LoadTXB
TXA calibrate (pass) 11 1 (pulse) 0

TXA calibrate (fail) 01 1 (pulse) 0

TXB calibrate (pass) 01 0 1 (pulse)
TXB calibrate (fail) 11 0 1 (pulse)

There will be approximately 3840 (= 4096-256) iterations performed (since the
total range is 4096 and 256 is the maximum width of a bit).

Each iteration can be done with little settling time, tsgrrLg1, because the TXA or
TXB value will change by only a least-significant-bit (and therefore the tsgrrig; time will
be very small). It will still be necessary to observe a settling time at the beginning and end
of each iteration sequence when the PhaseT[j][11:0] value is changed by a large amount.
PhaseT[j][11:0] changes by large amounts when SeITXAB is changed in the normal
calibration process described above.

Note that the initialization sequence may be performed on all slices in parallel. All
of the control signals can be shared between the slices except for IncDecT[j], which

depends upon the pass/fail results for the pattern data for that slice.
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Calibration State Machine Logic

FIG. 37 shows a sample block diagram 3900 of the logic for performing the
calibration processes that have been described above. For example, these processes
include the calibration process in which the PhaseT[j][11:0] or PhaseR[j][11:0] values are
incremented or decremented by one, the “update” calibration process in which the
PhaseT[j][11:0] or PhaseR[j][11:0] values are incremented or decremented by 256, the
“Initialize” calibration process in which the PhaseT[j][11:0] or PhaseR[j]{11:0] values are
incremented or decremented from an initial value, by up to 4096 bits, until an initial
calibration is achieved, and the “CALSET/CALTRIG” calibration process in which the
RQ sampling cycle of the memory components is updated. FIGs.18, 29 and 36 are timing
diagrams illustrating the pulsing of the control signals that perform the steps of each
calibration process. The logic in FIG. 37 drives these control and data signals. The
control and data signals include two sets of signals that are carried on busses that connect
to the C3 block in FIG. 20. The first set of control signals includes signals 2060
(Dc[31[3:0]), 3910 (LoadTXA, LoadTXB, SelTXB, SelTXAB and 2560r1T) and 3915
(IncDecT[j][1:0]). This first set of signals corresponds to signals 2030 and 2060 in FIG.
20. The second set of control and data signals includes signals 2050 (Qc[j][3:0]), 3925
(LoadRXA, LoadRXB, SelRXB, SeIRXAB and 2560r1R) and 3930(1110DecR[j][1:0]).
This second set of signals corresponds to signals 2040 and 2050 in FIG. 20.

The control signals also include the set of signals 3920 (RQc[1][Nro-1:0]) that
connect to the C2 block in FIG. 20.

The logic 3900 is controlled by the following signals:

e CLKC 2010, the primary clock used by the memory controller;

e CalStart 3945, a signal that is pulsed to indicate that a calibration operation
should be performed;

e CalDone 3950, a signal that is pulsed to indicate the calibration operation is
completed; and

e CalType 3955, a five bit bus that specifies which calibration operation is to be
performed.

The controller is configured to ensure that the RQc[1][Nrg-1:0] 3920, Q[j][3:0]
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2050, or D¢[j][3:0] 2060 buses are not busy with normal read or write operations when the
calibration operation is started. This is preferably accomplished with a hold-off signal (not
shown) that is sent to the controller and which allows presently executing read or write
operations to complete, and prevents any queued read or write operations from starting.
Additionally, a decision to start a calibration operation could be made by a timer circuit
(not shown), which uses a counter to measure the time interval between successive
calibration operations. It is also possible that a calibration operation could be started early
if there was an idle interval that allowed it to be performed with less interference with the
normal read and write transactions. In any case, the calibration operations can be
scheduled and executed with only hardware. However, this hardware-only characteristic
would not preclude using a software process in some systems to either schedule calibration
operations, or to perform the sequence of pulsing on the control signals. It is likely that a
full hardware implementation of the calibration logic would be preferred for use in most
systems because of the ease of design and convenience of operation.

In a preferred embodiment, the CalType[2:0] signal selects the type of calibration

operation using the following encodings:

Operation Type CalType[2:0]
TXA/TXB calibrate 000
TXA/TXB update 001
TXA/TXB initialize 010
CALSET/CALTRIG 011

calibrate

RXA/RXB calibrate 100
RXA/RXB update 100
RXA/RXB initialize 100
Reserved 111

An additional bit (the CalType[3] bit) selects between an update to the TXA/RXA
edge and the TXB/RXB edge (in other words, each calibration operation updates either
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TXA or TXB, but not both at the same time). Another bit (the CalType[4] bit) select
whether PATO 1630 or PAT1 1635 pattern register is used for the calibration operation.
Note that the CalType[4:3] signal would not be used during a “CALSET/CALTRIG”
operation.

Once the calibration operation type has been specified, the calibration state
machine in logic 3900 begins counting through a sequence that produces the appropriate
pulsing of the control signals. In addition to the control and data signals 3905 for the C3
block, the RQSel signal 3960 selects the appropriate request to be placed on the
CalRQ[Ngrq-1:0] signals 3962. The choices are based on the CALSET 1735 and
CALTRIG 1730 commands (which are used to update the sampling point for the RQ
signals in each memory component), and the RDPATO 3610, RDPAT1 2850, WRPATO
3510, and WRPATI1 3965 commands (used to read and write the pattern registers in the
memory components). A NOP command (not shown) is the default command selected by
decode logic 1722 (FIG. 17) when no other command is specified by the RQ[1,j] signal
1604.

The PatSel signal 3970 selects which of the pattern registers 1630, 1635 are to be
used for the operation. Pattern registers 1630 and 1635 in FIG. 37 are the pattern registers
in the calibration logic 3900 that correspond to the pattern registers 1630, 1635 in the
memory component whose timing is being calibrated. Other embodiments could use a
different number of registers in the controller and memory components. The DSel signal
3972 allows a selected pattern register to be steered onto the D¢[j][3:0] signals 2060 by
way of multiplexers 3976, 3978, and the RQoSel signal 3975 allows the CalRQ[Ngq-1:0]
signals 3962 to be steered onto the RQ[i][Nrq-1:0] signals 3920 by way of multiplexer
3980. In this embodiment, all slices perform calibration operations in parallel.

During an RXA or RXB operation, the contents of a pattern register 1630 or 1635
are read from a memory component and compared to the contents of the corresponding
pattern register 1630 or 1635 in the controller. Depending upon whether the two sets of
values match in the compare logic 3990, the IncDecR[j][1:0] signals 3930 will be set to
appropriate values to cause the PhaseR[j][11:0] value, such as on line 2675 of FIG. 26, to
be incremented, decremented, or left unchanged. Note that only the IncDecR[j][1:0]
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signals 3930, can be different from slice to slice; the other five RX[j] control signals 3925
will have the same values for all the slices.

During a TXA or TXB calibration operation, the contents of a controller pattern
register are written to a pattern register in each memory component, read back from the
memory component, and compared to the contents of the original pattern register in the
controller. Depending upon whether the two sets of values match in the compare logic
3990, the IncDecT[j][1:0] signals 3915 will be set to appropriate values to cause the
PhaseT[j][11:0] value, such as on line 3375 of FIG. 33, to be incremented, decremented, or
left unchanged. Note that only the IncDecT[j][1:0] signals 3915 can be different from
slice to slice; the other five TX[j] control signals 3910 will have the same values for all the
slices.

There are two sets of signals that are compared by the compare logic block 3990:
Qc[j1[3:0]1 2050 and PAT[3:0] 3995 from multiplexer 3978. The results from the compare
are held in the Compare Logic 3990 when the CompareStrobe signal 3992 is pulsed. The
CompareSel[3:0] signals 3998 indicate which of the operation types is being executed.
The CompareSel[3] signal selects between an update to the TXA/RXA edge and the
TXB/RXB edge. The CompareSel[2:0] signals select the calibration operation type as

follows:

Operation Type CompareSel[2:0]
TXA/TXB calibrate 000
TXA/TXB update 001
TXA/TXB initialize 010
reserved 011
RXA/RXB calibrate 100
RXA/RXB update 100
RXA/RXB initialize 100
reserved 111

In the case of the TXA/TXB operations the IncDecT[j][1:0] signals 3915 are
adjusted, and in the case of the RXA/RXB operations the IncDecR[j][1:0] signals 3930 are
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adjusted. In the case of the update operations, the compare logic 3990 looks for a left or
right shift of the read data relative to the controller pattern register, indicating that the
memory component has changed its RQ sampling point. If there is no shift, no change is
made to the phase value. In the case of the calibrate and initialize operations, the compare
logic 3990 checks if the read data and the controller pattern register are equal or not. The
phase value is either incremented or decremented, as a result.

The Do[j][3:0] 3901 signals are outgoing write data signals, being sent from
elsewhere in the controller to a memory component. Similarly the Rqo[i][Nrq-1:0] signals
are outgoing request signals, being sent from elsewhere in the controller to a memory
components. These signals are not used by the calibration logic 3900 of the memory
controller (they are used for normal read and write operations) and thus are not further

discussed here.

Alternate Embodiments

The preferred system described above with reference to FIGs. 7-37 provided a
complete description of a memory system topology that could benefit from the methods of
dynamic mesochronous clocking. A number of variations from this baseline system will
now be described individually. Any of these individual variations may, in general, be
combined with any of the others to form composite variations. Any of the alternate
systems formed from the composite variations can benefit from the methods of dynamic
mesochronous clocking.

The preferred system described routed the CLK signal on bus 1320 with the Y bus
signals (the RQ bus 1315). As a result, the CLK signal and RQ bus connected to two or
more memory components on a memory rank. However, two memory components in the
same rank could have different timing parameters (tgjj, in particular), and as a result it may
not be possible to adjust the transmit timing of CLK and RQ signals in the controller so
that a component of the memory system is able to receive RQ signals 1604 with the CLKB
signal 1606. This problem necessitated the use of the RQ sampling method, in which the
CLK signal 1340 has 4 timing events (rising edges) per RQ bit time, and in which a

calibration process is performed to select the proper timing event for sampling. It is
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possible to use more than 4 timing events and fewer than 4 timing events to set a sampling
point. For example, the lower sampling limit can be three when calibration pulses on the
RQ signals 1604 are limited to the bit time and phase offset of normal RQ signals. In
alternate preferred embodiment, described below, the RQ calibration pulses are allowed to
have phase offsets with respect to normal RQ signals.

The RQ calibration process of the preferred embodiment is very simple: a high
pulse of duration tcixicycLe, depicted in timing diagram 18, is sampled by the CLKB
signal (with a CLK4 frequency) in a component of the memory system, and looks for a
string on three high values, choosing the center high value as the sample point. This
approach can be extended to look for a string of 3, 4, or 5 high values (the possible
outcomes for all possible phase alignments of RQ and CLKB) in order to select a better-
centered sample point.

Another embodiment uses a second RQ signal for calibration. In one variation, this
second signal carries a high value during NOP commands and carries a low pulse of
duration tcrkicycie at the same time that the first RQ signal carries its high pulse. The
calibration logic 1310, 1355 would search the high and low sampled values to select a
better-centered sample point.

Yet another variation to the preferred embodiment is based on the fact that it is not
necessary to use a CLK signal (on bus 1320) having four rising edges per RQ bit time in
order to get enough timing events to perform the sampling. It would be possible to route
four separate CLK signals on separate wires, each with one rising edge per RQ bit time,
but offset in phase across the tcyxicycieinterval. These phase-shifted clock signals would
need to be recombined in the memory component 1600 for transmitting and receiving on
the DQ bus 1612. It would be beneficial to route multiple clock signals on a main printed
circuit board and modules so as to minimize propagation delay differences.

In the description of the preferred embodiment, reference was often made to the
rising edges of various clock and timing signals. But it is also possible to use both the
rising and falling edges of a clock signal. When using both rising and falling edges, it 1s
preferable to use differential signaling for the clock signal to minimize any duty cycle
error. Such differential signaling would permit the use of a clock signal with two rising

edges and two falling edges per RQ bit time, reducing the maximum frequency component
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of the clock signal. Though such elements are not shown, this approach would require the
use of register elements in the memory system that use both the rising edge and falling
edge of clock.

As noted earlier, in yet another alternate embodiment it would be possible to use a
smaller number of timing events on the CLK signal per RQ bit interval. In principle, two
timing events are possible (e.g., a rising edge and a falling edge of a clock with cycle time
of teixicycie). This alternate embodiment is performed by transmitting high pulses on
four RQ signals, each pulse offset by V4 of a tcixicycLe from one another. The four pulses
could be sampled by the rising and falling edge of CLKB on bus 1347. The resulting
pattern of eight sample values will indicate where the bit time of the normal RQ signals
lie, and the memory component can select either the rising edge or falling edge of CLKB
for sampling. This approach would require transmit circuitry in the controller that could
adjust the relative phase of RQ signals to generate the calibration pulses. While not
shown, such circuitry could be provided by one skilled in the art and based on the
requirements of a particular embodiment.

In a further variation to the preferred embodiment, it would be possible to use more
complex calibration patterns instead of, or in combination with, the simpler pattern
consisting of a high pulse of duration tcixicycie. For example, a high pulse could be used
to indicate the start of the calibration sequence, with further pulses chosen to elicit the
worst case pattern sequence for the RQ receivers in the memory. These worst case
patterns could be chosen at initialization time from a larger set of predefined candidate
patterns and then stored for use during calibration operations.

As noted, the preferred embodiment system routed the CLK signal with the Y bus
signals (the RQ bus 1315). As a result, the CLK signal 1320 and RQ bus connected to two
or more components on a memory rank. However, the fact that two memory components
could have very different timing parameters (tg;;, in particular) means that it may not be
possible to adjust the transmit timing of CLK and RQ in the controller so that each
memory component is able to receive RQ with CLK. This restriction necessitated the use
of the RQ sampling method in which the CLK signal is provided with two or more

selectable timing events (edges) per RQ bit time.

-82-



10

15

20

25

30

WO 03/036850 PCT/US02/33706

If the CLK signal is routed with the X bus signals, the sampling method is no
longer necessary because each memory component in a memory rank receives its own
clock signal. The transmit timing of each CLK signal can be adjusted in the controller so
that CLKB([1,j] 1345 has the proper phase to sample the RQ bus 1315. The transmit and
receive timing of the DQ bus 1325 is adjusted as in the preferred embodiment.

Routing the clock signal with X bus signals on bus 1325 has the benefit that the
RQ signals can use a bit time similar to that of the DQ signals on bus 1325. However, if
the RQ signals on bus 1315 connect to significantly more memory components of the
memory system than the DQ signals, this benefit may not be fully realized since the wiring
topology may limit the maximum signaling frequency of the RQ signals. Additionally,
this method may require more clock pins on the controller if the number of slices in a rank
is more than one. This increase is because there is one CLK signal per slice but only one
CLK signal per rank with the preferred embodiment.

This method of routing the clock signal with X bus signals will also have a
performance penalty when multiple ranks are present. This penalty occurs either because
there are multiple ranks on one module or because there are multiple modules in the
memory system. A read or write operation consists of one or more commands transferred
on the RQ bus 1315 followed by a data transfer on the DQ bus 1325. While commands
and data are spread out over a time interval, they are usually overlapped with read or write
operations to other independent banks of the same rank, or to banks of other ranks. But
this method of routing requires that transfers on the RQ or DQ bus of a particular rank [j]
use a CLK signal for each slice [i] with a particular phase offset. A transfer to an RQ or
DQ bus of a different rank [k] (where [k] is different than [j]) needs a CLK signal for each
slice [i] that has a different phase offset. As a result, interleaved transfers to different
ranks on the RQ or DQ buses would require a settling interval between phase adjustments
to the CLK signal for each slice impacting overall performance. This performance impact
could be addressed by generating a CLK signal for each slice of each rank (a CLK signal
per memory component). It could also be addressed by limiting the number of ranks to
one, but if such a limitation on the number of ranks is not desired, a performance penalty

will result.
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An alternate preferred embodiment uses the falling CLK edges to receive and
transmit data bits on the DQ bus 1325. The preferred embodiment uses the rising edge of
CLKB to receive and transmit a bit of information on the DQ bus 1325. It is possible to
use the falling edge of CLKB at 1347 to also receive and transmit a DQ bit. As noted, the
falling edge would probably necessitate the use of differential signaling for CLK to
minimize any duty cycle error. However, such an approach would equalize the maximum
frequency component of the CLK signal and the DQ signals and would require the use of
register elements in the memory components that use both the rising edge and falling edge
of clock. It is also possible to use the falling edge of CLKB to also receive an RQ bit from
the RQ bus 1315. As noted, this approach would probably necessitate the use of
differential signaling for CLK to minimize any duty cycle error. As with the above case,
this approach would equalize the maximum frequency component of the CLK signal and
the RQ signals and would require the use of register elements in the memory components
that use both the rising edge and falling edge of clock.

While the description of the preferred embodiment concentrated on the operation
of the system with respect to a single rank, the timing methods of the present invention
work equally well when multiple ranks of the memory components are present. A system
can have multiple ranks on one module and/or multiple modules in the memory system.
The controller includes a storage array to store a separate set of RXA/RXB/TXA/TXB
phase adjustment values for each rank and each slice in the system (4x12 bits of phase
values for each memory component using 12 bit phase resolution). The phase adjustment
values for a particular rank would be copied into the appropriate registers in the R3 (see
FIG. 26) and T3 (see FIG. 33) blocks in the preferred embodiment for each slice when a
data transfer was to be performed to that rank. It is possible that a settling time would be
needed between data transfers to different ranks to give the phase selection and phase
blending logic of the R2 (see FIG. 25) and T2 (see FIG. 32) blocks for each slice time to
stabilize the clocks they are generating.

The settling time needed between data transfers to different ranks will likely impact
system performance. This performance impact can be minimized by a number of
techniques in the memory controller. The first of these techniques is to perform address

mapping on incoming memory requests. This technique involves swapping address bits of
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a memory request so that the address bit(s) that selects an applicable rank (and module)
come from address fields that change less frequently. Typically, these will be address bits
from the upper part of the address.

The second of these techniques would be to add reordering logic to the memory
controller, so that requests to a particular rank are grouped together and issue sequentially
from the controller. In this way, the settling time penalty for switching to a different rank
can, in effect, be amortized across a larger number of requests.

If the CLK signal is routed with the X bus signals, as in a previous alternate
preferred embodiment, there will need to be a separate set of RXA/RXB/TXA/TXB
register values for receiving and transmitting on the DQ bus 1325 for each rank and each
slice in the system. This separate set of values will require 4x12 bits of phase values with
12 bit phase resolution. In addition, there will need to be a separate set of TXA/TXB
register values for transmitting the CLK signal for each rank and each slice in the system
(24 bits of phase values for each memory component). This embodiment requires that
transfers on the RQ 1315 or DQ 1325 bus of a particular rank [j] use a CLK signal for each
slice [i] with a corresponding, separately calibrated phase offset. A transfer to an RQ or
DQ bus of a different rank [k] needs a CLK signal for each slice [i] that has a different
phase offset. As a result, interleaved transfers to different ranks on the RQ or DQ buses
would require a settling interval between phase adjustments to the CLK signal for each
slice, and a simultaneous settling interval for phase adjustments to the CLKD[0,j] or
CLKQ[0,)] clock signal for each slice (see phase adjustment logic 1365 and 1368 in FIG.
13). The values for a particular rank, i, would be copied into the R3 (FIG. 26) and T3
(FIG. 33) blocks for each slice, j, when a data transfer was to be performed to that rank.
An additional settling time would likely be needed between data transfers to different
ranks to give the phase selection and phase blending logic of the R2 (FIG. 25) and T2
(FIG. 32) blocks for each slice time to stabilize the clocks generated.

In still a further variation, the description of the preferred system related to
calibration logic M4 used two registers PATO and PAT1 (registers 1630 and 1635,
respectively, FIG. 16) to hold patterns for use in the calibration, update, and initialization
sequences needed to maintain the proper phase values in the RXA/RXB/TXA/TXB

registers for each slice. In an alternate preferred embodiment, it would be possible to add
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more registers to add flexibility and robustness to the calibration, update, and initialization
sequences. Adding registers would require at least the following: 1) enlarging the fields in
the calibration commands that select calibration registers; 2) adding more registers to the
memory; and 3) controller hardware that performs calibration, update, and initialization
sequences to ensure that the added registers are loaded with the proper values.

In a further variation to the above, the description of the preferred embodiment
used a single four bit transfer per DQ signal for performing calibration. Since calibration
operations can be pipelined (like any read or write transfer), it would possible to generate a
pattern of any length, provided there is enough register space to hold a multicycle pattern.
The use of a longer calibration pattern in an alternate preferred embodiment ensures that
the phase values used during system operation have more margin than in the preferred
embodiment.

The preferred embodiment used the same data or test patterns for calibrating the
RXA/RXB/TXA/TXB phase values. In a further variation, one could use different
patterns for each of the four phase values provided there is enough register space. The use
of customized calibration patterns for the two limits of the read and write bit windows
ensures that the phase values used during system operation are provided with added
margin.

Additionally, the preferred embodiment assumed that the calibration, update, and
initialization sequences used the same patterns. However, an initialization sequence may
have access to more system resources and more time than the other two sequences. This
means that during initialization, many more candidate patterns can be checked, and the
ones that are, for example, the most conservative for each RXA/RXB/TXA/TXB phase
values for each slice can be saved in each memory component for use during the
calibration and update sequences.

The description of the preferred embodiment did not specify how the patterns are
placed into the pattern registers at the beginning of the initialization sequence. Various
approaches are possible here. One possible way would be to use sideband signals.
Sideband signals are signals that are not part of the RQ and DQ buses and which do not
need the calibration or initialization sequence to be used. Such sideband signals could

load the pattern registers with initial pattern values.
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A second possible way to accomplish placing patterns in the pattern registers is to
use a static pattern that is hardwired into a read-only pattern register. This pattern could be
used to initialize the phase values to a usable value, and then refine the phase values with
additional patterns.

A third possible way to place patterns in the pattern registers is to use a circuit that
detects when power is applied to the memory component. When power is detected, the
circuit could load pattern registers with initial pattern values.

A fourth possible way is to use a reset signal or command to load pattern registers
with initial pattern values.

Again returning to the preferred embodiment, the phase values in thé RXA/RXB
and TXA/TXB registers were averaged to give the best sampling point and drive point for
read bits and write bits. For some systems, it might be preferable to pick a point that is
offset one way or the other to compensate for the actual transmit and receive circuitry.

While the preferred embodiment did not explicitly show how the calibration,
update, and initialization sequences generate the control signals for manipulating the
RXA/RXB/TXA/TXB registers, there are a number of ways to do this. One approach is to
build a state machine which sequences through the 60 or so cycles for the update and
calibration sequences and pulsing the control signals, as indicated in the timing diagrams
in FIGs. 29 and 34. Systems could be configured to handle longer sequences needed for
initialization. Such systems would be triggered by software, in the case of the initialization
sequence, or by a timer, in the case of the update and calibration sequences. The update
and calibration sequences could arbitrate for access to the memory system and hold off the
normal read and write requests. A second way to generate the control signals for
manipulating the RXA/RXB/TXA/TXB registers would be to use software to schedule the
sequences and generate the control signals. This could be an acceptable alternative in some
applications.

In regards to other alternate embodiments, it was mentioned earlier that the
dynamic mesochronous clocking techniques are suitable for systems in which power
dissipation is important (such as portable computers). There are a number of methods for

reducing power dissipation (at the cost of reducing transfer bandwidth) that allow such a
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system to utilize a number of different power states when power is more important than
performance.

FIG. 38 shows an example of the logic needed in the memory controller 3705 and
the memory 3703 to implement a “dynamic slice width” power reduction mechanism. In
this figure, it is assumed that each memory component 3703 connects to two DQ signals
3710 and 3720. This means that there will be two M5 blocks (3725 and 3730) and two
M2 blocks (3735 and 3740) inside each memory. In the figure, the two M5 blocks and
two M2 blocks are appended with a “-0” and “-1” designation. It is noted that only a read
operation is discussed; a write operation would use similar blocks of logic. The internal
Qu signals in blocks 3725 and 3730 and external DQ signals 3710 and 3720 are appended
with “[0]”and “[1]".

During a normal read operation (HalfSliceWidthMode=0), the two M5 blocks will
each access a four bit parallel word of read data (Qm[3:0][0] and Qm[3:0][1]). These data
bits are converted into serial signals on DQ buses 3710 and 3720, and transmitted to the
controller 3705. The serial signals propagate to the controller where they are received
(DQJ0,j1[0] and DQ[0,j][1]). The R1-0 block 3745 and R1-1 block 3750 in the controller
convert the serial signals into four bit parallel words (Qc[j][3:0][0] and Qc[j][3:0][1]) at
3755, 3760, respectively.

During a reduced power mode (HalfSliceWidthMode=1), the clocks to the R1-1
3750 and M2-1 3740 blocks in the controller and memory are disabled. The DQ[1,j][1]
signal 3720 of each slice is not used, reducing the available bandwidth by half. The read
data from the M5-1 block 3730 must be steered through the M2-0 block 3735 and onto the
DQJi,j][0] signal bus 3710. In the controller, this data must be steered from the R1-0
block 3745 onto the Q[j][3:0][1] signal bus 3760. This steering is accomplished by a four-
bit 2-to-1 multiplexer 3795 and a four bit register 3775 in memory 3703, and by two four-
bit 2-to-1 multiplexers, 3770 and 3780, and a four bit register 3785 in the controller. The
select control input of the multiplexers are driven by the HalfSliceWidthMode signal 3788.

In the memory component, this signal is gated with a Load2 signal 3772 (by logic gate
3790) that alternates between selecting the M5-0 read data and the M5-1 read data. The
load control input of the registers are driven by the LoadR{[j] signal 3795 in the memory
controller and by the Load signal 3797 in the memory 3703.
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FIG. 39 shows timing signals 39(a)-(k) for a read transaction performed by the
system of FIG. 38. These timing signals are similar to the previous read transaction
diagram (FIG. 14A) except where noted. The Read command 3805 is transmitted as the
RQ[1,j] signal 39(b), causing an internal read access to be made to the two memory core
blocks R5-0 and R5-1. The parallel read data Q[7:4] 3810 and Q[3:0] 3815 is available on
the two internal buses Qm[3:0][1] and Qm[3:0][0] in blocks 3730 and 3725, respectively,
as represented in signals 39(e) and 39(f). Q[3:0] is selected first because the Load2
signal39(d) is low and is converted to four serial bits on the DQJ[1,j][0] bus, shown as
waveform 39(g). Q[7:4] is selected next because the Load2 signal goes high and this
signal is also converted into four serial bits on the DQ[1,j][0] bus.

The first four bits Q[3:0] are received on the DQ[0,j][0] bus (waveform 39(g)) by
the R1-0 block and converted to four parallel bits, which are loaded into the register 3785.

The next four bits Q[7:4] are received on the DQ[0,j][0] bus (waveform 39(g)) by the R1-
0 block and converted to four parallel bits. These are multiplexed onto the Q¢[j][3:0][1]
signals while the register 3785 is multiplexed onto the Qc[j][3:0][0] signals by multiplexer
3770.

Note that the eight bits on the Qc[j][3:0][0] and Qc[j][3:0][1] signals will be valid
for one cycle, and can be asserted at the maximum rate of once every two cycles. In other
words, the next read transaction must be asserted after a one cycle gap. In FIG. 39, this
may be seen in the top waveform when one READ command 3805 is asserted after CLK1
edge 0 (3820), and the next READ command 3825 (with dotted outline) cannot be asserted
until after CLK1 edge 2 (3830). This separation is necessary because each READ
command transfers a total of eight bits on the DQ[1,j][0] signal, requiring two CLK1
cycles.

An alternative implementation of a reduced slice width could reduce the number of
bits returned by each READ command, in addition to reducing the number of DQ signals
driven by each slice in block 3703. This approach would have the benefit of not requiring
a one CLK1 cycle between READ commands. Instead, this approach would require that
another address bit be added to the request information on the RQ bus so that the one of
the four bit words from the M5-0 and M5-1 blocks can be chosen. In the controller, only
one of the four bit buses Q¢[j][3:0][0] and Qc[j][3:0][1] (3775 and 3760, respectively) will
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contain valid read data in each CLK1 cycle. Alternatively, if each memory component
were connected to the controller with more than two DQ signals (four for example), then
the reduced slice width modes could include several slice widths.

Note that the above examples represent ways that power usage may be lowered, by
reducing the number of signals that each memory slice drives. Other alternatives are also
possible. ‘

The HalfSliceWidthMode signal on the controller component and the memory
component would typically be driven from a storage register on the memory component,
although it could also be a signal that is directly received by each memory component.
The HalfSliceWidthMode signal would be asserted and deasserted during normal
operation of the system so that power could be reduced. Alternatively, it could be asserted
or deasserted during initialization of the system so that power dissipation could be set to
the appropriate level. This could be important for reducing the system’s temperature or for
reducing the system’s power consumption. This might be an important feature in a
portable system that had limited cooling ability or limited battery capacity.

Note that a write transaction would use a similar set of logic in the controller and
memory, but operating in the reverse direction. In other words, the multiplexer 3765 and
register 3775 in the memory component of FIG. 38 would be in the TO cell of the
controller 3705, and the two multiplexers (3770, 3780) and register 3785 in the memory
controller of FIG. 38 would be in component 3703.

The System shown in FIG. 38 represents one way in which power might be
lowered by reducing the number of signals that a component in the memory system
transmits or receives. Other methods may include reducing the number of signals that a
rank transmits or receives, or reducing the number of bits transmitted or received during
each read or write transaction. These alternate methods are described below.

If individual components of memory 3703 connect to the memory controller 3705
with a single DQ signal (such as 3710 and 3720 for blocks 3735 and 3740), it will not be
possible to offer a reduced power mode using the dynamic slice width method just
described. Instead, a dynamic rank width method could be used. For example, a
HalfRankWidthMode signal 3788 could be asserted causing each read transaction or write

transaction to access only half of the memory of the rank (e.g., with two or more memory
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components sharing the same slice within a rank). An address bit could be added to the
request information on the RQ bus to select between the two sets of memory components.
Selected components would perform the access as in a normal read or write transaction.
Memory components not selected would not perform any access and would éhut off the
internal clock signals as in the dynamic slice width example in FIG. 38.

Likewise, transmit and receive slices of the controller corresponding to the selected
memory components could perform the access as in a normal read or write transaction.
Transmit and receive slices of the controller corresponding to memory not selected would
then not perform any access and would shut off the internal clock signals as in the dynamic
slice width example in FIG. 38.

In the above approaches where one is using selected and non-selected memory
components for power reduction, it is important to carefully choose the address bit that
selects between the two sets of memory components. The address bit taken should
probably come from high in the physical address so that successive requests to the memory
components tend to access the same half-rank. The selection from high in the physical
address could be accomplished with multiplexing logic in the address path of the controller
that selected an address bit from a number of possible positions, possibly under the control
of a value held in a register set during system initialization.

It would also be possible to adjust the order of successive requests by pulling them
out of a queue so that successive requests to the memory components tend to access the
same half-rank. Again, this could be accomplished by logic in the controller. The logic
would need to ensure that out-of-order request submission produced the same results as in-
order submission, permitting one of the two half-ranks to remain in a lower power state for
longer periods of time.

By extending the above method, it would be possible to support several rank
widths in a memory system. For example, a rank could be divided into quarters, requiring
two address bits in the controller and each memory component to select the appropriate
quarter-rank.

The HalfRankWidthMode signal 3788 on the controller 3705 and memory would
typically be driven from a storage register in component 3703, although it could also be a

signal that is directly received by memories. The HalfRankWidthMode signal could be
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asserted and deasserted during normal operation of the memory system so that power
could be effectively reduced. Alternatively, the signal could be asserted or deasserted
during initialization of the system so that power dissipation could be set to an optimal or
appropriate level.

Reducing the number of bits that are accessed in each read or write transaction
could also reduce power. A dynamic depth mode could be defined, in which a
HalfDepthMode signal (not shown) is asserted, which causes each read transaction or
write transaction to access only half of the normal number of bits for each transaction. As
with a prior variation described above, an address bit would have to be added to the
request information on the RQ bus to select between the two sets of bits that can be
accessed. Likewise, the controller would need to use the same address bit to decide which
of the two sets of bits are being accessed. The transmit and receive slices of the controller
and memory would shut off the internal clock signals during the periods that no bits are
being transferred. This would effectively reduce power by reducing bandwidth.

It would be possible to support several programmable depths in the system by
extending the above HalfDepthMode method. For example, the transfer size could be

divided into quarters, requiring two address bits in the controller and each memory

component to select the appropriate quarter-transfer-block.

The HalfDepthMode signal on the controller component (such as component 3705)
and memory components (such as component 3703) would typically be driven from a
storage register, although it could also be a signal that is directly received by each
component. The HalfDepthMode signal would be asserted and deasserted during normal
operation of the system so that power could be reduced. Alternatively, it could be asserted
or deasserted during initialization of the system so that power dissipation could be set to an
optimal or appropriate level.

Power could also be reduced by reducing the operating frequency of the memory
components. This approach is particularly appropriate for dynamic mesochronous
clocking systems such as the systems described in this document because there is no clock
recovery circuitry in the memory component. The memory component will therefore
tolerate a very wide range of input clock frequency, unlike memory components that

utilizes DLL or PLL circuits that typically operate in a narrow range of clock frequencies.
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A dynamic frequency mode could be defined, in which a HalfFrequencyMode
signal is asserted, which caused all signals connecting the controller and memory
components to operate at half their normal signaling rate.

In reducing the operating frequency, there would be no change in a memory
component such as memory component 3703, except that any timing parameter that is
expressed in absolute time units (e.g., nanosecond units, as opposed to clock cycle units)
would need to be adjusted for optimal operation. This timing parameter adjustment would
typically be done in the controller by changing the interval between commands on the RQ
bus. For example, the interval between a row access and a column access to that row must
be greater than the trcp parameter, a core characteristic that is expressed in nanoseconds.
The controller will typically insert the appropriate number of clock cycles between the row
access command and the column access command to account for this parameter. If the
clock rate is reduced by one-half, the number of cycles between the two commands can
also be reduced by one-half. If this reduction is not done, the memory component will still
operate correctly, but not optimally.

The controller will also need to provide logic to manage the reduction in bandwidth
of a memory system if portions of the controller are not operated at a lower clock
frequency. In other words, if the controller runs at the normal clock rate and the memory
components run at half the clock rate, then the controller will need to wait twice as long
for each memory access. Holding registers and multiplexers can handle this process using
techniques similar to those for dynamic slice width in FIG. 38. It is noted that it could be
possible to support several programmable frequencies in the system by extending this
method. For example, the transfer rate could be reduced to one-quarter of the normal rate.

The HalfFrequencyMode signal on the controller of a memory system would
typically be driven from a storage register in the controller, although it could also be a
signal that is directly received by the controller. The HalfFrequencyMode signal would be
asserted and deasserted during normal operation of the system so that power could be
reduced. Alternatively, it could be asserted or deasserted during initialization of the
system so that power dissipation could be set to an appropriate level.

The preferred embodiments discussed above utilize slices of memory components

that each had one DQ (data) signal connecting the memory components in each slice to the
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controller. As mentioned previously with respect to FIGs. 38 and 39, the benefits of
dynamic mesochronous clocking are also realized with memory components that have
widths that are greater than one DQ signal.

For example, each memory component could have two DQ signals connecting to
the memory controller. In such a system, it would be important to maintain different
sampling and driving points in the controller for each slice of DQ signals. However, there
is also some benefit to maintaining different sampling and driving points in the controller
for the individual DQ signals within each slice.

For example, there could be some dynamic variation of the external access times
between the different DQ signals of one memory component. While this variation would
be much smaller than the variation between the DQ signals that connect to two different
memory components, it is possible that the variation would be large enough to matter. This
variation could be easily compensated by using an additional instance of the calibration
circuitry described above.

Also, there is a possible static variation needed for the sampling and driving points
of the DQ signals connecting to a single memory component because of differences in the
length of the interconnect wires between the controller and memory component. This
variation could be easily “calibrated out” using an additional instance of the calibration
circuitry described above.

Finally, it is likely that a memory controller will be designed to support memory
components that have a variety of DQ widths, including a DQ width of one signal as well
as a DQ width of two or more signals. This means that such a controller will need to be
able to independently adjust the sample and drive points of each DQ signal. This means
that when memory components with a DQ width of two or more signals are present, the
signals for each memory component can still be given different sample and drive points at
no extra cost.

In the preferred embodiment, within a particular rank, each slice contains a single
memory component. However, in other embodiments, within a particular rank two or
more slices may be occupied by a single memory component (i.e., where the memory
component communicates with the memory controller using two or more parallel DQ

signal sets). In yet other embodiments, within a particular rank a slice may contain two or
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more memory components (which would therefore share a single DQ signal set and a set
of calibration circuitry within the memory controller, for example using the
HalfRankWidthMode signal described above to select one of the two memory components
within each slice).

The techniques described for a memory system in accordance with the preferred
embodiments permitted phase offsets of clocked components to drift over an arbitrarily
large range during system operation in order to remove clock recovery circuits (DLL and
PLL circuits) from the memory components. This technique could be applied to a non-
memory system just as easily, resulting in similar benefits.

For example, assume there are two logic components (integrated circuits that

. principally contain digital logic circuits, but which might also include other types of

circuits including digital memory circuits and analog circuits) that must communicate at
high signaling rates. Prior art methods include placing clock recovery circuitry in both
components to reduce timing margin lost because of timing imprecision.

Alternatively, clock recovery circuitry could be entirely removed from one of the
logic components, with all phase adjustments performed by another component that still
retains the clock recovery circuitry. Periodic calibration similar to that performed in the
memory system of the preferred embodiment would keep the required phase offsets near
their optimal values for communication between the two components. Keeping phase
offsets near their optimal values could be important if there was some design or cost
asymmetry between the two components. For example, if one component was very large,
or was implemented with a better process technology, it might make sense to place all the
clock recovery and phase adjustment circuitry in that component. This placement of the
circuitry in one component would allow the other component to remain cheaper or to have
a simpler design or use an existing or proven design. Also, if one of the components went
through frequent design updates, and the other component remained relatively stable, it
might make sense to place all the clock recovery and phase adjustment circuitry in the
stable component.

As noted, the term “mesochronous system” refers to a set of clocked components in
which the clock signal for each component has the same frequency, but can have a relative

phase offset. The techniques described for a preferred system permitted the phase offsets
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of the clocked components to drift over an arbitrarily large range during system operation
in order to remove clock recovery circuits (DLL and PLL circuits) from the memory
components. If these clock recovery circuits are left in a memory portion (i.e., not in the
controller), the phase offsets of the memory portion will drift across a much smaller range
during system operation. However, such a system could still benefit from the techniques
utilized in the preferred embodiment to maximize the signaling rate of the data (and
request) signals. In other words, in such a system, static phase offsets for the memory
components would be determined at system initialization. However, during system
operation, these static offsets would be adjusted by small amounts to keep them closer to
their optimal points. As a result, the signaling bandwidth of the data (and request) signals
could be higher than if these periodic calibration operations were not carried out.

The above could be considered a pseudo-static mesochronous system since it will
be expected that the phase offsets of the memory components will not drift too far from the
initial values. The hardware to support this could include all the hardware described for a
system in accordance with the preferred embodiment. However, because the dynamic
phase offset range is expected to be smaller, it is possible that the hardware required could

be reduced relative to the preferred embodiment, reducing cost and design complexity.

Dynamic Mesochronous Techniques for Intra-Device Clocking and

Communication

The various techniques described permit the phase offsets of clocked components
to drift over an arbitrarily large range during system operation in order to remove clock
recovery circuits (e.g., the above DLL and PLL circuits) from a subset of the components
in the system. These techniques result in potential benefit in system cost, system power,
and system design complexity.

These techniques could also be applied to the internal blocks of a single integrated
circuit. As internal clock frequencies of integrated circuits increase, it becomes more
difficult to operate all the blocks of a device in a single synchronous clock domain. It may
be advantageous to operate the blocks in a mesochronous fashion where clocks for internal

blocks are frequency-locked, but having arbitrary phases.
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If the internal blocks form a static-mesochronous clocking system, then clock-
recovery circuits (such as DLL or PLL) must be present in each block to keep the phase
locked to a static value. These clock recovery circuits could introduce unacceptable cost in
terms of area, power, or design complexity.

An alternative approach would be to use the dynamic mesochronous techniques for
intra-component clocking and communication (instead of for inter-component clocking
and communication described in the preferred embodiments above). When a pair of
blocks communicates with one another, one block (the “master”’) would send a clock
signal to the other block (the “slave”). The phase difference between the clocks for the
master and slave blocks would slowly drift during the operation of the circuit because of
temperature and supply voltage variations. In accordance with one alternative preferred
embodiment, the master block would perform calibration operations to ensure that it could
transmit and receive to the slave block, regardless of the current state of the phase of the
slave clock. The calibration hardware and the calibration process would be similar to what
has been shown for the above-described preferred embodiments systems. Periodic
calibration would keep the required phase offsets near their optimal values for
communication between the two blocks.

If the clock recovery circuits are left in the slave block of the integrated circuit, the
phase offsets of the clock of the slave block will drift across a much smaller range during
system operation. However, such a clocking arrangement could still benefit from the
techniques utilized in the preferred embodiment to maximize the signaling rate. In such a
system, static phase offsets for the slave blocks would be determined at initialization.
However, during operation, these static offsets would be adjusted by small amounts to
keep them closer to their optimal points. As a result, signaling bandwidth could be higher
than the case where these periodic calibration operations were not carried out.

This intra-device clocking and communication system is similar to a pseudo-static
mesochronous clocking system described above, since it will be expected that the phase
offsets of the slave blocks will not drift too far from their initial values. The hardware to
support a pseudo-static mesochronous device could include all the hardware for a dynamic
mesochronous device. However, because the dynamic phase offset range is expected to be

smaller, it is possible that the hardware required could be reduced relative to the dynamic
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mesochronous device, reducing cost and design complexity.

FIG. 40 shows another approach to implement the circuit for the controller block
R2 2500. This circuit is responsible for creating the RCLK 4030 clock signal needed for
receiving the read data from the memory components, and for creating the RX_LD ENAO
4032 signal for performing serial-to-parallel conversion and the RX_LD_ENA1 4034
signal for synchronizing recei?e data between the RCLK and CLK1 clock domains in
block 4100 (FIG. 41). The inputs to this circuit are CLK4BlendR[j][4:0] (line 2325),
CLK4PhSelR[j][2:0] (line 2330) and CLK4CycleR[j][1:0] (line 2335) from block R3.
This circuit also receives CLK4[7:0], and CLK4Cyc[1:0] from outside of block RO (from
block C1 in FIG. 20).

The circuit for generating the RCLK 4030 signal is the same as the circuit for
generating the CLKQ[0,j] 1334 and its functionality is explained in the description for
FIG. 25.

The RX_LD_ ENAGO signal indicates when the eight receive data bits have been
serially shifted into bit registers 4110 (FIG. 41) and are ready to be loaded onto the parallel
bus 4135 (FIG. 41). The CLK4CycleR[j][1:0] signal, generated by block R3, picks one of
the four possible load points. When the CLK4PhSelR[j][2:1] signal equals 01 or 10,
indicating the phase offset of the CLK4Cyc[1:0] is not within +/- 90 degrees of RCLK,
then the value of the CLK4Cyc[1:0] is used directly to compute the LD _ENA_0 signal
since there is sufficient setup and hold time margins for the sampling clock RCLK (FIG.
40). In the alternative if the CLK4PhSelR[j][2:1] signal equals 11, indicating the phase
offset of the CLK4Cyc[1:0] is within —90 degrees of RCLK, then the previous value of
CLK4CYCJ[1:0] is sampled at the negative edge of RCLK at the latch 4014. This pre-
sampled CLK4CYC[1:0] value, having sufficient setup and hold time margins for the
sampling clock RCLK, is used to compute the LD_ENA_0 signal. In the alternative if the
CLK4PhSelR[j][2:1] signal equals 00, indicating the phase offset of the CLK4Cyc[1:0] is
within 90 degrees of RCLK, then the previous value of CLK4CYC[1:0] is sampled at the
negative edge of RCLK at the latch 4014. This pre-sampled CLK4CYC[1:0] value is then
incremented by 1 by the Adder 4018. The resultant value, having sufficient setup and hold
time margins for the sampling clock RCLK, is used to compute the LD_ENA_0 signal.
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Finally, a comparator 4024 compares a RCLK synchronized output of the multiplexer
4020, i.e., a selected CLK4Cyc[1:0] value, to the CLK4CycleR[j][1:0] value. The
comparator generates a positive output, i.e. RX_LD_ENAQO is asserted, when its two inputs
are equal. This signal is asserted once every 4 RCLK clock cycles.

The RX_LD_ENALI signal is generated in a similar fashion as the RX LD _ENAO
signal except the CLK4CycleR[j][1] bit is inverted before it is sent to the comparator
4026. The net effect is that the RX LD ENAI signal is asserted two RCLK cycles after
the RX_LD_ENAO signal is asserted.

FIG. 41 shows another approach to implement the controller block R1 2400 of
system 2300 for an 8-bit read data path. This circuit 4100 consists of three stages and is
responsible for receiving read data from the memory components and inserting a
programmable delay. The first stage is called the de-serialization stage. In this stage, read
data input from the DQ 1325 bus is converted to a parallel 8-bit bus 4135 by shifting the
serial read data into the latches 4110 through four successive RCLK clock cycles. The
latch 4108 is clocked by the negative edge of the RCLK signal so that the even bits are
latched during the negative phase of the RCLK signal. Meanwhile, the odd bits are latched
during the positive phase of the RCLK signal.

The second stage of controller block R1 2400 is called the synchronization stage,
and is also sometimes called the skip circuit. The synchronization stage determines
whether the read data is delayed by an additional two RCLK clock cycles (which is equal
to a half CLK1 clock cycle), as governed by the CLK1SkipR[j] control signal. The
synchronization stage is responsible for transferring the read data from the RCLK clock
domain to the CLK1 clock domain, which runs at one fourth of the frequency of RCLK
clock. In this stage, the latch 4140 stores the parallel read data selected by RX_LD ENAO
signal 4032 via the multiplexer 4130. The latch 4120 stores a two-RCLK-cycles-delayed
read data selected by RX LD ENALI signal 4034 via the multiplexer 4115. The output of
latch 4140 is coupled to an input of the multiplexer 4130 and an input of multiplexer 4115
by signal line 4112. The output of latch 4120 is coupled to an input of the multiplexer
4115 by signal line 4122.
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The control signal CLK 1SkipR{[j] selects either the output of latch 4120 or latch
4140 via the multiplexer 4150 to provide the most optimal setup and hold time margins of
the read data with respect to the latch 4170, which is sampled by the CLK1 signal 2015.

The final stage of controller block R1 2400 is called the levelization stage, where a
delay of zero to three CLK1 cycles is inserted into the read data path. A four-bit version of
this circuit is described above in detail with respect to FIG. 24. The output of the
levelization stage is the 8-bit RDATA 4102.

FIG. 42 shows another approach to implement the controller block T2 3200, which
is responsible for creating the TCLK clock signal 4230, TX_ LD ENAGO signal 4232 and
TX LD _ENI1 signal 4234 needed for transmitting the write data to the memory component
1310 as shown in FIG. 30. This circuit is exactly the same as the one described in FIG. 40
except the inputs to this circuit are CLK4BlendT[j][4:0], CLK4PhSelT[j][2:0] and
CLKA4CycleT[j][1:0] from block T3. This circuit also receives CLK4[7:0] and
CLK4Cyc[1:0] from outside of block TO (from block C1 in FIG. 21).

FIG. 43 shows another approach for implementing the controller block T1 3100,
which is responsible for transmitting write data on an 8-bit parallel bus 4302 to memory
and inserting a programmable delay. Similar to the receive read data path, this circuit also
consists of three stages, namely levelization, synchronization and serialization.

The first stage of levelization is the same as the embodiment shown in FIG. 31,
except that in this embodiment the data path is eight bits wide instead of four bits wide.

In the synchronization stage, the write data is written into and then sent from latch
4355 in the CLK1 domain. This write data is selected via the multiplexer 4350 by the
TX LD _ENALI signal 4234 prior to being sampled by the TCLK signal 4230 and stored in
latch 4320. The CLK1SkipT{[j] selects either the output of latch 4320 (TX_LD ENA1-
delayed write data) or the output of latch 4355 via multiplexer 4340 to provide the most
optimal setup and hold time margins of the write data with respect to the latches 4304,
which are sampled by the TCLK signal 4230.

The final serialization stage is similar to the embodiment described in FIG. 31
except that two parallel sets of 4-bit shift registers 4304 are used to store the 8 bit parallel
write data. Six of the write data bits, 0 through 5, are independently loaded via a set of 2-

to-1 multiplexers 4306 controlled by the TX LD ENAO signal 4232. Another multiplexer
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4308 is controlled by the TCLK, which alternatively selects an even bit during the positive
phase of the TCLK and an odd bit during the negative phase of the TCLK. The selected
transmit write data bit is sent to the memory via DQ bus 1325.

The data signals on the DQ bus 1325 may be transmitted and received as either
single ended or differential data signals. In other embodiments, the number of bits
transmitted through the T1 and R1 circuits during each CLK1 clock cycle may be fewer or
greater than in the embodiments described above. Further, in other embodiments the ratio
of the RCLK and TCLK clock rates to the CLK1 clock rate could be greater than or less
than the four-to-one clock rate ratio used in the preferred embodiments. For instance,
clock rate ratios of two or eight might be used in other embodiments.

While the present invention has been described with reference to a few specific
embodiments, the description is illustrative of the invention and is not to be construed as
limiting the invention. Various modifications may occur to those skilled in the art without
departing from the true spirit and scope of the invention as defined by the appended

claims.
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What is claimed i1s:

1. A phase adjustment device comprising:
an input-output (I/O) device;
a plurality of phase vector clock signals;
a transmit phase adjuster, coupled to said I/O device and configured to receive said
phase vector clock signals; and
a receiver phase adjuster coupled to said /O device and configured to receive said
phase vector clock signals;
the transmit phase adjuster comprising:
a transmit clock phase interpolator configured to generate a transmit clock
with a phase determined in accordance with a digitally stored transmit phase value;
an output circuit configured to time transmission of transmit data in
accordance with the transmit clock; and
the receiver phase adjuster comprising:
a receiver clock phase interpolator configured to generate a receive clock with
a phase determined in accordance with a digitally stored receiver phase value; and
an input sampling circuit configured to time receiving of receive data

in accordance with the receive clock.

2. The device of claim 1, wherein
the output circuit includes a transmit data phase adjuster configured to transmit
the transmit data with a phase determined by the transmit clock; and
the input sampling circuit includes a receiver data phase adjuster configured to

sample the receive data with a phase determined by the receive clock.

3. The device of claim 1, wherein the phase vector clock signals comprise a set of
evenly phase shifted clock signals, wherein said transmit data and receive data are signals

selected from the group consisting of differential pairs of signals and single-ended signals.

4. The device of claim 1, wherein the digitally stored transmit phase value
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comprises:

a transmit phase-select value programmed to select a pair of said phase vector clock
signals and a transmit phase-blend value programmed to control interpolation of the selected
pair of said phase vector clock signals; and

a transmit load-cycle value programmed to control a clock cycle timing for loading of

the transmit data.

5. The device of claim 4, wherein the transmit clock phase interpolator
comprises:

a selection circuit configured to select the pair of phase vector clock signals in
accordance with said transmit phase-select value; and

a phase interpolator unit configured to interpolate between said pair of phase vector
clock signals to generate said transmit clock having a phase between phases of said pair of

phase vector clock signals in accordance with said transmit phase-blend value.

6. The device of claim 5, wherein the selection circuit comprises a reference
phase selection unit and a pair of multiplexer units for selecting the pair of phase vector clock

signals.

7. The device of claim 1, wherein the output circuit includes a transmit data
phase adjuster comprising:

a parallel data input bus; and

a shift register comprising a set of serially connected registers and load circuitry for
loading parallel data from the parallel data input bus into the registers of the shift register,
wherein the shift register is configured to shift data stored therein in response to the transmit

clock, and an output of the shift register is coupled to said /O device.

8. The device of claim 1, wherein the digitally stored receiver phase value
comprises:
a receiver phase-select value programmed to select a pair of said phase vector clock

signals and a receiver phase-blend value programmed to control interpolation of the selected
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pair of said phase vector clock signals; and
a receiver load-cycle value programmed to control a clock cycle timing for loading of

the receive data.

9. The device of claim 8, wherein the receiver clock phase interpolator
comprises:

a selection circuit configured to select the pair of phase vector clock signals in
accordance with said receiver phase-select value; and

a phase interpolator unit configured to interpolate between the pair of phase vector
clock signals to generate said receiver clock having a phase between phases of the pair of

phase vector clock signals in accordance with said receiver phase-blend value.

10.  The device of claim 1, wherein the receiver data phase adjuster comprises:

a serial data input bus coupled to said I/O device;

a shift register comprising a set of serially connected registers clocked by the receiver
clock, the shift register having at least a first register configured to receive data from the serial
data input bus; and

a parallel data output bus coupled to outputs of the registers of the shift register.

11.  The device of claim 1, further including:

a local clock signal;

a clock count signal; and

a transmit skip circuit, coupled to the output circuit and configured to receive
the clock count signal, the transmit skip circuit configured to provide the transmit data to the
output circuit at a phase relative to the local clock determined in accordance with a digitally
stored transmit skip value;

wherein circuits of the device clocked by the local clock signal and circuits

clocked by the transmit clock signal comprising distinct clock domains.

12.  The device of claim 11, wherein the transmit skip circuit includes a first

transmit skip latch for receiving and latching the transmit data in response to the local clock
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signal and a second transmit skip latch for latching the transmit data, as output by the first
transmit skip latch, in response to the transmit clock signal, and a multiplexer having inputs
coupled to outputs of the first and second transmit skip latches and an output coupled to the
output circuit, wherein the multiplexer selects among the first and second latch outputs in

accordance with the digitally stored transmit skip value.

13.  The device of claim 12, wherein the second latch is configured to receive and
latch the transmit data when the clock count signal has a value corresponding to the digitally

stored transmit skip value.

14.  The device of claim 11, further including a receive skip circuit, coupled to the
input sampling circuit and configured to receive the clock count signal, the receive skip
circuit configured to transfer the receive data from the input sampling circuit to a next circuit
at a phase relative to the local clock determined in accordance with a digitally stored receive

skip value.

15.  The device of claim 14, wherein the receive skip circuit includes a first receive
skip latch for receiving and latching the receive data in response to the receive clock and a
second receive skip latch for latching the receive data, as output by the first receive skip latch,
in response to the receive clock, and a multiplexer having inputs coupled to outputs of the
first and second receive skip latches and an output coupled to the next ciréuit, wherein the
multiplexer selects among the first and second latch outputs in accordance with the digitally

stored receive skip value.

16.  The device of claim 15, wherein the second receive skip latch is configured to
receive and latch the receive data when the clock count signal has a value corresponding to

the digitally stored receive skip value.

17. A method for adjusting phase of data signals, comprising:
receiving a plurality of phase vector clock signals;

receiving transmit data;
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using a first subset of the phase vector clock signals, generating a transmit clock
having a phase determined in accordance with a digitally stored transmit phase value; and
transmitting the transmit data with a phase determined by the transmit clock;
using a second subset of the phase vector signals, generating a receive clock having a
phase determined in accordance with a digitally stored receiver phase value; and
receiving and sampling receive data at times determined by the phase of the

receive clock.

18.  The method of claim 17, wherein the phase vector clock signals comprise a set
of evenly phase shifted clock signals, wherein said transmit data and receive data are signals

selected from the group consisting of differential pairs of signals and single-ended signals.

19.  The method of claim 17, wherein the digitally stored transmit phase value
comprises:

a transmit phase-select value for selecting a pair of said phase vector clock signals and
a transmit phase-blend value for interpolating between the selected pair of phase vector clock
signals; and

a transmit load-cycle value for controlling a clock cycle timing for loading of the

transmit data.

20.  The method of claim 17, wherein generating the transmit clock comprises:

selecting a pair of said phase vector clock signals in accordance with said transmit
phase-select value; and

interpolating between the pair of phase vector clock signals to generate said transmit
clock having a phase between phases of the pair of phase vector clock signals in accordance

with said transmit phase-blend value.

21.  The method of claim 17, wherein transmitting the transmit data comprises:
loading transmit data from a parallel data input bus into a shift register, wherein the
shift register is configured to shift data stored therein in response to the transmit clock; and

shifting the contents of the shift register to the /O device one bit at a time in response
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to the transmit clock.

22.  The method of claim 17, wherein the digitally stored receiver phase value
comprises:

a receiver phase-select value for selecting a pair of said phase vector clock signals and
a receiver phase-blend value for interpolating between the selected pair of said phase vector
clock signals; and

a receiver load-cycle value for controlling a clock cycle timing for loading of the

receive data.

23.  The method of claim 17, wherein generating the receive clock comprises:

selecting a pair of said phase vector clock signals in accordance with said receiver
phase-select value; and

interpolating between said pair of phase vector clock signals to generate said receiver
clock having a phase between phases of said pair of phase vector clock signals in accordance

with said receiver phase-blend value.

24.  The method of claim 17, wherein receiving and sampling the receive data
comprises:

loading the receive data from a serial data input bus into a shift register and shifting
the receive data within the shift register at times determined by the receive clock; and

outputting the receive data from the shift register to a parallel data output bus.

25.  The method of claim 17, further including:
receiving a local clock signal;
receiving a clock count signal; and
prior to the transmitting, providing the transmit data to an output circuit at a
phase relative to the local clock determined in accordance with a digitally stored transmit skip
value;
wherein circuits of the device clocked by the local clock signal and circuits

clocked by the transmit clock signal comprising distinct clock domains.
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26.  The method of claim 25, including
receiving and latching the transmit data in a first transmit skip latch in
response to the local clock signal, and latching the transmit data, as output by the first
transmit skip latch, into a second transmit skip latch in response to the transmit clock signal,
and selectively coupling an output of one of the first and second transmit skip latches to the

output circuit in accordance with the digitally stored transmit skip value.

27. The method of claim 26, including latching the transmit data into the second
transmit skip latch when the clock count signal has a value corresponding to the digitally

stored transmit skip value.

28. The method of claim 25, further including transferring the receive data from
an input sampling circuit to a next circuit at a phase relative to the local clock

determined in accordance with a digitally stored receive skip value.

29.  The method of claim 28, receiving and latching the receive data in a first
receive skip latch in response to the receive clock, and latching the receive data, as output by
the first receive skip latch, in a second receive skip latch in response to the receive clock, and
selectively coupling an output of one of the first and second receive skip latches to the next

circuit in accordance with the digitally stored receive skip value.

30. The method of claim 29, including latching the receive data into the second
receive skip latch when the clock count signal has a value corresponding to the digitally

stored receive skip value.

31. A system for data signal phase adjustment, comprising:

a plurality of phase vector clock signals; and

a plurality of data path slices configured to receive said phase vector clock signals;
each data path slice comprising:

a transmit phase adjuster, coupled to said I/O device and configured to receive said

- 108 -



10

15

20

25

30

WO 03/036850 PCT/US02/33706

phase vector clock signals; and

a receiver phase adjuster coupled to said I/O device and configured to receive said
phase vector clock signals;

the transmit phase adjuster comprising:

a transmit clock phase interpolator for adjusting phase of a transmit clock,
relative to at least one of the phase vector clock signals, in accordance with a digitally stored
transmit phase value;

an output circuit configured to time transmission of transmit data in
accordance with the transmit clock; and

the receiver phase adjuster comprising:

a receiver clock phase interpolator for adjusting phase of a receive clock,
relative to at least one of the phase vector clock signals, in accordance with a digitally stored
receiver phase value; and

an input sampling circuit configured to time receiving of receive data

in accordance with the receive clock.

32. A datasignal phase adjustment device comprising:
an input-output (I/O) device;
a plurality of phase vector clock signals;
a fine transmit phase adjuster, coupled to said I/O device and configured to receive
said phase vector clock signals;
a fine receiver phase adjuster coupled to said I/O device and configured to receive said
phase vector clock signals; and
the fine transmit phase adjuster comprising:
a transmit clock phase interpolator configured to generate a transmit clock
with a phase determined in accordance with a digitally stored transmit phase value;
an output circuit configured to time transmission of transmit data in
accordance with the transmit clock;
the fine receiver phase adjuster comprising:
a receiver clock phase interpolator configured to generate a receive clock with

a phase determined in accordance with a digitally stored receiver phase value; and
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an input sampling circuit configured to time receiving of receive data in

accordance with the receive clock;

an intermediate transmit phase adjuster, configured to send data to the fine transmit
phase adjuster, for adjusting the phase of the transmit data within a range of phases that is
larger than a range of phase adjustment associated with the fine transmit phase adjuster;

a coarse transmit phase adjuster, configured to send data to the intermediate transmit
phase adjuster, for adjusting the phase of the transmit data within a range of phases having a
range greater than one cycle of the transmit clock; and

an intermediate receiver phase adjuster, configured to receive data from the fine
receiver phase adjuster, for adjusting phase of the receive data within a range of phases that is
larger than a range of phase adjustment associated with the fine receiver phase adjuster;
a coarse receiver phase adjuster, configured to receive data from the intermediate transmit
phase adjuster, for adjusting the phase of the receive data within a range of phases having a

range greater than one cycle of the receive clock.
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