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(57) Abstract: Disclosed are a data processing method and de-
vice. The method comprises: receiving a data update request sent
by a user; according to the data update request, respectively
sending a log update instruction to a master server and at least
two slave servers; and when it is determined that a log update
operation is completed, respectively sending a data storage in-
struction to the master server and a first slave server in the at
least two slave servers. When a data update request is received,
a log update instruction can be sent to a master server and slave
servers, so that the master server and the slave servers execute
a log update operation. When it is determined that the log up-
date operation is completed, a data storage instruction is sent to
the master server and one slave server therein. When data in the
slave server is lost, the lost data can be recovered by means of
a pre-stored log, thereby ensuring the data consistency between
the master server and the slave servers. With regard to data to be
updated, only the master server and one slave server store same,
thereby efficiently reducing the resources consumed during data
storage.
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DATA PROCESSING METHOD AND DEVICE

[0001] The present application claims priority to Chinese Patent Application No.
201610444320.5, filed on June 20, 2016 and entitled "DATA PROCESSING
METHOD AND DEVICE", which is incorporated here by reference in its entirety.

TECHNICAL FIELD

[0002] The present disclosure relates to the field of computer technologies, and in

particular, to a data processing method and device.

BACKGROUND

[0003] In a distributed data storage system, one server serves as a primary server
and another server serves as a dependent server (hereinafter referred to as a secondary
server). The primary server can provide an external data read/write service. The
secondary server maintains data synchronization with the primary server, and when
the primary server fails, the secondary server can provide the external data read/write
service.

[0004] Usually, when receiving and storing data, the primary server can
synchronously store the data in the secondary server, so as to ensure data consistency
between the primary server and the secondary server. However, in practice, because
there is an operation delay in data synchronization between the primary server and the
secondary server, some data in the secondary server may be lost, which cannot ensure
data consistency between the secondary server and the primary server.

[0005] To ensure data consistency between the primary server and the secondary
server, in the existing technology, when the data stored in the primary server is
synchronized to the secondary server, the data can be synchronized to a plurality of
secondary servers. In other words, a plurality of data copies in the primary server can
be stored. When data in one secondary server is lost, the lost data can be obtained
from the other secondary servers. As such, when the primary server fails, the plurality

of secondary servers can provide an external data read/write service.



[0006] However, because the plurality of data copies in the primary server need to

be stored, a relatively large number of resources are needed for data storage.

SUMMARY

[0007] In view of this, implementations of the present application provide a data
processing method and device, so as to solve a problem that, a relatively large number
of resources are needed for data storage because a plurality of data copies of the same
data need to be stored in a distributed data storage system.

[0008] An implementation of the present application provides a data processing
method, where the method is applied to a distributed data storage system, the
distributed data storage system includes a primary server and at least two secondary
servers, and the method includes: receiving a data update request sent by a user,
where the data update request includes data updates; sending a log update instruction
separately to the primary server and the at least two secondary servers based on the
data update request, so that the primary server and the at least two secondary servers
perform a log update operation based on the log update instruction; and when it is
determined that the log update operation is completed, sending a data storage
instruction separately to the primary server and a first secondary server in the at least
two secondary servers, so that the primary server and the first secondary server
perform, based on the data storage instruction, a storage operation on the data updates.
[0009] An implementation of the present application further provides a data
processing method, where the method is applied to a distributed data storage system,
the distributed data storage system includes a primary server and at least two
secondary servers, and the method includes: receiving, by the primary server, a data
update request sent by a user, where the data update request includes data updates;
initiating, by the primary server, a log update operation based on the data update
request, and sending a log update instruction separately to the at least two secondary
servers, so that the at least two secondary servers perform the log update operation
based on the log update instruction; and when determining that the log update
operation is completed, initiating, by the primary server, a data storage operation, and
sending a data storage instruction to a first secondary server in the at least two
secondary servers, so that the first secondary server performs, based on the data

storage instruction, a storage operation on the data updates.



[0010] An implementation of the present application provides a data processing
device, where the device is applied to a distributed data storage system, the distributed
data storage system includes a primary server and at least two secondary servers, and
the device includes a receiving unit and a sending unit. The receiving unit is
configured to receive a data update request sent by a user, where the data update
request includes data updates; the sending unit is configured to send a log update
instruction separately to the primary server and the at least two secondary servers
based on the data update request, so that the primary server and the at least two
secondary servers perform a log update operation based on the log update instruction;
and when determining that the log update operation is completed, the sending unit is
configured to send a data storage instruction separately to the primary server and a
first secondary server in the at least two secondary servers, so that the primary server
and the first secondary server perform, based on the data storage instruction, a storage
operation on the data updates.

[0011] An implementation of the present application further provides a data
processing device, where the device is applied to a distributed data storage system, the
distributed data storage system includes a primary server and at least two secondary
servers, and the device includes a receiving unit and a sending unit. The receiving unit
is configured to receive a data update request sent by a user, where the data update
request includes data updates; the sending unit is configured to initiate a log update
operation based on the data update request, and send a log update instruction to the at
least two secondary servers, so that the at least two secondary servers perform the log
update operation based on the log update instruction; and when determining that the
log update operation is completed, the sending unit is configured to initiate a data
storage operation, and send a data storage instruction to a first secondary server in the
at least two secondary servers, so that the first secondary server performs, based on
the data storage instruction, a storage operation on the data updates.

[0012] At least one of the previously described technical solutions adopted in the
implementations of the present application can achieve the following beneficial
effects: when receiving the data update request, the distributed data storage system
can send a log update instruction separately to the primary server and the secondary
servers, so that the primary server and the secondary servers perform a log update
operation, and send a data storage instruction to the primary server and one of the

secondary servers when it is determined that the log update operation is completed. As
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such, when data in the secondary server is lost, the lost data can be restored by using
the log prestored in the primary server and the secondary server, so as to ensure data
consistency between the primary server and the secondary server, and only the
primary server and one of the secondary servers store the data updates, thereby

effectively reducing resources needed for data storage.

BRIEF DESCRIPTION OF DRAWINGS

[0013] The accompanying drawings described here are intended to provide a
further understanding of the present application, and constitute a part of the present
application. The illustrative implementations of the present application and
descriptions of the illustrative implementations are intended to describe the present
application, and do not constitute limitations on the present application. The
accompanying drawings include the following diagrams:

[0014] FIG 1 is a schematic flowchart illustrating a data processing method,
according to an implementation of the present application;

[0015] FIG 2 is a schematic flowchart illustrating a data processing method,
according to an implementation of the present application;

[0016] FIG 3 is a schematic diagram illustrating a primary server determining
procedure, according to an implementation of the present application;

[0017] FIG. 4 is a schematic structural diagram illustrating server troubleshooting,
according to an implementation of the present application;

[0018] FIG. 5 is a schematic structural diagram illustrating server troubleshooting,
according to an implementation of the present application;

[0019] FIG. 6 is a schematic structural diagram illustrating server troubleshooting,
according to an implementation of the present application;

[0020] FIG. 7 is a schematic structural diagram of a server in a local equipment
room and a server in a remote equipment room, according to an implementation of the
present application;

[0021] FIG. 8 is a schematic structural diagram illustrating a data processing
device, according to an implementation of the present application; and

[0022] FIG. 9 is a schematic structural diagram illustrating a data processing

device, according to an implementation of the present application.



DESCRIPTION OF IMPLEMENTATIONS

[0023] Usually, in a distributed database storage system, when receiving and
storing data updates, a primary server can synchronously store, in a secondary server,
the data updates. However, in practice, because the primary server and the secondary
server are located in different areas, etc., there is a delay during data synchronization
between the primary server and the secondary server. In other words, after the primary
server completes storage of the data updates, the secondary server may have not
completed storage of the data updates yet. As such, if the primary server fails, the
secondary server may lose some data.

[0024] In the existing technology, to ensure that the secondary server does not
lose data (to be specific, to ensure data consistency between the primary server and
the secondary server), the data in the primary server can be synchronized to a plurality
of (at least two) secondary servers. However, compared with the original distributed
data storage system, a relatively large number of data copies need to be stored, which
easily causes a waste of resources.

[0025] In practice, for the sake of system security, before storing the data updates,
the primary server (or the secondary server) first needs to perform log updating, and
then the primary server (or the secondary server) then stores the data updates. As such,
consistency between the data stored in the primary server (or the secondary server)
and the log can be ensured. When the primary server (or the secondary server) fails to
store the data, the data can be restored by using the prestored log.

[0026] It can be seen that, in the distributed data storage system, before the
primary server synchronizes the data updates, if the primary server and the secondary
server first perform log updating and then store the data updates, when the data stored
in the secondary server is lost, the lost data can be restored by using the prestored log.
As such, log consistency between the primary server and the secondary server ensures
data consistency between the primary server and the secondary server, so that the
number of copies of the data updates can be reduced when the data is stored.

[0027] Based on the previous idea, in technical solutions provided in the present
implementation of the present application, the number of copies of the data can be
reduced while the data consistency between the primary server and the secondary
server is ensured, thereby reducing the resources needed for data storage.

[0028] To achieve the purpose of the present application, implementations of the



present application provide a data processing method and device. The method is
applied to a distributed data storage system, and the distributed data storage system
includes a primary server and at least two secondary servers. The method includes:
receiving a data update request sent by a user, where the data update request includes
data updates; sending a log update instruction separately to the primary server and the
at least two secondary servers based on the data update request, so that the primary
server and the at least two secondary servers perform a log update operation based on
the log update instruction; and when it is determined that the log update operation is
completed, sending a data storage instruction separately to the primary server and a
first secondary server in the at least two secondary servers, so that the primary server
and the first secondary server perform, based on the data storage instruction, a storage
operation on the data updates.

[0029] When receiving the data update request, the distributed data storage
system can send a log update instruction separately to the primary server and the
secondary servers, so that the primary server and the secondary servers perform a log
update operation, and send a data storage instruction to the primary server and one of
the secondary servers when it is determined that the log update operation is completed.
As such, when data in the secondary server is lost, the lost data can be restored by
using the log prestored in the primary server and the secondary server, so as to ensure
data consistency between the primary server and the secondary server, and only the
primary server and one of the secondary servers store the data updates, thereby
effectively reducing the resources needed for data storage.

[0030] It is worthwhile to note that the technical solutions provided in the present
implementations of the present application can be based on a distributed consistency
protocol and applied to a distributed data storage system based on the distributed
consistency protocol. The distributed consistency protocol can be the Paxos protocol
or other consistency protocols, which is not limited.

[0031] The distributed data storage system based on the distributed consistency
protocol can include the primary server and the at least two secondary servers. The
primary server can be configured to provide an external data read/write service, and
after the primary server fails, the at least two secondary servers can provide the
external data read/write service.

[0032] The following clearly and comprehensively describes the technical

solutions in the present application with reference to the specific implementations of
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the present application and the corresponding accompanying drawings. Apparently,
the described implementations are merely some rather than all of the implementations
of the present application. Other implementations obtained by a person of ordinary
skill in the art based on the implementations of the present application without
creative efforts shall fall within the protection scope of the present application.

[0033] The technical solutions provided in the implementations of the present
application are described in detail below with reference to the accompanying

drawings.

Implementation 1

[0034] FIG. 1 is a schematic flowchart illustrating a data processing method,
according to an implementation of the present application. The method is described
below. An execution body in the present implementation of the present application
can be a distributed data storage system based on a distributed consistency protocol
(hereinafter referred to as the distributed data storage system).

[0035] Step 101: Receive a data update request sent by a user.

[0036] The data update request includes data updates.

[0037] In step 101, after initiating a service request and receiving a response
message, the user can send the data update request to the distributed data storage
system. At this time, the distributed data storage system can receive the data update
request sent by the user.

[0038] In the present implementation of the present application, the service
request initiated by the user can be a payment request, a friend adding request, or
another service request, which is not limited here.

[0039] The user sends the data update request to the distributed data storage
system, the data update request can include the data updates, and the data update
request is used to request the distributed data storage system to store the data updates.
[0040] For example, the user initiates a payment request on a payment platform,
the payment platform can respond to the payment request sent by the user, and after
receiving a response message, the user can send the data update request to the
distributed data storage system. The data update request includes data that is related to
the payment request and that is to be updated, and the data update request is used to

request the distributed data storage system to store the data that is related to the



payment request and that is to be updated.

[0041] Step 102: Send a log update instruction separately to the primary server
and the at least two secondary servers based on the data update request, so that the
primary server and the at least two secondary servers perform a log update operation
based on the log update instruction.

[0042] In step 102, when receiving the data update request sent by the user, the
distributed data storage system can send the log update instruction separately to the
primary server and the at least two secondary servers in the distributed data storage
system based on the data request, so that the primary server and the at least two
secondary servers perform the log update operation based on the log update
instruction.

[0043] It is worthwhile to note that, in practice, before the distributed data storage
system receives the data update request, that is, when data stored in the distributed
data storage system is empty, the distributed data storage system needs to determine a
primary server, and the determined primary server provides the external data
read/write service.

[0044] The primary server can be determined by the distributed data storage
system based on a random rule, or the primary server can be determined, in an
election (the election here can be election held by a plurality of servers based on the
distributed consistency protocol) method, from the plurality of servers included in the
distributed data storage system, or one server in the distributed data storage system
can be selected as the primary server based on an actual case. The method for
determining the primary server is not limited here.

[0045] After the primary server is determined, another server in the distributed
data storage system can serve as the secondary server. In the present implementation
of the present application, there are at least two secondary servers.

[0046] After determining the primary server and the secondary server, the
distributed data storage system can send the log update instruction to the primary
server when receiving the data update instruction, so that the primary server performs
the log update operation based on the log update instruction.

[0047] When sending the log update instruction to the primary server, the
distributed data storage system can synchronously send the log update instruction to
the at least two secondary servers, so that the at least two secondary servers perform

the log update operation based on the log update instruction.
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[0048] It is worthwhile to note that, when the log update instruction is sent to the
at least two secondary servers, the log update instruction can be sent to each of the at
least two secondary servers; or several (at least two) secondary servers can be selected
from the at least two secondary servers, and the log update instruction is sent to the
selected several secondary servers, which is not limited.

[0049] For example, if the distributed data storage system includes two secondary
servers, the log update instruction can be sent separately to the two secondary servers;
or if the distributed data storage system includes four secondary servers, the log
update instruction can be sent to two of the secondary servers, or the log update
instruction can be sent to any three of the secondary servers, or the log update
instruction can be further sent separately to the four secondary servers, which is not
limited.

[0050] In the present implementation of the present application, to provide
example description, the log update instruction can be sent to each of the at least two
secondary servers.

[0051] When receiving the log update instruction, the primary server and the at
least two secondary servers can perform the log update operation based on the log
update instruction.

[0052] Step 103: When it is determined that the log update operation is completed,
send a data storage instruction separately to the primary server and a first secondary
server in the at least two secondary servers, so that the primary server and the first
secondary server perform, based on the data storage instruction, a storage operation
on the data updates.

[0053] In step 103, when determining that the log update operation is completed,
the distributed data storage system can select one of the at least two secondary servers
as the first secondary server, and send the data storage instruction separately to the
primary server and the first secondary server, so that the primary server and the first
secondary server store the data updates.

[0054] In the present implementation of the present application, at least in the
following two cases, it can be determined that the log update operation is completed.
The two cases are as follows:

[0055] The first case: when it is determined that the primary server completes the
log update operation, it is determined that the log update operation is completed.

[0056] The second case: when it is determined that the primary server and at least

9



one secondary server in the at least two secondary servers complete the log update
operation, it is determined that the log update operation is completed.

[0057] In the first case, in practice, because the primary server is configured to
provide the external data read/write service, when determining whether the log update
operation is completed, the distributed data storage system needs to first determine
whether the primary server completes the log update operation, and can determine
that the log update operation is completed when determining that the primary server
completes the log update operation.

[0058] In the second case, to ensure log consistency between the primary server
and the secondary server, after it is determined that the primary server completes the
log update operation, it can be further determined whether the at least two secondary
servers complete the log update operation. At this time, if the at least one secondary
server in the at least two secondary servers completes the log update operation, it can
indicate log consistency between the primary server and the secondary server. In other
words, it can be determined that the log update operation is completed.

[0059] As such, after it is determined that the log update operation is completed,
one of the at least two secondary servers can be selected as the first secondary server,
and the data storage instruction is sent separately to the primary server and the first
secondary server, so that the primary server and the first secondary server perform the
storage operation on the data updates.

[0060] In the present implementation of the present application, the data storage
instruction can be sent separately to the primary server and the first secondary server
in the at least two secondary servers based on the previous two cases.

[0061] In the first case, the data storage instruction is sent separately to the
primary server and the first secondary server in the at least two secondary servers,
which includes: when it is determined that the primary server completes the log
update operation, sending the data storage instruction to the primary server, and after
the data storage instruction is sent to the primary server and it is determined that the at
least one server in the at least two secondary servers completes the log update
operation, sending the data storage instruction to the first secondary server in the at
least two secondary servers.

[0062] When it is determined that the primary server completes the log update
operation, the data storage instruction can be sent to the primary server, and the

primary server can receive the data storage instruction, and perform, based on the data
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storage instruction, the storage operation on the data updates.

[0063] At this time, it can be further determined whether the at least two
secondary servers complete the log update operation. If at least one secondary server
completes the log update operation, one of the at least two secondary servers can be
selected as the first secondary server, and the data storage instruction is sent to the
first secondary server.

[0064] In the second case, the data storage instruction is sent separately to the
primary server and the first secondary server in the at least two secondary servers,
which includes: when it is determined that the primary server and the at least one
secondary server in the at least two secondary servers complete the log update
operation, sending the data storage instruction separately to the primary server and the
first secondary server in the at least two secondary servers.

[0065] When it is determined that the primary server and at least one secondary
server in the at least two secondary servers complete the log update operation, one of
the at least two secondary servers can be selected as the first secondary server, and the
data storage instruction is sent separately to the primary server and the first secondary
server.

[0066] It is worthwhile to note that, in the earlier described two cases, when one
of the at least two secondary servers is selected as the first secondary server, one
secondary server can be randomly selected as the first secondary server from servers
that receive the log update operation instructions, or one secondary server can be
selected as the first secondary server based on an actual case, which is not limited.
[0067] After the distributed data storage system sends the data storage instruction
separately to the primary server and the first secondary server in the at least two
secondary servers, the primary server and the first secondary server can receive the
data storage instruction, and perform, based on the data storage instruction, the
storage operation on the data updates.

[0068] In practice, some secondary servers in the distributed data storage system
that do not perform the storage operation on the data updates can be predetermined.
As such, when receiving the data update request, the distributed data storage system
cannot send the data storage instruction to these determined secondary servers.

[0069] Optionally, the method further includes: determining a second secondary
server from the at least two secondary servers, and when it is determined that the

second secondary server completes the log update operation, sending a null-operation
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instruction to the second secondary server, where the null-operation instruction is
used to instruct the second secondary server to perform no operation.

[0070] In the present implementation of the present application, when being sent,
the log update instruction can be sent separately to the at least two secondary servers.
However, when it is determined that the log update operation is completed, the data
storage instruction is sent to one of the at least two secondary servers. Therefore, the
second secondary server can be determined from the at least two secondary servers,
and when it is determined that the second secondary server completes the log update
operation, the null-operation instruction is sent to the second secondary server, so that
the second secondary server performs no operation. In other words, the second
secondary server does not store the data updates. As such, the number of copies of the
data updates can be reduced.

[0071] It is worthwhile to note that "second" in the second secondary server and
"first" in the earlier described first secondary server are merely intended to distinguish
different secondary servers, and do not have any other special meaning.

[0072] In the present implementation of the present application, when being
determined, the second secondary server can be determined while the primary server
is determined, or the second secondary server can be determined while the log update
instruction is sent, or the second secondary server can be determined while the data
storage instruction is sent, which is not limited.

[0073] As such, the at least two secondary servers can include one first secondary
server and at least one second secondary server. For example, if the distributed data
storage system includes two secondary servers, one first secondary server and one
second secondary server are included; or if the distributed data storage system
includes three secondary servers, one first secondary server and two second secondary
servers are included.

[0074] When sending the data storage instruction, the distributed data storage
system sends the data storage instruction to the primary server and the first secondary
server only. As such, the primary server and the first secondary server store the data
updates, and the second secondary server does not store the data updates, thereby
reducing the resources needed for data storage.

[0075] In addition, in the present implementation of the present application, when
any server (the primary server or the secondary server) in the distributed data storage

system fails, the distributed data storage system can provide the external data
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read/write service while ensuring the data consistency between the primary server and
the secondary server.

[0076] In the distributed data storage system, there are at least the following
several fault cases:

[0077] The first fault case: the primary server fails.

[0078] The second fault case: the first secondary server fails.

[0079] The third fault case: the second secondary server fails.

[0080] Specific to the previous three fault cases, the following separately
describes how the distributed data storage system provides the external data service
while ensuring data consistency.

[0081] In the first fault case and the second fault case, the distributed data storage
system performs the following operation: when it is determined that the primary
server or the first secondary server fails, determining a third secondary server, and
sending a data synchronization instruction to the third secondary server, so that the
third secondary server completes, based on the data synchronization instruction, data
synchronization with a server that does not fail and that stores the data.

[0082] In the first fault case, details are as follows:

[0083] When it is determined that the primary server fails, because the first
secondary server stores data, the first secondary server can serve as a new primary
server, and the first secondary server provides the external data read/write service. At
this time, if a data loss occurs in the first secondary server compared with the primary
server, the lost data can be restored by using the log stored in the first secondary
server and/or the log stored in the second secondary server.

[0084] In addition, data stored in the first secondary server further needs to be
backed up. Therefore, a third secondary server needs to be determined, and the data
stored in the first secondary server is backed up.

[0085] When the third secondary server is determined, one secondary server can
be selected as the third secondary server from other secondary servers included in the
at least two secondary servers, or a new server can be determined as the third
secondary server, which is not limited.

[0086] After the third secondary server is determined, a data synchronization
instruction can be sent to the third server, so that the third secondary server completes,
based on the data synchronization instruction, data synchronization with a server that

does not fail and that stores the data. Here, the server that does not fail and that stores
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the data can be the first secondary server, and the third secondary server completes the
data synchronization with the first secondary server.

[0087] It is worthwhile to note that "third" in the third secondary server is
intended for distinguishing from the first secondary server and the second secondary
server, and has no other special meaning.

[0088] Optionally, to ensure log consistency among the first secondary server, the
second secondary server, and the third secondary server based on the distributed
consistency protocol, a log synchronization instruction can be further sent to the third
secondary server, so that the third secondary server performs a log synchronization
operation based on the log stored in the first secondary server.

[0089] In the second fault case, details are as follows:

[0090] When it is determined that the first secondary server fails, the primary
server can still provide the external data service. However, because the first secondary
server fails, a new secondary server needs to be determined, and data stored in the
primary server is backed up.

[0091] The method for determining the new secondary server is the same as the
earlier described method for determining the third secondary server. Details are
omitted here for simplicity.

[0092] After the new secondary server is determined, a data synchronization
instruction can be sent to the new secondary server, so that the new secondary server
completes, based on the data synchronization instruction, data synchronization with a
server that does not fail and that stores the data. Here, the server that does not fail and
that stores the data can be the primary server, and the new secondary server completes
the data synchronization with the primary server.

[0093] Optionally, to ensure log consistency among the primary server, the second
secondary server, and the new secondary server based on the distributed consistency
protocol, a log synchronization instruction can be further sent to the new secondary
server, so that the new secondary server performs a log synchronization operation
based on the log stored in the primary server.

[0094] In the third fault case, when it is determined that the second secondary
server fails, determining a fourth secondary server, and sending a log synchronization
instruction to the fourth secondary server, so that the fourth secondary server
completes, based on the log synchronization instruction, log synchronization with a

server that does not fail.
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[0095] When it is determined that the second secondary server fails, the primary
server can still provide the external data read/write service, and the first secondary
server can back up the data stored in the primary server. However, at this time, to
ensure log consistency between the primary server and the first secondary server
based on the distributed consistency protocol, a fourth secondary server needs to be
determined.

[0096] The method for determining the fourth secondary server is the same as the
earlier described method for determining the third secondary server. Details are
omitted here for simplicity.

[0097] After the fourth secondary server is determined, a log synchronization
instruction can be sent to the fourth secondary server, so that after receiving the log
synchronization instruction, the fourth secondary server completes, based on the log
synchronization instruction, log synchronization with the server that does not fail.
[0098] Herein, the server that does not fail can be another server other than the
second secondary server, or can be the primary server, the first secondary server, or
another server that completes the log update operation, which is not limited.

[0099] "Fourth" in the fourth secondary server is intended for distinguishing from
the first secondary server, the second secondary server, and the third secondary server,
and has no other special meaning.

[0100] It is worthwhile to note that, because the second secondary server stores no
data, after the fourth secondary server is determined, no data synchronization
instruction needs to be sent to the fourth secondary server.

[0101] In the technical solutions provided in the present implementation of the
present application, when the data update request is received, the log update
instruction can be sent separately to the primary server and the secondary servers, so
that the primary server and the secondary servers perform the log update operation,
and the data storage instruction is sent to the primary server and one of the secondary
servers when it is determined that the log update operation is completed. As such,
when data in the secondary server is lost, the lost data can be restored by using the log
prestored in the primary server and the secondary server, so as to ensure data
consistency between the primary server and the secondary server, and only the
primary server and one of the secondary servers store the data updates, thereby

effectively reducing the resources needed for data storage.
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Implementation 2

[0102] FIG. 2 is a schematic flowchart illustrating a data processing method,
according to an implementation of the present application. The method is described
below. An execution body of the present implementation of the present application
can be a primary server in a distributed data storage system based on a consistency
protocol.

[0103] Step 201: The primary server receives a data update request sent by a user.
[0104] The data update request includes data updates.

[0105] In step 201, after initiating a service request and receiving a response
message, the user can send the data update request to the primary server in the
distributed data storage system. At this time, the primary server in the distributed data
storage system can receive the data update request sent by the user.

[0106] In the present implementation of the present application, the primary
server is determined when the data stored in the distributed data storage system is
empty. The method for determining the primary server is the same as the method
described in the previous Implementation 1. Details are omitted here for simplicity.
[0107] Step 202: The primary server initiates a log update operation based on the
data update request, and sends a log update instruction to the at least two secondary
servers, so that the at least two secondary servers perform the log update operation
based on the log update instruction.

[0108] In step 202, when receiving the data update request sent by the user, the
primary server can initiate the log update operation, and send the log update
instruction to the at least two secondary servers in the distributed data storage system
based on the data request, so that the at least two secondary servers perform the log
update operation based on the log update instruction.

[0109] When receiving the data update request, the primary server can initiate the
log update operation based on the data update request, and further send the log update
instruction to the at least two secondary servers based on the data update request; or
when receiving the data update request, the primary server can send the log update
instruction to the at least two secondary servers based on the data update request, and
further initiate the log update operation based on the data update request, which is not
limited.

[0110] After the primary server sends the log update instruction to the at least two
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secondary servers, the at least two secondary servers can receive the log update
instruction, and perform the log update operation based on the log update instruction.
[0111] Step 203: When determining that the log update operation is completed,
the primary server initiates a data storage operation, and sends a data storage
instruction to a first secondary server in the at least two secondary servers, so that the
first secondary server performs, based on the data storage instruction, a storage
operation on the data updates.

[0112] In step 203, when determining that the log update operation is completed,
the primary server can initiate the data storage operation, select one of the at least two
secondary servers as a first secondary server, and send the data storage instruction to
the first secondary server, so that the primary server and the first secondary server
store the data updates.

[0113] The primary server can determine, at least in the following two cases, that
the log update operation is completed. The two cases are as follows:

[0114] The first case: when it is determined that the primary server completes the
log update operation, it is determined that the log update operation is completed.
[0115] The second case: when it is determined that the primary server and at least
one secondary server in the at least two secondary servers complete the log update
operation, it is determined that the log update operation is completed.

[0116] After determining that the log update operation is completed, the primary
server can initiate the data storage operation, so that the primary server provides an
external data read/write service. At this time, the primary server can further select one
of the at least two secondary servers as a first secondary server, and send the data
storage instruction to the first secondary server, so that the first secondary server
performs, based on the data storage instruction, the data storage operation on the data
updates.

[0117] The primary server can initiate the data storage operation before sending
the data storage instruction, or can initiate the data storage operation after sending the
data storage instruction, which is not limited.

[0118] As such, after receiving the data update request, the primary server can
send the log update instruction to the first secondary server and the second secondary
server, and when determining that the log update operation is completed, the primary
server performs the data storage operation, and sends the data storage instruction to

the first secondary server. As such, when data in the first secondary server is lost, the
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lost data can be restored based on the log prestored in the primary server, and/or the
log prestored in the first secondary server, and/or the log prestored in the second
secondary server, so as to ensure data consistency between the primary server and the
first secondary server. In addition, only the primary server and the first secondary

server store the data updates, thereby reducing the resources needed for data storage.

Implementation 3

[0119] A distributed data storage system includes three servers (one primary
server and two secondary servers) is used as example description of technical
solutions provided in the present implementation of the present application below. An
execution body of the present implementation of the present application can be a
primary server.

[0120] Step 1: Determine the primary server, a first secondary server, and a
second secondary server from the distributed data storage system.

[0121] When data stored in the distributed data storage system is empty, the
primary server and the two secondary servers can be determined from the distributed
data storage system. For ease of distinguishing, the two secondary servers can be
respectively referred to as the first secondary server and the second secondary server.
[0122] In the present implementation of the present application, the primary
server can store the data updates, and provide an external data read/write service. The
first secondary server can store the data updates, and the second secondary server
does not store the data updates.

[0123] In the present implementation of the present application, a sequence of
determining the primary server, the first secondary server, and the second secondary
server is not limited.

[0124] Example description of a determining sequence of the second secondary
server, the primary server, and the first secondary server is used below.

[0125] First, the second secondary server is determined.

[0126] When being determined, the second secondary server can be determined
based on a distributed consistency protocol, namely, the Paxos protocol, in a method
of election held by the three servers included in the distributed data storage system.
[0127] When the second secondary server is determined, one server can be

randomly selected as the second secondary server or the second secondary server is
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determined based on an actual case. Here, a method for determining the second
secondary server is not limited.

[0128] Second, the primary server is determined.

[0129] After the second secondary server is determined, the primary server can be
determined based on the distributed consistency protocol, namely, the Paxos protocol,
in a method of election held by the second secondary server and remaining two
servers in the distributed data storage system.

[0130] It is worthwhile to note that, when the primary server is determined in the
method of election, neither the second secondary server nor the other two servers can
elect the second secondary server as the primary server.

[0131] Referring to FIG. 3, FIG. 3 is a schematic diagram illustrating a primary
server determining procedure, according to an implementation of the present
application.

[0132] It can be seen from FIG 3 that after the second secondary server C is
determined in the method of election, server A, server B, and the second secondary
server C can determine the primary server in the method of election. Server A can
elect server A or server B as the primary server, but cannot elect the second secondary
server C as the primary server. Server B can elect server B or server A as the primary
server, but cannot elect the second secondary server C as the primary server. The
second secondary server C cannot elect the second secondary server C as the primary
server, but can elect server A or server B as the primary server.

[0133] When determining the primary server, one of the two servers other than the
second secondary server can be randomly selected as the primary server, or one server
can be selected as the primary server based on an actual case, which is not limited.
[0134] Finally, the first secondary server is determined.

[0135] After the second secondary server and the primary server are determined
from the three servers included in the distributed data storage system, the remaining
server can serve as the first secondary server.

[0136] Step 2: The primary server receives a data update request sent by a user.
[0137] The data update request includes data updates.

[0138] Step 3: The primary server sends a log update instruction to the first
secondary server and the second secondary server, so that the first secondary server
and the second secondary server perform a log update operation based on the log

update instruction.
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[0139] After the primary server sends the log update instruction to the first
secondary server and the second secondary server, the first secondary server and the
second secondary server can receive the log update instruction. At this time, the
primary server, the first secondary server, and the second secondary server can
perform log updating based on the distributed consistency protocol, namely, the Paxos
protocol. When it is determined that the primary server and at least one of the first
secondary server and the second secondary server complete the log update operation,
it is determined that the log update operation is completed.

[0140] Step 4: The primary server sends a data storage instruction to the first
secondary server, so that the first secondary server performs, based on the data storage
instruction, a storage operation on the data updates.

[0141] When determining that the log update operation is completed, the primary
server can perform the storage operation on the data updates, and send the data
storage instruction to the first secondary server. The first secondary server can receive
the data storage instruction. At this time, if the first secondary server has completed
the log update operation, the first secondary server can perform, based on the data
storage instruction, the storage operation on the data updates; or if the first secondary
server has not completed the log update operation, the first secondary server needs to
continue performing the log update operation, and when completing the log update
operation, the first secondary server can perform, based on the received data storage
instruction, the storage operation on the data updates.

[0142] As such, when receiving the data update request, the primary server can
send the log update instruction to the first secondary server and the second secondary
server, and when determining that the log update operation is completed, the primary
server performs the data storage operation, and sends the data storage instruction to
the first secondary server. As such, only the primary server and the first secondary
server store the data updates, thereby reducing the resources needed for data storage.
[0143] In the present implementation of the present application, when any one of
the primary server, the first secondary server, and the second secondary server fails,
the distributed data storage system can provide an external data read/write service
while ensuring data consistency.

[0144] When the primary server fails, details are as follows:

[0145] As shown in FIG 4, when the primary server fails, the primary server

cannot continue providing the read/write service for a user, and at this time, the first

20



secondary server B can be determined as a new primary server, and server D is
determined as the new first secondary server. The first secondary server B can provide
the data read/write service for the user, and maintain log synchronization with the
second secondary server C. Server D obtains a data copy through duplication from the
first secondary server B to complete data synchronization with the first secondary
server B, and server D performs the log synchronization operation to complete log
synchronization with the first secondary server B.

[0146] When the first secondary server fails, details are as follows:

[0147] As shown in FIG. 5, when the first secondary server fails, primary server A
can continue providing the data read/write service for the user. At this time, server E
can be determined as the new first secondary server. Server E obtains a data copy
through duplication from primary server A to complete data synchronization with
primary server A, and server E performs the log synchronization operation to
complete log synchronization with primary server A.

[0148] When the second secondary server fails, details are as follows:

[0149] As shown in FIG. 6, when the second secondary server fails, primary
server A can continue providing the data read/write service for the user. At this time,
server F can be determined as the new second secondary server, and server F performs
the log synchronization operation to complete log synchronization with primary
server A.

[0150] In practice, there can be remote distributed data storage system. In other
words, for the same data, in addition to local storage of a data copy, remote storage of
data copies is needed, so as to enhance stability of the distributed data storage system.
For the remote distributed data storage system, to reduce the resources needed for data
storage, at least three servers can be used locally, the primary server stores the data
updates, and the other secondary servers store only the log (that is, the other
secondary servers perform only the log update operation); and at least three servers
are used remotely, the primary server stores a data copy of data in the local primary
server, and the other secondary servers store only the log (that is, the other secondary
servers perform only the log update operation).

[0151] As shown in FIG. 7, in a local equipment room, three servers labeled A, B,
and C can be used, server A is the primary server and stores the data updates, and
server B and server C are the secondary servers and perform only the log update

operation, but do not store the data updates. In a remote equipment room, servers D, E,
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and F can be used, server D is the primary server and stores a data copy of data stored
in server A in the local equipment room, and server E and server F perform only the
log update operation, but do not store the data updates.

[0152] When server A fails, server D can provide the external data read/write
service.

[0153] When server D fails, server A can still continue providing the external data
read/write service. At this time, a new primary server needs to be determined in the
remote equipment room. The new primary server can complete data synchronization
and log synchronization with server A.

[0154] When any one of server B, server C, server E, and server F fails, server A
can still continue providing the external read/write service.

[0155] FIG. 8 is a schematic structural diagram illustrating a data processing
device, according to an implementation of the present application. The device is
applied to the distributed data storage system, the distributed data storage system
includes a primary server and at least two secondary servers, and the device includes a
receiving unit 81, a sending unit 82, and a determining unit 83.

[0156] The receiving unit 81 is configured to receive a data update request sent by
a user, where the data update request includes data updates.

[0157] The sending unit 82 is configured to send a log update instruction
separately to the primary server and the at least two secondary servers based on the
data update request, so that the primary server and the at least two secondary servers
perform a log update operation based on the log update instruction.

[0158] When determining that the log update operation is completed, the sending
unit 82 is configured to send a data storage instruction separately to the primary server
and a first secondary server in the at least two secondary servers, so that the primary
server and the first secondary server perform, based on the data storage instruction, a
storage operation on the data updates.

[0159] The sending unit 82 determines that the log update operation is completed,
which includes: when it is determined that the primary server completes the log
update operation, determining that the log update operation is completed; or when it is
determined that the primary server and at least one secondary server in the at least two
secondary servers complete the log update operation, determining that the log update
operation is completed.

[0160] The sending unit 82 sends the data storage instruction separately to the
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primary server and the first secondary server in the at least two secondary servers,
which includes: when it is determined that the primary server completes the log
update operation, sending the data storage instruction to the primary server, and after
the data storage instruction is sent to the primary server and it is determined that the at
least one server in the at least two secondary servers completes the log update
operation, sending the data storage instruction to the first secondary server in the at
least two secondary servers; or when it is determined that the primary server and the
at least one secondary server in the at least two secondary servers complete the log
update operation, sending the data storage instruction separately to the primary server
and the first secondary server in the at least two secondary servers.

[0161] Optionally, the data processing device further includes the determining
unit 83.

[0162] The determining unit 83 is configured to determine a second secondary
server from the at least two secondary servers, and send a null-operation instruction to
the second secondary server when determining that the second secondary server
completes the log update operation, where the null-operation instruction is used to
instruct the second secondary server to perform no operation.

[0163] Optionally, when determining that the primary server or the first secondary
server fails, the determining unit 83 is configured to determine a third secondary
server, and send a data synchronization instruction to the third secondary server, so
that the third secondary server completes, based on the data synchronization
instruction, data synchronization with a server that is not faulty and that stores the
data.

[0164] Optionally, when determining that the second secondary server fails, the
determining unit 83 is configured to determine a fourth secondary server, and send a
log synchronization instruction to the fourth secondary server, so that the fourth
secondary server completes, based on the log synchronization instruction, log
synchronization with the server that is not faulty.

[0165] FIG. 9 is a schematic structural diagram illustrating a data processing
device, according to an implementation of the present application. The device is
applied to the distributed data storage system, the distributed data storage system
includes a primary server and at least two secondary servers, and the device includes a
receiving unit 91 and a sending unit 92.

[0166] The receiving unit 91 is configured to receive a data update request sent by
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a user, where the data update request includes data updates.

[0167] The sending unit 92 is configured to initiate a log update operation based
on the data update request, and send a log update instruction to the at least two
secondary servers, so that the at least two secondary servers perform the log update
operation based on the log update instruction.

[0168] When determining that the log update operation is completed, the sending
unit 92 is configured to initiate a data storage operation, and send a data storage
instruction to a first secondary server in the at least two secondary servers, so that the
first secondary server performs, based on the data storage instruction, a storage
operation on the data updates.

[0169] A person skilled in the art should understand that the implementations of
the present application can be provided as a method, a system, or a computer program
product. Therefore, the present application can use hardware only implementations,
software only implementations, or implementations with a combination of software
and hardware. In addition, the present application can use a form of a computer
program product that is implemented on one or more computer-usable storage media
(including but not limited to a magnetic disk memory, a CD-ROM, an optical memory,
etc.) that include computer-usable program code.

[0170] The present application is described with reference to the flowcharts
and/or block diagrams of the method, the device (system), and the computer program
product according to the implementations of the present application. It should be
understood that computer program instructions can be used to implement each
procedure and/or each block in the flowcharts and/or the block diagrams and a
combination of a procedure and/or a block in the flowcharts and/or the block
diagrams. These computer program instructions can be provided for a general-purpose
computer, a dedicated computer, a built-in processor, or a processor of another
programmable data processing device to generate a machine, so that the instructions
executed by the computer or the processor of another programmable data processing
device are used to generate an apparatus for implementing a function specified in one
or more procedures in the flowcharts and/or in one or more blocks in the block
diagrams.

[0171] These computer program instructions can be stored in a computer readable
memory that can instruct the computer or the another programmable data processing

device to work in a specific way, so that the instructions stored in the computer
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readable memory are used to generate an artifact that includes an instruction apparatus.
The instruction apparatus implements a function specified in one or more procedures
in the flowcharts and/or in one or more blocks in the block diagrams.

[0172] These computer program instructions can be loaded onto the computer or
another programmable data processing device, so that a series of operations and steps
are performed on the computer or another programmable device, thereby generating
computer-implemented processing. Therefore, the instructions executed on the
computer or another programmable device provide steps for implementing a function
specified in one or more procedures in the flowcharts and/or in one or more blocks in
the block diagrams.

[0173] In a typical configuration, a computing device includes one or more
processors (CPUs), an input/output interface, a network interface, and a memory.
[0174] The memory may include a non-persistent memory, a RAM, a non-volatile
memory, and/or another form in a computer readable medium, for example, a ROM or
a flash memory (flash RAM). The memory is an example of the computer readable
medium.

[0175] The computer readable medium includes persistent, non-persistent,
movable, and unmovable media that can implement information storage by using any
method or technology. Information can be a computer readable instruction, a data
structure, a program module, or other data. A computer storage medium includes but
is not limited to a phase-change random access memory (PRAM), a static RAM
(SRAM), a dynamic RAM (DRAM), a random access memory (RAM) of another
type, a read-only memory (ROM), an electrically erasable programmable read-only
memory (EEPROM), a flash memory or another memory storage device, a compact
disc read-only memory (CD-ROM), a digital versatile disc (DVD), or another optical
memory, a cassette, a magnetic disk, or another magnetic storage device or any other
non-transmission medium. The computer storage medium can be configured to store
information accessible to a computing device. Based on the description in the present
specification, the computer readable medium does not include computer readable
transitory media such as a modulated data signal and a carrier.

[0176] It is further worthwhile to note that, the term "include”, "comprise”, or any
other variant is intended to cover non-exclusive inclusion, so that a process, a method,
a commodity, or a device that includes a series of elements not only includes these

elements, but also includes other elements that are not expressly listed, or further
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includes elements inherent to such process, method, commodity, or device. An
element preceded by "includes a ..." does not, without more constraints, exclude the
existence of additional identical elements in the process, method, commodity, or
device that includes the element.

[0177] A person skilled in the art should understand that the implementations of
the present application can be provided as a method, a system, or a computer program
product. Therefore, the present application can use hardware only implementations,
software only implementations, or implementations with a combination of software
and hardware. In addition, the present application can use a form of a computer
program product that is implemented on one or more computer-usable storage media
(including but not limited to a magnetic disk memory, a CD-ROM, an optical memory,
etc.) that include computer-usable program code.

[0178] The previous descriptions are merely implementations of the present
application, and are not intended to limit the present application. A person skilled in
the art can make various modifications and changes to the present application. Any
modifications, equivalent replacements, improvements, etc. made within the spirit and
principle of the present application shall fall within the protection scope of the claims

of the present application.
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CLAIMS

1. A method for processing data, the method comprising:

receiving a data update request sent by a user, wherein the data update request comprises
data updates (101);

sending a log update instruction separately to a primary server and at least two secondary
servers based on the data update request, wherein the primary server and the at least two
secondary servers perform a log update operation based on the log update instruction (102);

determining whether the log update operation is completed;

in response to determining that the log update operation is completed, sending a data
storage instruction separately to the primary server and a first secondary server in the at least
two secondary servers, so that the primary server and the first secondary server perform, based
on the data storage instruction, a storage operation on the data updates (103);

determining a second secondary server from the at least two secondary servers;

determining that the second secondary server completes the log update operation; and

in response to determining that the second secondary server completes the log update
operation, sending a null-operation instruction to the second secondary server, wherein the null-

operation instruction is used to instruct the second secondary server to perform no operation.

2. The method according to claim 1, wherein determining whether the log update
operation is completed comprises:

determining whether the primary server completed the log update operation; or

determining whether the primary server and at least one secondary server in the at least

two secondary servers completed the log update operation.

3. The method according to claim 2, wherein sending the data storage instruction
separately to the primary server and the first secondary server in the at least two secondary
Servers comprises:

in response to determining that the primary server completed the log update operation,
sending the data storage instruction to the primary server, and after the data storage instruction
is sent to the primary server, determining whether the at least one secondary server in the at
least two secondary servers completed the log update operation, sending the data storage
instruction to the first secondary server in the at least two secondary servers; or

in response to determining that the primary server and the at least one secondary server in
27
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the at least two secondary servers completed the log update operation, sending the data storage
instruction separately to the primary server and the first secondary server in the at least two

secondary SCrvers.

4. The method according to claim 1 or 3, wherein the second secondary server is
configured to, upon receiving the null-operation instruction, not perform a storage operation

on the data updates.

5. The method according to claim 4, wherein the method further comprises:

in response to determining that the primary server or the first secondary server failed,
determining a third secondary server, and sending a data synchronization instruction to the third
secondary server to complete, based on the data synchronization instruction, data

synchronization with a server that is not faulty and that stores the data.

6. The method according to claim 4, wherein the method further comprises:

in response to determining that the second secondary server failed, determining a fourth
secondary server, and sending a log synchronization instruction to the fourth secondary server
to complete, based on the log synchronization instruction, a log synchronization with a server

that is not failed.

7. The method according to any one of claims 1 to 6, wherein the primary server is in
communication with an external computing device to perform external read or write operations

associated with the data updates.

8. The method according to any one of claims 1 to 7, wherein the data update request

comprises a payment request.

9. The method according to any one of claims 1 to 8, wherein the primary server is

determined based on a random rule or based on a distributed consistency protocol.

10. A device for processing data, the device comprising a plurality of modules configured

to perform the method of any one of claims 1 to 9.
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