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CARRIAGE OF HEVC EXTENSION BITSTREAMS 
AND BUFFER MODEL WITH MPEG-2 SYSTEMS

[0001] This application claims the benefit of U.S. Provisional Patent Application 

61/925,191, filed January 8, 2014, the entire content of which is incorporated herein by 

reference.

TECHNICAL FIELD

[0002] This disclosure relates to video coding and, more particularly, to carriage of 

HEVC multi-layer extension bitstreams.

BACKGROUND

[0003] Digital video capabilities can be incorporated into a wide range of devices, 

including digital televisions, digital direct broadcast systems, wireless broadcast 

systems, tablet computers, smartphones, personal digital assistants (PDAs), laptop or 

desktop computers, digital cameras, digital recording devices, digital media players, 

video gaming devices, video game consoles, cellular or satellite radio telephones, video 

teleconferencing devices, set-top devices, and the like.

[0004] Various devices may implement video compression techniques, such as those 

described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263, ITU-T 

H.264/MPEG-4, Part 10, Advanced Video Coding (AVC), the High Efficiency Video 

Coding (HEVC) standard, and extensions of such standards. Multi-view HEVC (MV- 

HEVC), scalable HEVC (SHVC), and three-dimensional HEVC (3D-HEVC) are 

examples of multi-layer extensions to the HEVC standard.

SUMMARY

[0005] In general, this disclosure describes techniques for carriage of High-Efficiency 

Video Coding (HEVC) multi-layer extension bitstreams, including multiview HEVC 

(MV-HEVC), scalable HEVC (SHVC), and three-dimensional HEVC (3D-HEVC) 

extension bitstreams, with MPEG-2 systems. In accordance with one or more 

techniques of this disclosure, a video decoder assembles, in a buffer model, an access 

unit from a plurality of elementary streams of a data stream. The data stream may be a
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transport stream or a program stream. The same buffer model is used regardless of 

whether the elementary streams contain SHVC, MV-HEVC, or 3D-HEVC bitstreams. 

Furthermore, the video decoder decodes the access unit.

[0006] In one aspect, this disclosure describes a method of decoding video data, the 

method comprising: receiving a video data stream comprising a plurality of elementary 

streams; assembling, in a buffer model, an access unit from the plurality of elementary 

streams of the video data stream, wherein: the video data stream is a transport stream or 

a program stream, and the same buffer model is used to assemble the access unit 

regardless of whether the elementary streams contain any of a plurality of different 

types of multi-layer coded bitstream; and decoding the access unit, the access unit 

comprising one or more pictures of the video data.

[0007] In another aspect, this disclosure describes a video decoding device comprising: 

a memory configured to store video data; and one or more processors configured to: 

receive a video data stream comprising a plurality of elementary streams; assemble, in a 

buffer model, an access unit from the plurality of elementary streams of the video data 

stream, wherein: the video data stream is a transport stream or a program stream, and 

the same buffer model is used to assemble the access unit regardless of whether the 

elementary streams contain any of a plurality of different types of multi-layer coded 

bitstream; and decode the access unit, the access unit comprising one or more pictures 

of the video data.

[0008] In another aspect, this disclosure describes a video decoding device comprising: 

means for receiving a video data stream comprising a plurality of elementary streams; 

means for assembling, in a buffer model, an access unit from the plurality of elementary 

streams of the video data stream, wherein: the video data stream is a transport stream or 

a program stream, and the same buffer model is used to assemble the access unit 

regardless of whether the elementary streams contain any of a plurality of different 

types of multi-layer coded bitstream; and means for decoding the access unit, the access 

unit comprising one or more pictures of the video data.

[0009] In another aspect, this disclosure describes a computer-readable data storage

medium having instructions stored thereon that, when executed, cause a video decoding

device to: receive a video data stream comprising a plurality of elementary streams;

assemble, in a buffer model, an access unit from the plurality of elementary streams of

the video data stream, wherein: the video data stream is a transport stream or a program
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stream, and the same buffer model is used to assemble the access unit regardless of 

whether the elementary streams contain any of a plurality of different types of multi­

layer coded bitstream; and decode the access unit, the access unit comprising one or 

more pictures of the video data.

[0009a] Still another aspect of the disclosure describes a method of decoding video 

data, the method comprising: receiving a video data stream comprising a plurality of 

elementary streams and a program map table (PMT) separate from the plurality of 

elementary streams, the PMT comprising information about which of the elementary 

streams comprises a program, the PMT comprising: a High Efficiency Video Coding 

(HEVC) extension descriptor, the HE VC extension descriptor signals a current 

operation point that corresponds to an output layer set, the HEVC extension descriptor 

comprising a maximum temporal identifier syntax element and a set of output layer 

flags, the maximum temporal identifier syntax element indicating a highest temporal 

identifier of Network Abstraction Layer (NAL) units in the current operation point, each 

output layer flag in the set of output layer flags indicating whether a different 

corresponding layer is in the output layer set of the current operation point, and the set 

of output layer flags including at least one output layer flag indicating the corresponding 

layer is not in the output layer set of the current operation point; and a plurality of 

hierarchy extension descriptors, each respective hierarchy extension descriptor of the 

plurality of hierarchy extension descriptors corresponding to a respective elementary 

stream in the plurality of elementary streams, each respective stream of the plurality of 

streams being a HEVC extension video stream in an MPEG-2 system; assembling, in a 

buffer model, HEVC layer pictures within an access unit from the plurality of 

elementary streams of the video data stream, wherein: the buffer model is a transport 

stream system target decoder model or a program stream system target decoder model, 

the video data stream is a transport stream or a program stream, and the same buffer 

model is used to assemble the HEVC layer pictures within the access unit regardless of 

whether the elementary streams in the plurality of elementary streams contain any of a 

plurality of different types of multi-layer coded bitstream, and assembling the HEVC 

layer pictures within the access unit comprises identifying, based on one or more values 

in the hierarchy extension descriptors corresponding to the elementary streams, a 

plurality of reference layers required for decoding the output layers of the current 

operation point; and decoding the access unit.
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[0009b] Yet another aspect of the disclosure describes a video decoding device 

comprising: means for receiving a video data stream comprising a plurality of 

elementary streams and a program map table (PMT) separate from the plurality of 

elementary streams, the PMT comprising information about which of the elementary 

streams comprises a program, the PMT comprising: a High Efficiency Video Coding 

(HEVC) extension descriptor, the HE VC extension descriptor signals a current 

operation point that corresponds to an output layer set, the HEVC extension descriptor 

comprising a maximum temporal identifier syntax element and a set of output layer 

flags, the maximum temporal identifier syntax element indicating a highest temporal 

identifier of Network Abstraction Layer (NAL) units in the current operation point, each 

output layer flag in the set of output layer flags indicating whether a different 

corresponding layer is in the output layer set of the current operation point, and the set 

of output layer flags including at least one output layer flag indicating the corresponding 

layer is not in the output layer set of the current operation point; and a plurality of 

hierarchy extension descriptors, each respective hierarchy extension descriptor of the 

plurality of hierarchy extension descriptors corresponding to a respective elementary 

stream in the plurality of elementary streams, each respective stream of the plurality of 

streams being a HEVC extension stream in an MPEG-2 system; means for assembling, 

in a buffer model, HEVC layer pictures within an access unit from the plurality of 

elementary streams of the video data stream, wherein: the buffer model is a transport 

stream system target decoder model or a program stream system target decoder model, 

the video data stream is a transport stream or a program stream, and the same buffer 

model is used to assemble the HEVC layer pictures within the access unit regardless of 

whether the elementary streams in the plurality of elementary streams contain any of a 

plurality of different types of multi-layer coded bitstream, and assembling the HEVC 

layer pictures within access unit comprises identifying, based on one or more values in 

the hierarchy extension descriptors corresponding to the elementary streams, a plurality 

of reference layers required for decoding the output layers of the current operation 

point; and means for decoding the access unit.

[0010] The details of one or more aspects of the disclosure are set forth in the

accompanying drawings and the description below. Other features, objects, and

advantages of the techniques described in this disclosure will be apparent from the

description, drawings, and from the claims.
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BRIEF DESCRIPTION OF DRAWINGS

[0011] FIG. 1 is a block diagram illustrating an example video encoding and decoding 

system that may utilize the techniques of this disclosure.

[0012] FIG. 2 is a conceptual diagram illustrating example transport stream system 

target decoder (T-STD) model extensions for single-layer High Efficiency Video 

Coding (HEVC).

[0013] FIG. 3 is a conceptual diagram illustrating example T-STD model extensions for 

layered transport of HEVC temporal video subsets.

[0014] FIG. 4 is a conceptual diagram illustrating example T-STD model extension for 

HEVC layered video sub-bitstreams, in accordance with one or more techniques of this 

disclosure.

[0015] FIG. 5 is a conceptual diagram illustrating example P-STD model extensions for 

HEVC layered video sub-bitstreams, in accordance with one or more techniques of this 

disclosure.

[0016] FIG. 6 is a block diagram illustrating an example video encoder that may 

implement the techniques of this disclosure.

[0017] FIG. 7 is a block diagram illustrating an example video decoder that may 

implement the techniques of this disclosure.

[0018] FIG. 8 is a flowchart illustrating an example operation of a video decoder, in 

accordance with one or more techniques of this disclosure.

[0019] FIG. 9 is a flowchart illustrating an example operation of a video decoder to 

assemble and decode an access unit, in accordance with one or more techniques of this 

disclosure.
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DETAILED DESCRIPTION
[0020] This disclosure describes techniques for carriage of HE VC multi-layer extension 

bitstreams, including multiview HEVC (MV-HEVC), scalable HEVC (SHVC), and 

three-dimensional HEVC (3D-HEVC) extension bitstreams, with MPEG-2 systems. In 

MV-HEVC, multiple views may be coded, e.g., for different perspectives. In SHVC, 

multiple layers may be coded, e.g., to support spatial scalability, temporal scalability, or 

quality scalability. In 3D-HEVC, multiple views may be coded, e.g., with texture and 

depth components, to support 3D representations. In general, a view in MV-HEVC, a 

layer in SHVC, or a view in 3D-HEVC may each be generally referred to as a layer. 

Hence, SHVC, MV-HEVC, and 3D-HEVC may be collectively referred to as Layered 

HEVC or multi-layer HEVC coding techniques.

[0021] The MPEG-2 Systems specification describes how compressed multimedia 

(video and audio) data streams may be multiplexed together with other data to form a 

single data stream suitable for digital transmission or storage. The MPEG-2 Systems 

specification defines the concepts of a program stream and a transport stream. Program 

streams are biased for the storage and display of a single program from a digital storage 

service and a program stream is intended for use in error-free environments. In contrast, 

transport streams are intended for the simultaneous delivery of a number of programs 

over potentially error-prone channels. Program streams and transport streams include 

packetized elementary stream (PES) packets. The PES packets of program streams and 

transport streams belong to one or more elementary streams. An elementary stream is a 

single, digitally coded (possibly MPEG-compressed) component of a program. For 

example, the coded video or audio part of the program can be an elementary stream. 

[0022] A video decoder receives the PES packets of program streams and transport 

streams. The video decoder may decode video data obtained from the PES packets. In 

Layered HEVC, an access unit (AU) may include pictures associated with the same time 

instance, but different layers. Prior to decoding the pictures of an access unit, the video 

decoder may need to reassemble encoded data corresponding to the access unit from 

data in the PES packets. In other words, the video decoder may need to have the 

encoded data corresponding to the access unit in a state ready for decoding.

[0023] Gruneberg et al., “Text of ISO/IEC 13818-1: 2013 / Final Draft Amendment 3 - 

Transport of HEVC video over MPEG-2 Systems,” ISO/IEC JTC1/SC29/WG11
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MPEG105/N13656, July 2013, Vienna, Austria (herein, “nl3656” or “FDAM 3”) 

describes the transport of HEVC video in MPEG-2 systems. Furthermore, Chen et al., 

“Carriage of HEVC extension streams with MPEG-2 Systems,” MPEG input document 

m31430, the 106th MPEG meeting, Oct. 2013, Geneva, Switzerland, MPEG input 

document m31430 (herein, “MPEG input document m31430”), proposed a basic design 

of the Carriage of HEVC extension streams with MPEG-2 Systems. HEVC extension 

streams are HEVC streams conforming to SHVC, MV-HEVC, and 3D-HEVC. Neither 

FDAM 3 nor MPEG input document m31430 describes how a video decoder 

reassembles access units of HEVC extension streams. For instance, neither FDAM 3 

nor MPEG input document m31430 describes a buffer model that a video decoder can 

use for the reassembly of access units of HEVC extension streams.

[0024] In accordance with one or more techniques of this disclosure, the video decoder 

assembles, in a buffer model, an access unit from a plurality of elementary streams of a 

data stream, such as a transport stream or a program stream. The same buffer model is 

used regardless of whether the elementary streams contain SHVC, MV-HEVC, or 3D- 

HEVC bitstreams. The video decoder may then decode the access unit. By using a 

buffering model, the video decoder is able to marshall data from PES packets of a 

transport stream or program stream for reassembly into access units ready for decoding. 

Using a unified buffer model for SHVC, MV-HEVC, and 3D-HEVC may minimize the 

added complexity of the video decoder for supporting SHVC, MV-HEVC, and 3D- 

HEVC.

[0025] FIG. 1 is a block diagram illustrating an example video encoding and decoding 

system 10 that may be configured to utilize various techniques of this disclosure, such 

as techniques for carriage of HEVC multi-layer extension bitstreams, including 

multiview HEVC (MV-HEVC), scalable HEVC (SHVC), and three-dimensional HEVC 

(3D-HEVC) extension bitstreams, with MPEG-2 systems.

[0026] As shown in FIG. 1, system 10 includes a source device 12 that provides 

encoded video data to be decoded at a later time by a destination device 14. In 

particular, source device 12 provides the encoded video data to destination device 14 via 

a computer-readable medium 16. Source device 12 and destination device 14 may 

comprise any of a wide range of devices, including desktop computers, notebook (i.e., 

laptop) computers, tablet computers, set-top boxes, telephone handsets such as so-called 

“smart” phones, televisions, cameras, display devices, digital media players, video



WO 2015/105934 PCT/US2015/010559
6

gaming consoles, video streaming device, or the like. In some cases, source device 12 

and destination device 14 may be equipped for wireless communication.

[0027] Destination device 14 may receive the encoded video data via computer- 

readable medium 16. Computer-readable medium 16 may comprise any type of 

medium or device capable of moving the encoded video data from source device 12 to 

destination device 14. In one example, computer-readable medium 16 may comprise a 

communication medium, such as a transmission channel, to enable source device 12 to 

transmit encoded video data directly to destination device 14 in real-time.

[0028] The encoded video data may be modulated according to a communication 

standard, such as a wireless communication protocol, and transmitted to destination 

device 14. The communication medium may comprise any wireless or wired 

communication medium, such as a radio frequency (RF) spectrum or one or more 

physical transmission lines. The communication medium may form part of a packet- 

based network, such as a local area network, a wide-area network, or a global network 

such as the Internet. The communication medium may include routers, switches, base 

stations, or any other equipment that may be useful to facilitate communication from 

source device 12 to destination device 14.

[0029] In some examples, encoded data may be output from output interface 22 to a 

computer-readable storage medium, such as a non-transitory computer-readable storage 

medium, i.e., a data storage device. Similarly, encoded data may be accessed from the 

storage device by input interface. The storage device may include any of a variety of 

distributed or locally accessed non-transitory data storage media such as a hard drive, 

Blu-ray discs, DVDs, CD-ROMs, flash memory, volatile or non-volatile memory, or 

any other suitable digital storage media for storing encoded video data. In a further 

example, the storage device may correspond to a file server or another intermediate 

storage device that may store the encoded video generated by source device 12. 

Destination device 14 may access stored video data from the storage device, e.g., via 

streaming or download. The file server may be any type of server capable of storing 

encoded video data and transmitting that encoded video data to the destination device

14. Example file servers include a web server (e.g., for a website), an FTP server, 

network attached storage (NAS) devices, or a local disk drive. Destination device 14 

may access the encoded video data through any standard data connection, including an 

Internet connection. This may include a wireless channel (e.g., a Wi-Fi connection), a
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wired connection (e.g., DSL, cable modem, etc.), or a combination of both that is 

suitable for accessing encoded video data stored on a file server. The transmission of 

encoded video data from the storage device may be a streaming transmission, a 

download transmission, or a combination thereof.

[0030] The techniques of this disclosure may be applied to video coding in support of 

any of a variety of wired or wireless multimedia applications, such as over-the-air 

television broadcasts, cable television transmissions, satellite television transmissions, 

Internet streaming video transmissions, such as dynamic adaptive streaming over HTTP 

(DASH), digital video that is encoded onto a data storage medium, decoding of digital 

video stored on a data storage medium, or other applications. In some examples, system 

10 may be configured to support one-way or two-way video transmission to support 

applications such as video streaming, video playback, video broadcasting, and/or video 

telephony.

[0031] In the example of FIG. 1, source device 12 includes video source 18, video 

encoder 20, and output interface 22. Destination device 14 includes input interface 28, 

video decoder 30, and display device 32. In other examples, source device 12 and 

destination device 14 include other components or arrangements. For example, source 

device 12 may receive video data from an external video source, such as an external 

camera. Likewise, destination device 14 may interface with an external display device, 

rather than including an integrated display device.

[0032] This disclosure describes video encoder 20 and video decoder 30 in the context 

of HEVC coding extensions and, in particular, MV-HEVC, SHVC, and 3D-HEVC 

coding extensions. However, the techniques of this disclosure may be applicable to 

other video coding standards or methods. The techniques described in this disclosure 

may be performed by video encoder 20, video decoder 30, or other devices, such as 

splicing engines, media aware network elements, streaming servers, routers, and other 

devices that encode, decode, assemble, construct, extract or otherwise process coded 

video bitstreams.

[0033] The illustrated system 10 of FIG. 1 is merely one example. Techniques

described in this disclosure may be performed by a digital video encoding and/or

decoding device. Although generally the techniques of this disclosure are performed by

video encoder 20 and/or video decoder 30, the techniques may also be performed by a

video encoder/decoder, typically referred to as a “CODEC.” Moreover, the techniques
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of this disclosure may also be performed by a video preprocessor. Source device 12 and 

destination device 14 are merely examples of such coding devices in which source 

device 12 generates coded video data for transmission to destination device 14. In some 

examples, devices 12, 14 may operate in a substantially symmetrical manner such that 

each of devices 12, 14 includes video encoding and decoding components. Hence, 

system 10 may support one-way or two-way video transmission between video devices 

12, 14, e.g., for video streaming, video playback, video broadcasting, or video 

telephony.

[0034] Video source 18 of source device 12 may include a video capture device, such as 

a video camera, a video archive containing previously captured video, and/or a video 

feed interface to receive video from a video content provider. As a further alternative, 

video source 18 may generate computer graphics-based data as the source video, or a 

combination of live video, archived video, and computer generated video. In some 

examples, if video source 18 is a video camera, source device 12 and destination device 

14 may form so-called smart phones, tablet computers or video phones. As mentioned 

above, however, the techniques described in this disclosure may be applicable to video 

coding in general, and may be applied to wireless and/or wired applications. In each 

case, the captured, pre-captured, or computer-generated video may be encoded by video 

encoder 20. The encoded video information may then be output by output interface 22 

onto a computer-readable medium 16.

[0035] Computer-readable medium 16 may include transient media, such as a wireless 

broadcast or wired network transmission, or data storage media (that is, non-transitory 

storage media). In some examples, a network server (not shown) may receive encoded 

video data from source device 12 and provide the encoded video data to destination 

device 14, e.g., via network transmission. Similarly, a computing device of a medium 

production facility, such as a disc stamping facility, may receive encoded video data 

from source device 12 and produce a disc containing the encoded video data.

Therefore, computer-readable medium 16 may be understood to include one or more 

computer-readable media of various forms, in various examples.

[0036] This disclosure may generally refer to video encoder 20 “signaling” certain

information to another device, such as video decoder 30. It should be understood that

video encoder 20 may signal information by associating certain syntax elements with

various encoded portions of video data. That is, video encoder 20 may “signal” data by
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storing certain syntax elements to headers or in payloads of various encoded portions of 

video data. In some cases, such syntax elements may be encoded and stored (e.g., 

stored to computer-readable medium 16) prior to being received and decoded by video 

decoder 30. Thus, the term “signaling” may generally refer to the communication of 

syntax or other data for decoding compressed video data, whether such communication 

occurs in real- or near-real-time or over a span of time, such as might occur when 

storing syntax elements to a medium at the time of encoding, which then may be 

retrieved by a decoding device at any time after being stored to this medium.

[0037] Input interface 28 of destination device 14 receives information from computer- 

readable medium 16. The information of computer-readable medium 16 may include 

syntax information defined by video encoder 20, which is also used by video decoder 

30, that includes syntax elements that describe characteristics and/or processing of 

blocks and other coded units, e.g., GOPs. Display device 32 displays the decoded video 

data to a user, and may comprise any of a variety of display devices such as a cathode 

ray tube (CRT), a liquid crystal display (LCD), a plasma display, an organic light 

emitting diode (OLED) display, a projection device, or another type of display device. 

[0038] Although not shown in FIG. 1, in some aspects, video encoder 20 and video 

decoder 30 may each be integrated with an audio encoder and decoder, and may include 

appropriate MUX-DEMUX units, or other hardware and software, to handle encoding 

of both audio and video in a common data stream or separate data streams. If 

applicable, MUX-DEMUX units may conform to the ITU H.223 multiplexer protocol, 

as one example, or other protocols such as the user datagram protocol (UDP).

[0039] Video encoder 20 and video decoder 30 each may be implemented as any of a 

variety of suitable encoder or decoder circuitry, as applicable, such as one or more 

microprocessors, digital signal processors (DSPs), application specific integrated 

circuits (ASICs), field programmable gate arrays (FPGAs), discrete logic circuitry, 

software, hardware, firmware or any combinations thereof. Each of video encoder 20 

and video decoder 30 may be included in one or more encoders or decoders, either of 

which may be integrated as part of a combined video encoder/decoder (CODEC). A 

device including video encoder 20 and/or video decoder 30 may comprise an integrated 

circuit, a microprocessor, and/or a wireless communication device, such as a cellular 

telephone.
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[0040] Example video coding standards include ITU-T H.261, ISO/IEC MPEG-1 

Visual, ITU-T H.262 or ISO/IEC MPEG-2 Visual, ITU-T H.263, ISO/IEC MPEG-4 

Visual and ITU-T H.264 (also known as ISO/IEC MPEG-4 AVC), including its 

Scalable Video Coding (SVC) and Multiview Video Coding (MVC) extensions. ITU-T 

H.264 | ISO/IEC 14496-10 defines the H.264/AVC video coding standard. Particular 

annexes of ITU-T H.264 | ISO/IEC 14496-10 define extensions of the H.264/AVC 

video coding standard. For instance, Annex B of ITU-T H.264 | ISO/IEC 14496-10 

defines a byte stream format for H.264/AVC. Annex G of ITU-T H.264 | ISO/IEC 

14496-10 defines the SVC extension of H.264/AVC. Annex H of ITU-T H.264 | 

ISO/IEC 14496-10 defines the MVC extension of H.264/AVC.

[0041] Recently, the design of a new video coding standard, namely High-Efficiency 

Video Coding (HEVC), has been finalized by the Joint Collaboration Team on Video 

Coding (JCT-VC) of ITU-T Video Coding Experts Group (VCEG) and ISO/IEC 

Motion Picture Experts Group (MPEG). Video encoder 20 and video decoder 30 may 

operate according to the HEVC standard and, more particularly, the Multi-View HEVC 

(MV-HEVC), Scalable HEVC (SHVC), or 3D-HEVC extensions of the HEVC 

standard, as referenced in this disclosure. HEVC presumes several additional 

capabilities of video coding devices relative to devices configured to perform coding 

according to other processes, such as, e.g., ITU-T H.264/AVC. For example, whereas 

H.264 provides nine intra-prediction encoding modes, the reference model of HEVC 

may provide as many as thirty-five intra-prediction encoding modes.

[0042] A HEVC draft specification, Wang et al., Document JCTVC-N1003_vl, Joint 

Collaborative Team on Video Coding (JCT-VC) of ITU-T SG 16 WP 3 and ISO/IEC 

JTC 1/SC 29/WG 11, 14th Meeting: Vienna, AT, 25 July - 2 Aug. 2013, and referred to 

as “HEVC WD” or “HEVC” herein, is available from: http://phenix.int- 

evry.fr/jct/doc_end_user/documents/14_Vienna/wgll/JCTVC-N1003-vl.zip. Rec. 

ITU-T H.265 | ISO/IEC 23008-2 is a final version of the HEVC standard.

[0043] The Joint Collaborative Team on 3D Video Coding Extension Development 

(JCT-3V) is developing the multiview extension to HEVC, namely MV-HEVC. A 

recent Working Draft (WD) of MV-HEVC, Tech et al., Document JCT3V-E1004-v6, 

Joint Collaborative Team on 3D Video Coding Extension Development of ITU-T SG 16 

WP 3 and ISO/IEC JTC 1/SC 29/WG 11, 5th Meeting: Vienna, AT, 27 Jul. -2 Aug. 

2013, referred to as “MV-HEVC WD5” or “MV-HEVC” herein, is available from:

http://phenix.int-evry.fr/jct/doc_end_user/documents/14_Vienna/wgll/JCTVC-N1003-vl.zip
http://phenix.int-evry.fr/jct/doc_end_user/documents/14_Vienna/wgll/JCTVC-N1003-vl.zip
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http://phenix.it-sudparis.eu/jct2/doc_end_user/documents/5_Vienna/wgll/JCT3V-

E1004-v6.zip.

[0044] Tech et al., Document JCT3V-E1001-v3, Joint Collaborative Team on 3D Video 

Coding Extension Development of ITU-T SG 16 WP 3 and ISO/IEC JTC 1/SC 29/WG 

11, 5th Meeting: Vienna, AT, 27 Jul. -2 Aug. 2013 (herein, “JCT3V-E1001” or “3D- 

HEVC”) is a recent working draft of the 3D extension of HEVC, namely 3D-HEVC. 

JCT3V-E1001 is available from http://phenix.int-

evry .fr/j ct2/doc_end_user/documents/5_V ienna/wg 11/JCT3V-E1001 -v3 .zip.

[0045] The JCT-VC is also developing a scalable extension to HEVC, named SHVC. 

Chen et al., Document JCTVC-N1008_v3, Joint Collaborative Team on Video Coding 

(JCT-VC) of ITU-T SG 16 WP 3 and ISO/IEC JTC 1/SC 29/WG 11, 14th Meeting: 

Vienna, AT, 25 July - 2 Aug. 2013 (herein, “SHVC WD3”or simply, “SHVC”), is a 

recent Working Draft (WD) of SHVC. SHVC WD3 is available from http://phenix.it- 

sudparis.eu/jct/doc_end_user/documents/14_Vienna/wgll/JCTVC-N1008-v3.zip .

[0046] Flynn et al., Document JCTVC-N1005_vl, Joint Collaborative Team on Video 

Coding (JCT-VC) of ITU-T SG 16 WP 3 and ISO/IEC JTC 1/SC 29/WG 11, 13th 

Meeting: Incheon, KR, 18-26 April 2013, document JCTVC-N1005, (herein, JCTVC- 

N1005) is a recent working draft of the range extension of HEVC. JCTVC-N1005 is 

available from http://phenix.int-

evry.fr/jct/doc_end_user/documents/14_Vienna/wgll/JCTVC-N1005-v3.zip.

[0047] In general, HEVC specifies that a video picture (or “frame”) may be divided into 

a sequence of largest coding units referred to as coding tree units (CTUs). A CTU may 

include corresponding luma and chroma components, referred to as coding tree blocks 

(CTB), e.g., luma CTB and chroma CTBs, including luma and chroma samples, 

respectively. Syntax data within a bitstream may define a size for the CTU, which is a 

largest coding unit in terms of the number of pixels. A slice includes a number of 

consecutive CTBs in coding order. A picture may be partitioned into one or more 

slices. Each CTB may be split into one or more coding units (CUs) according to a 

quadtree partitioning structure. In general, a quadtree data structure includes one node 

per CU, with a root node corresponding to the CTB. If a CU is split into four sub-CUs, 

the node corresponding to the CU includes four leaf nodes, each of which corresponds 

to one of the sub-CUs. A CU may comprise a coding block of luma samples and two 

corresponding coding blocks of chroma samples of a picture that has a luma sample

http://phenix.it-sudparis.eu/jct2/doc_end_user/documents/5_Vienna/wgll/JCT3V-
http://phenix.int-
http://phenix.it-sudparis.eu/jct/doc_end_user/documents/14_Vienna/wgll/JCTVC-N1008-v3.zip
http://phenix.it-sudparis.eu/jct/doc_end_user/documents/14_Vienna/wgll/JCTVC-N1008-v3.zip
http://phenix.int-
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array, a Cb sample array, and a Cr sample array, and syntax structures used to code the 

samples of the coding blocks. In monochrome pictures or pictures having three separate 

color planes, a CU may comprise a single coding block and syntax structures used to 

code the samples of the coding block.

[0048] Each node of the quadtree data structure may provide syntax data for the 

corresponding CU. For example, a node in the quadtree may include a split flag, 

indicating whether the CU corresponding to the node is split into sub-CUs. Syntax 

elements for a CU may be defined recursively, and may depend on whether the CU is 

split into sub-CUs. If a CU is not split further, it is referred as a leaf-CU. Four sub-CUs 

of a leaf-CU may also be referred to as leaf-CUs even if there is no explicit splitting of 

the original leaf-CU. For example, if a CU at 16x16 size is not split further, the four 

8x8 sub-CUs may be referred to as leaf-CUs although the 16x16 CU was never split. 

[0049] A CU in HEVC has a similar purpose as a macroblock of the H.264 standard, 

except that a CU does not have a size distinction. For example, a CTB may be split into 

four child nodes (also referred to as sub-CUs), and each child node may in turn be a 

parent node and be split into another four child nodes. A final, unsplit child node, 

referred to as a leaf node of the quadtree, comprises a coding node, also referred to as a 

leaf-CU. Syntax data associated with a coded bitstream may define a maximum number 

of times a CTB may be split, referred to as a maximum CU depth, and may also define a 

minimum size of the coding nodes. Accordingly, in some examples, a bitstream may 

also define a smallest coding unit.

[0050] A CU includes a coding node and one or more prediction units (PUs) and one or 

more transform units (TUs) associated with the coding node. This disclosure may use 

the term “block” to refer to any of a CU, prediction unit (PU), transform unit (TU), or 

partition thereof, in the context of HEVC, or similar data structures in the context of 

other standards. A size of the CU corresponds to a size of the coding node. The size of 

the CU may range from 8x8 pixels up to the size of the CTB with a maximum of 64x64 

pixels or greater.

[0051] Syntax data associated with a CU may describe partitioning of the CU into one

or more PUs. In general, a PU represents a spatial area corresponding to all or a portion

of a CU. Partitioning modes may differ between whether the CU is skip or direct mode

encoded, intra-prediction mode encoded, or inter-prediction mode encoded. PUs may

be partitioned to be non-square in shape, or include partitions that are non-rectangular in
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shape, in the case of depth coding as described in this disclosure. A PU of a CU may 

comprise a prediction block of luma samples, two corresponding prediction blocks of 

chroma samples, and syntax structures used to predict the prediction blocks. In 

monochrome pictures or pictures having three separate color planes, a PU may comprise 

a single prediction block and syntax structures used to predict the prediction block. 

Video encoder 20 may generate predictive blocks (e.g., luma, Cb, and Cr predictive 

blocks) for prediction blocks (e.g., luma, Cb, and Cr prediction blocks) of each PU of 

the CU.

[0052] A PU may include data for retrieving reference samples for the PU. The 

reference samples may be pixels from a reference block. In some examples, the 

reference samples may be obtained from a reference block, or generated, e.g., by 

interpolation or other techniques. A PU also includes data related to prediction. For 

example, when the PU is intra-mode encoded, data for the PU may be included in a 

residual quadtree (RQT), which may include data describing an intra-prediction mode 

for a TU corresponding to the PU.

[0053] As another example, when the PU is inter-mode encoded, the PU may include 

data defining one or more motion vectors for the PU. The data defining the motion 

vector for a PU may describe, for example, a horizontal component of the motion 

vector, a vertical component of the motion vector, a resolution for the motion vector 

(e.g., one-quarter pixel precision or one-eighth pixel precision), a reference picture to 

which the motion vector points, and/or a reference picture list (e.g., RefPicList 0 or 

RefPicList 1) for the motion vector.

[0054] HEVC supports prediction in various PU sizes. Assuming that the size of a 

particular CU is 2Nx2N, HEVC supports intra prediction in PU sizes of 2Nx2N or NxN, 

and inter prediction in symmetric PU sizes of 2Nx2N, 2NxN, Nx2N, or NxN. A PU 

having a size of 2Nx2N is the same size as the CU in which the PU resides. HEVC 

supports asymmetric partitioning for inter prediction in PU sizes of 2NxnU, 2NxnD, 

nLx2N, and nRx2N. In asymmetric partitioning, one direction of a CU is not 

partitioned, while the other direction is partitioned into 25% and 75%. The portion of 

the CU corresponding to the 25% partition is indicated by an “n” followed by an 

indication of “Up”, “Down,” “Left,” or “Right.” Thus, for example, “2NxnU” refers to 

a 2Nx2N CU that is partitioned horizontally with a 2NxO.5N PU on top and a 2Nxl ,5N 

PU on bottom. For depth coding, JCT3V-E1001 further supports partitioning of PUs
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according to depth modeling modes (DMMs), including non-rectangular partitions, as 

will be described.

[0055] In this disclosure, “NxN” and “N by N” may be used interchangeably to refer to 

the pixel dimensions of a video block in terms of vertical and horizontal dimensions, 

e.g., 16x16 pixels or 16 by 16 pixels. In general, a 16x16 block will have 16 pixels in a 

vertical direction (y = 16) and 16 pixels in a horizontal direction (x = 16). Likewise, an 

NxN block generally has N pixels in a vertical direction and N pixels in a horizontal 

direction, where N represents a non-negative integer value. The pixels in a block may 

be arranged in rows and columns. Moreover, blocks need not necessarily have the same 

number of pixels in the horizontal direction as in the vertical direction. For example, 

blocks may comprise NxM pixels, where M is not necessarily equal to N.

[0056] Syntax data associated with a CU may also describe partitioning of the CU into 

one or more TUs according to a quadtree. A TU can be square or non-square (e.g., 

rectangular) in shape. A TU of a CU may comprise a transform block of luma samples, 

two corresponding transform blocks of chroma samples, and syntax structures used to 

transform the transform block samples. In monochrome pictures or pictures having 

three separate color planes, a TU may comprise a single transform block and syntax 

structures used to transform the samples of the transform block. The HEVC standard 

allows for transformations according to TUs. Video encoder 20 may transform pixel 

difference values associated with the TUs to produce transform coefficients.

[0057] In some examples, the sizes of TUs of a CU are based on the sizes of PUs of the 

CU, although this may not always be the case. Furthermore, in some examples, the TUs 

are the same size or smaller than the PUs. Residual samples (i.e., pixel difference 

values) corresponding to a CU may be subdivided into smaller units (i.e., transform 

blocks) using a quadtree structure known as “residual quad tree” (RQT). In other 

words, a leaf-CU may include a quadtree indicating how the leaf-CU is partitioned into 

TUs. The root node of a TU quadtree (i.e., an RQT) generally corresponds to a leaf-CU. 

The leaf nodes of the RQT correspond to TUs. TUs of the RQT that are not split are 

referred to as leaf-TUs. In general, this disclosure uses the terms CU and TU to refer to 

a leaf-CU and leaf-TU, respectively, unless noted otherwise.

[0058] The TU may be specified using an RQT (also referred to as a TU quadtree 

structure), as discussed above. For example, a split flag may indicate whether a leaf-CU 

is split into four TUs. Then, each TU may be split further into further sub-TUs. When
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a TU is not split further, the TU may be referred to as a leaf-TU. In some examples, for 

intra coding, all the leaf-TUs belonging to a leaf-CU share the same intra prediction 

mode. That is, the same intra prediction mode is generally applied to calculate 

predicted values for all TUs of a leaf-CU. For intra coding, a video encoder 20 may 

calculate a residual value for each leaf-TU using the intra prediction mode, as a 

difference between the portion of the CU corresponding to the TU and the original 

block. A TU is not necessarily limited to the size of a PU. Thus, TUs may be larger or 

smaller than a PU. For intra coding, a PU may be collocated with a corresponding leaf- 

TU for the same CU. In some examples, the maximum size of a leaf-TU may 

correspond to the size of the corresponding leaf-CU.

[0059] Following regular intra predictive or inter predictive coding using the PUs of a 

CU, video encoder 20 may calculate residual data for the TUs of the CU. The PUs may 

comprise syntax data describing a method or mode of generating predictive pixel data in 

the spatial domain (also referred to as the pixel domain) and the TUs, for regular 

residual coding, may comprise coefficients in the transform domain following 

application of a transform, e.g., a discrete cosine transform (DCT), an integer transform, 

a wavelet transform, or a conceptually similar transform to residual video data. The 

residual data may correspond to pixel differences between pixels of the unencoded 

picture and prediction values corresponding to the PUs. Video encoder 20 may form the 

TUs including the residual data for the CU, and then transform the TUs to produce 

transform coefficients for the CU.

[0060] Following any transforms to produce transform coefficients, video encoder 20 

may perform quantization of the transform coefficients. Quantization generally refers to 

a process in which transform coefficients are quantized to possibly reduce the amount of 

data used to represent the coefficients, providing further compression. The quantization 

process may reduce the bit depth associated with some or all of the coefficients. For 

example, an n-bit value may be rounded down to an m-bit value during quantization, 

where n is greater than m.

[0061] Following quantization, video encoder 20 may scan the quantized transform

coefficients, producing a one-dimensional vector from the two-dimensional matrix

including the quantized transform coefficients. The scan may be designed to place

higher energy (and therefore lower frequency) coefficients at the front of the array and
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to place lower energy (and therefore higher frequency) coefficients at the back of the 

array.

[0062] In some examples, video encoder 20 may utilize a predefined scan order to scan 

the quantized transform coefficients to produce a serialized vector that can be entropy 

encoded. In other examples, video encoder 20 may perform an adaptive scan. After 

scanning the quantized transform coefficients to form a one-dimensional vector, video 

encoder 20 may entropy encode the one-dimensional vector, e.g., according to context- 

adaptive binary arithmetic coding (CABAC), as used in HEVC. Examples of other 

entropy coding processes include context-adaptive variable length coding (CAVLC), 

syntax-based context-adaptive binary arithmetic coding (SBAC), and Probability 

Interval Partitioning Entropy (PIPE) coding. Video encoder 20 may also entropy 

encode syntax elements associated with encoded video data for use by video decoder 30 

in decoding video data.

[0063] A video sequence typically includes a series of pictures. As described herein, 

“picture” and “frame” may be used interchangeably. Each slice of a picture may 

include slice syntax data that describes an encoding mode for the respective slice.

Video encoder 20 typically operates on video blocks within individual video slices in 

order to encode the video data. A video block may correspond to a coding node within 

a CU. The video blocks may have fixed or varying sizes, and may differ in size 

according to a specified coding standard.

[0064] Video encoder 20 and/or video decoder 30 may perform intra-picture prediction 

coding of depth data and inter-prediction coding of depth data. In HEVC, assuming that 

the size of a CU is 2Nx2N, video encoder 20 and video decoder 30 may support various 

PU sizes of 2Nx2N or NxN for intra-prediction, and symmetric PU sizes of 2Nx2N, 

2NxN, Nx2N, NxN, or similar sizes for inter-prediction. A video encoder and video 

decoder may also support asymmetric partitioning for PU sizes of 2NxnU, 2NxnD, 

nLx2N, and nRx2N for inter-prediction.

[0065] Video encoder 20 may output a bitstream that includes a sequence of bits that 

forms a representation of coded pictures and associated data. The term “bitstream” may 

be a collective term used to refer to either a Network Abstraction Layer (NAL) unit 

stream (e.g., a sequence of NAL units) or a byte stream (e.g., an encapsulation of a NAL 

unit stream containing start code prefixes and NAL units as specified by Annex B of the 

HEVC standard). A NAL unit is a syntax structure containing an indication of the type
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of data in the NAL unit and bytes containing that data in the form of a raw byte 

sequence payload (RBSP) interspersed as necessary with emulation prevention bits. 

[0066] Each of the NAL units may include a NAL unit header and may encapsulate an 

RBSP. The NAL unit header may include various syntax elements, such as a syntax 

element that indicates a NAL unit type code. Any syntax element contained in a NAL 

unit header may be referred to herein as a NAL unit header syntax element. The NAL 

unit type code specified by the NAL unit header of a NAL unit indicates the type of the 

NAL unit. A RBSP may be a syntax structure containing an integer number of bytes 

that is encapsulated within a NAL unit. In some instances, an RBSP includes zero bits. 

[0067] Different types of NAL units may encapsulate different types of RBSPs. Lor 

example, a first type of NAL unit may encapsulate an RBSP for a picture parameter set 

(PPS), a second type of NAL unit may encapsulate an RBSP for a slice segment, a third 

type of NAL unit may encapsulate an RBSP for Supplemental Enhancement 

Information (SEI), and so on. NAL units that encapsulate RBSPs for video coding data 

(as opposed to RBSPs for parameter sets and SEI messages) may be referred to as video 

coding layer (VCL) NAL units. NAL units that contain parameter sets (e.g., video 

parameter sets (VPSs), sequence parameter sets (SPSs), PPSs, etc.) may be referred to 

as parameter set NAL units. NAL units that contain SEI messages may be referred to as 

SEI NAL units. Supplemental Enhancement Information (SEI) contains information 

that is not necessary to decode the samples of coded pictures from VCL NAL units. 

[0068] Video decoder 30 may receive a bitstream generated by video encoder 20. In 

addition, video decoder 30 may parse the bitstream to obtain syntax elements from the 

bitstream. Video decoder 30 may reconstruct the pictures of the video data based at 

least in part on the syntax elements obtained from the bitstream. The process to 

reconstruct the video data may be generally reciprocal to the process performed by 

video encoder 20 to encode the video data. Lor instance, video decoder 30 may use 

motion vectors of PUs to determine predictive blocks for the PUs of a current CU. In 

addition, video decoder 30 may inverse quantize coefficient blocks of TUs of the 

current CU. Video decoder 30 may perform inverse transforms on the coefficient 

blocks to reconstruct transform blocks of the TUs of the current CU. Video decoder 30 

may reconstruct the coding blocks of the current CU by adding the samples of the 

predictive blocks for PUs of the current CU to corresponding samples of the transform
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blocks of the TUs of the current CU. By reconstructing the coding blocks for each CU 

of a picture, video decoder 30 may reconstruct the picture.

[0069] In multi-view coding, there may be multiple views of the same scene from 

different viewpoints. The term “access unit” may be used to refer to the set of pictures 

that correspond to the same time instance. Thus, video data may be conceptualized as a 

series of access units occurring over time. A “view component” may be a coded 

representation of a view in a single access unit. In this disclosure, a “view” may refer to 

a sequence or set of view components associated with the same view identifier. A view 

component may contain a texture view component and a depth view component.

[0070] A texture view component (i.e., a texture picture) may be a coded representation 

of the texture of a view in a single access unit. A texture view may be a sequence of 

texture view components associated with an identical value of a view order index. A 

view order index of a view may indicate a camera position of the view relative to other 

views. A depth view component (i.e., a depth picture) may be a coded representation of 

the depth of a view in a single access unit. A depth view may be a set or sequence of 

one or more depth view components associated with an identical value of view order 

index.

[0071] In MV-HEVC, 3D-HEVC and SHVC, a video encoder may generate a bitstream 

that comprises a series of NAL units. Different NAL units of the bitstream may be 

associated with different layers of the bitstream. A layer may be defined as a set of 

VCL NAL units and associated non-VCL NAL units that have the same layer identifier. 

A layer may be equivalent to a view in multi-view video coding. In multi-view video 

coding, a layer can contain all view components of the same layer with different time 

instances. Each view component may be a coded picture of the video scene belonging 

to a specific view at a specific time instance. In some examples of 3D video coding, a 

layer may contain either all coded depth pictures of a specific view or coded texture 

pictures of a specific view. In other examples of 3D video coding, a layer may contain 

both texture view components and depth view components of a specific view.

Similarly, in the context of scalable video coding, a layer typically corresponds to coded

pictures having video characteristics different from coded pictures in other layers. Such

video characteristics typically include spatial resolution and quality level (e.g., Signal-

to-Noise Ratio). In HEVC and its extensions, temporal scalability may be achieved
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within one layer by defining a group of pictures with a particular temporal level as a 

sub-layer.

[0072] For each respective layer of the bitstream, data in a lower layer may be decoded 

without reference to data in any higher layer. In scalable video coding, for example, 

data in a base layer may be decoded without reference to data in an enhancement layer. 

In general, NAL units may only encapsulate data of a single layer. Thus, NAL units 

encapsulating data of the highest remaining layer of the bitstream may be removed from 

the bitstream without affecting the decodability of data in the remaining layers of the 

bitstream. In multi-view coding and 3D-HEVC, higher layers may include additional 

view components. In SHVC, higher layers may include signal to noise ratio (SNR) 

enhancement data, spatial enhancement data, and/or temporal enhancement data. In 

MV-HEVC, 3D-HEVC and SHVC, a layer may be referred to as a “base layer” if a 

video decoder can decode pictures in the layer without reference to data of any other 

layer. The base layer may conform to the HEVC base specification (e.g., HEVC WD). 

[0073] In SVC, layers other than the base layer may be referred to as “enhancement 

layers” and may provide information that enhances the visual quality of video data 

decoded from the bitstream. SVC can enhance spatial resolution, signal-to-noise ratio 

(i.e., quality) or temporal rate. In scalable video coding (e.g., SHVC), a “layer 

representation” may be a coded representation of a spatial layer in a single access unit. 

For ease of explanation, this disclosure may refer to view components and/or layer 

representations as “view components/layer representations” or simply “pictures.”

[0074] To implement the layers, headers of NAL units may include

nuh_reserved_zero_6bits syntax elements. In the HEVC WD, the

nuh_reserved_zero_6bits syntax element is reserved. However, in MV-HEVC, 3D- 

HEVC, and SVC, the nuh_reserved_zero_6bits syntax element is referred to as the 

nuhlayerid syntax element. The nuhlayerid syntax element specifies an identifier 

of a layer. NAL units of a bitstream that have nuh layer id syntax elements that 

specify different values belong to different layers of the bitstream.

[0075] In some examples, the nuh layer id syntax element of a NAL unit is equal to 0

if the NAL unit relates to a base layer in multi-view coding (e.g., MV-HEVC), 3DV

coding (e.g. 3D-HEVC), or scalable video coding (e.g., SHVC). If a NAL unit does not

relate to a base layer in multi-view coding, 3DV, or scalable video coding, the

nuh layer id syntax element of the NAL unit may have a non-zero value.
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[0076] Furthermore, some view components/layer representations within a layer may be 

decoded without reference to other view components/layer representations within the 

same layer. Thus, NAL units encapsulating data of certain view components/layer 

representations of a layer may be removed from the bitstream without affecting the 

decodability of other view components/layer representations in the layer. Removing 

NAL units encapsulating data of such view components/layer representations may 

reduce the frame rate of the bitstream. A subset of view components/layer 

representations within a layer that may be decoded without reference to other view 

components/layer representations within the layer may be referred to herein as a “sub­

layer” or a “temporal sub-layer.”

[0077] NAL units may include temporalid syntax elements that specify temporal 

identifiers (i.e., Temporallds) of the NAL units. The temporal identifier of a NAL unit 

identifies a sub-layer to which the NAL unit belongs. Thus, each sub-layer of a layer 

may have a different temporal identifier. In general, if the temporal identifier of a first 

NAL unit of a layer is less than the temporal identifier of a second NAL unit of the 

same layer, the data encapsulated by the first NAL unit may be decoded without 

reference to the data encapsulated by the second NAL unit.

[0078] A bitstream may be associated with a plurality of operation points. Each 

operation point of a bitstream is associated with a set of layer identifiers (e.g., a set of 

nuhlayerid values) and a temporal identifier. The set of layer identifiers may be 

denoted as OpLayerldSet and the temporal identifier may be denoted as TemporallD. If 

a NAL unit’s layer identifier is in an operation point’s set of layer identifiers and the 

NAL unit’s temporal identifier is less than or equal to the operation point’s temporal 

identifier, the NAL unit is associated with the operation point. Thus, an operation point 

may correspond to a subset (e.g., a proper subset) of NAL units in the bitstream.

[0079] The MPEG-2 Systems specification describes how compressed multimedia 

(video and audio) data streams may be multiplexed together with other data to form a 

single data stream suitable for digital transmission or storage. The latest specification of 

MPEG-2 TS is the ITU-T recommendation H.222.0, 2012 June version (herein, 

“MPEG-2 TS”), wherein the support of advanced video coding (AVC) and AVC 

extensions are provided. Recently, the amendment of MPEG-2 TS for HEVC has been 

developed. The latest document is “Text of ISO/IEC 13818-1: 2013 / Final Draft
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Amendment 3 - Transport of HEVC video over MPEG-2 Systems,” in MPEG output 

document N13656, July 2013.

[0080] The MPEG-2 Systems specification defines the concept of an elementary stream. 

Specifically, an elementary stream is a single, digitally coded (possibly MPEG- 

compressed) component of a program. For example, the coded video or audio part of 

the program can be an elementary stream. An elementary stream is firstly converted 

into a packetized elementary stream (PES) before being multiplexed into a program 

stream or transport stream. Within the same program, streamid is used to distinguish 

the PES-packets belonging to one elementary stream from another.

[0081] Additionally, the MPEG-2 Systems specification defines the concepts of a 

program stream and a transport stream. Program streams and transport streams are two 

alternative multiplexes targeting on different applications. Program streams are biased 

for the storage and display of a single program from a digital storage service and a 

program stream is intended for use in error-free environments because it is rather 

susceptible to errors. In contrast, transport streams are intended for the simultaneous 

delivery of a number of programs over potentially error-prone channels. In general, a 

transport stream is a multiplex devised for multi-program applications such as 

broadcasting, so that a single transport stream can accommodate many independent 

programs. A program stream simply comprises the elementary streams belonging to it 

and usually contains packets with variable length packets.

[0082] In a program stream, PES-packets that are derived from the contributing 

elementary streams are organized into ‘packs.’ A pack comprises a pack-header, an 

optional system header, and any number of PES-packets taken from any of contributing 

elementary streams (i.e., elementary streams of the program stream), in any order. The 

system header contains a summary of the characteristics of the program stream such as: 

the maximum data rate of the program stream, the number of contributing video and 

audio elementary streams of the program stream, and further timing information. A 

decoder, such as decoder 30, may use the information contained in a system header to 

determine whether or not the decoder is capable of decoding the program stream.

[0083] A transport stream comprises a succession of transport packets. Transport

packets are a type of PES-packets. Each of the transport packets is 188-bytes long. The

use of short, fixed length packets in transport streams means that the transport streams

are not as susceptible to errors as program streams. Further, processing the transport
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packet through a standard error protection process, such as Reed-Solomon encoding 

may give each 188-byte-long transport packet additional error protection. The 

improved error resilience of a transport stream means that the transport stream has a 

better chance of surviving error-prone channels, such as those found in a broadcast 

environment. Given the increased error resilience of transport streams and the ability to 

carry many simultaneous programs in a transport stream, it might seem that transport 

streams are clearly the better of the two multiplexes (i.e., program streams and transport 

streams). However, the transport stream is a more sophisticated multiplex than the 

program stream and is consequently more difficult to create and to demultiplex.

[0084] The first byte of a transport packet is a synchronization byte, which is 0x47. A 

single transport stream may carry many different programs, each comprising many 

packetised elementary streams. In addition, a transport packet includes a 13-bit Packet 

Identifier (PID) field. The PID field is used to distinguish transport packets containing 

the data of one elementary stream from transport packets carrying data of other 

elementary streams. It is the responsibility of the multiplexer to ensure that each 

elementary stream is awarded a unique PID value. The last byte of a transport packet is 

the continuity count field. The value of the continuity count field is incremented 

between successive transport packets belonging to the same elementary stream. 

Incrementing the value of the continuity count field enables a decoder, such as decoder 

30, to detect the loss or gain of a transport packet and potentially conceal errors that 

might otherwise result from the loss or gain of a transport packet.

[0085] Although an elementary stream to which a transport packet belongs may be 

determined based on a PID value of the transport packet, a decoder may need to be able 

to determine which elementary streams belong to which program. Accordingly, 

program specific information explicitly specifies the relationship between programs and 

component elementary streams. For instance, the program specific information may 

specify a relationship between a program and elementary streams belonging to the 

program. The program specific information of a transport stream may include a 

program map table (PMT), a program association table (PAT), a conditional access 

table, and a network information table.

[0086] Every program carried in a transport stream is associated with a Program Map 

Table (PMT). A PMT is permitted to include more than one program. For instance, 

multiple programs carried in a transport stream may be associated with the same PMT.
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A PMT associated with a program gives details about the program and the elementary 

streams that comprise the program. For example, a program with number 3 may contain 

the video with PID 33, English audio with PID 57, Chinese audio with PID 60. In other 

words, in this example, the PMT may specify that an elementary stream whose transport 

packets include PID fields with values equal to 33 contains video of a program with a 

number (e.g., programnumber) equal to 3, that an elementary stream whose transport 

packets include PID fields with values equal to 57 contains English audio of the 

program with number 3, and that an elementary stream whose transport packets include 

PID fields with values equal to 60 contains Chinese audio of the program with number

3.

[0087] A basic PMT may be embellished with some of the many descriptors specified 

within the MPEG-2 systems specification. In other words, a PMT may include include 

one or more descriptors. The descriptors convey further information about a program or 

component elementary streams of the program. The descriptors may include video 

encoding parameters, audio encoding parameters, language identification information, 

pan-and-scan information, conditional access details, copyright information, and so on. 

A broadcaster or other user may define additional private descriptors, if required. In 

video related component elementary streams, there is also a hierarchy descriptor. The 

hierarchy descriptor provides information identifying the program elements containing 

components of hierarchically-coded video, audio, and private streams. The private 

streams may include metadata, such as a stream of program specific information. In 

general, a program element is one of the data or elementary streams that are included in 

a program (i.e., a component elementary stream of the program). In MPEG-2 transport 

streams, program elements are usually packetized. In MPEG-2 program streams, the 

program elements are not packetized.

[0088] Program-specific information of a program stream may include a program 

stream map (PSM). A PSM of a program stream provides a description of elementary 

streams in the program stream and the relationships of the elementary streams to one 

another. When carried in a Transport Stream this structure shall not be modified. The 

PSM is present as a PES packet when the streamid value is OxBC.

[0089] As indicated above, the program-specific information of a transport stream may 

include a program association table (PAT). The PAT of a transport stream contains a 

complete list of all the programs available in the transport stream. The PAT always has
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the PID value 0. In other words, transport packets having PID values equal to 0 contain 

the PAT. The PAT lists each respective program of a transport stream along with the 

PID value of the transport packets that contain the Program Map Table associated with 

the respective program. For instance, in the example PMT described above, the PAT 

may include information specifying that the PMT that specifies the elementary streams 

of program number 3 has a PID of 1001 and may include information specifying that 

another PMT has another PID of 1002. In other words, in this example, the PAT may 

specify that transport packets whose PID fields have values equal to 1001 contain the 

PMT of program number 3 and the PAT may specify that transport packets whose PID 

fields have values equal to 1002 contain the PMT of another program.

[0090] Furthermore, as indicated above, the program-specific information of a transport 

stream may include a network information table (NIT). The program number zero, 

specified in a PAT of a transport stream, has special meaning. Specifically, program 

number 0 points to the NIT. The NIT of a transport stream is optional and when 

present, the NIT provides information about the physical network carrying the transport 

stream. For instance the NIT may provide information such as channel frequencies, 

satellite transponder details, modulation characteristics, service originator, service name 

and details of alternative networks available.

[0091] As indicated above, the program-specific information of a transport stream may 

include a conditional access table (CAT). A CAT must be present if any elementary 

stream within a transport stream is scrambled. The CAT provides details of the 

scrambling system(s) in use and provides the PID values of transport packets that 

contain the conditional access management and entitlement information. MPEG-2 does 

not specify the format of this information.

[0092] As indicated above, a PMT may include one or more descriptors that convey 

information about a program or compoenent elementary stream of a program. The one 

or more descriptors in a PMT may include a hierarchy descriptor. In MPEG-2 transport 

stream (TS), the hierarchy descriptor is designed to signal the hierarchy of the sub­

bitstreams in different elementary streams. The hierarchy descriptor provides 

information to identify the program elements containing components of hierarchically- 

coded video, audio, and private streams. Table 2-49, below, shows a syntax of a 

hierarchy descriptor. The paragraphs following Table 2-49 describe semantics of the 

fields of the hierarchy descriptor.
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Table 2-49 - Hierarchy descriptor

Syntax No. of
bits

Mnemo
nic

hierarchy_descriptor() {

descriptortag 8 uimsbf
descriptorlength 8 uimsbf
reserved 1 bslbf
temporalscalabilityflag 1 bslbf
spatialscalabilityflag 1 bslbf
qualityscalabilityflag 1 bslbf
hierarchytype 4 uimsbf
reserved 2 bslbf
hierarchylayerindex 6 uimsbf
trefpresentflag 1 bslbf
reserved 1 bslbf
hierarchyembeddedlayerindex 6 uimsbf
reserved 2 bslbf

}
hierarchychannel 6 uimsbf

[0093] temporalscalabilityflag - A 1 -bit flag, which when set to '0' indicates that the 

associated program element enhances the frame rate of the bit-stream resulting from the 

program element referenced by the hierarchyembeddedlayerindex. The value of'1' 

for this flag is reserved.

[0094] spatialscalabilityflag - A 1 -bit flag, which when set to '0' indicates that the 

associated program element enhances the spatial resolution of the bit-stream resulting 

from the program element referenced by the hierarchy embedded layer index. The 

value of '1' for this flag is reserved.

[0095] qualityscalabilityflag - A 1 -bit flag, which when set to '0' indicates that the 

associated program element enhances the SNR quality or fidelity of the bit-stream 

resulting from the program element referenced by the

hierarchy embedded layer index. The value of'1' for this flag is reserved.

[0096] hierarchy_type - The hierarchical relation between the associated hierarchy

layer and its hierarchy-embedded layer is defined in Table 2-50 (shown below). If

scalability applies in more than one dimension, this field shall be set to the value of'8'

("Combined Scalability"), and the flags temporalscalabilityflag,
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spatial_scalability_flag and quality_scalability_flag shall be set accordingly. For MVC 

video sub-bitstreams, this field shall be set to the value of'9' ("MVC video 

sub-bitstream") and the flags temporal_scalability_flag, spatial_scalability_flag and 

quality_scalability_flag shall be set to T. For MVC base view sub-bitstreams, the 

hierarchy type field shall be set to the value of’15’ and the flags 

temporal_scalability_flag, spatial_scalability_flag and quality_scalability_flag shall be 

set to T.

[0097] hierarchy_layer_index - The hierarchylayerindex is a 6-bit field that 

defines a unique index of the associated program element in a table of coding layer 

hierarchies. Indices shall be unique within a single program definition. For video sub­

bitstreams of AVC video streams conforming to one or more profiles defined in Annex 

G of Rec. ITU-T H.264 | ISO/IEC 14496-10, this is the program element index, which is 

assigned in a way that the bitstream order will be correct if associated SVC dependency 

representations of the video sub-bitstreams of the same access unit are re-assembled in 

increasing order of hierarchy layer index. For MVC video sub-bitstreams of AVC 

video streams conforming to one or more profiles defined in Annex H of Rec. ITU-T 

H.264 | ISO/IEC 14496-10, this is the program element index, which is assigned in a 

way that the bitstream order will be correct if associated MVC view-component subsets 

of the MVC video sub-bitstreams of the same access unit are re-assembled in increasing 

order of hierarchy layer index.

[0098] trefpresentflag - A 1 -bit flag, which when set to O’ indicates that the TREF 

field may be present in the PES packet headers in the associated elementary stream.

The value of T for this flag is reserved.

[0099] hierarchy_embedded_layer_index - The hierarchyembeddedlayerindex is 

a 6-bit field that defines the hierarchy layer index of the program element that needs to 

be accessed and be present in decoding order before decoding of the elementary stream 

associated with this hierarchydescriptor. The hierarchy embedded layer index field 

is undefined if the hierarchytype value is 15.

[0100] hierarchy_channel - The hierarchychannel is a 6-bit field that indicates the

intended channel number for the associated program element in an ordered set of

transmission channels. The most robust transmission channel is defined by the lowest

value of this field with respect to the overall transmission hierarchy definition. A given

hierarchy channel may at the same time be assigned to several program elements.
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[0101] Table 2-50, below, describes the meaning of values of the hierarchy type field 

of a hierarchy descriptor.

Table 2-50 - Hierarchy type field values

Value Description

0 Reserved
1 Spatial Scalability
2 SNR Scalability
3 Temporal Scalability
4 Data partitioning
5 Extension bitstream
6 Private Stream
7 Multi-view Profile
8 Combined Scalability
9 MVC video sub-bitstream

10-14 Reserved
15 Base layer or MVC base view sub-bitstream or AVC 

video sub-bitstream of MVC

[0102] As indicated above, a PMT may include one or more descriptors that convey 

information about a program or compoenent elementary stream of a program. In 

MPEG-2 TS, two descriptors signal characteristics of the sub-bitstreams for SVC and 

MVC respectively: a SVC extension descriptor and an MVC extension descriptor. In 

addition, there is an MVC operation point descriptor that describes the characteristics of 

operation points. The syntax and semantics of the three descriptors are provided below. 

[0103] For video sub-bitstreams of AVC video streams conforming to one or more 

profiles defined in Annex G of Rec. ITU-T H.264 | ISO/IEC 14496-10, the SVC 

extension descriptor provides information about the AVC video stream resulting from 

re-assembling (up to) the associated video sub-bitstream and provides information about 

scalability and re-assembly of the associated video sub-bitstream. There may be one 

SVC extension descriptor associated with any of the video sub-bitstreams of an AVC 

video stream conforming to one or more profiles defined in Annex G of Rec. ITU- 

T H.264 | ISO/IEC 14496-10. Table 2-96 describes the syntax of the SVC extension 

descriptor. The paragraphs following Table 2-96 describe the semantics of fields of the 

SVC extension descriptor.
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Table 2-96 - SVC extension descriptor

Syntax No. of bits Mnemonic

SVC extension descriptor() {
descriptor tag 8 uimsbf
descriptor length 8 uimsbf
width 16 uimsbf
height 16 uimsbf
frame rate 16 uimsbf
average bitrate 16 uimsbf
maximum bitrate 16 uimsbf
dependency id 3 bslbf
reserved 5 bslbf
quality id start 4 bslbf
quality id end 4 bslbf
temporal id start 3 bslbf
temporal id end 3 bslbf
no sei nal unit present 1 bslbf
reserved

}
1 bslbf

[0104] width - This 16-bit field indicates the maximum image width resolution, in 

pixels of the re-assembled AVC video stream.

[0105] height - This 16-bit field indicates the maximum image height resolution, in 

pixels of the re-assembled AVC video stream.

[0106] frame_rate - This 16-bit field indicates the maximum frame rate, in 

frames/256 seconds of the re-assembled AVC video stream.

[0107] averagebitrate - This 16-bit field indicates the average bit rate, in kbit per 

second, of the re-assembled AVC video stream.

[0108] maximumbitrate - This 16-bit field indicates the maximum bit rate, in kbit 

per second, of the re-assembled AVC video stream.

[0109] dependencyid - This 3-bit field indicates the value of dependency id 

associated with the video sub-bitstream.

[0110] quality_id_start - This 4-bit field indicates the minimum value of the 

qualityid of the NAL unit header syntax element of all the NAL units contained in the 

associated video sub-bitstream. The quality id specifies a quality identifier for ahe 

NAL unit.

[0111] qualityidend - This 4-bit field indicates the maximum value of the

quality id of the NAL unit header syntax element of all the NAL units contained in the

associated video sub-bitstream.
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[0112] temporal_id_start - This 3-bit field indicates the minimum value of the 

temporalid of the NAL unit header syntax element of all the NAL units contained in 

the associated video sub-bitstream.

[0113] temporal_id_end - This 3-bit field indicates the maximum value of the 

temporal id of the NAL unit header syntax element of all the NAL units contained in 

the associated video sub-bitstream.

[0114] no_sei_nal_unit_present - This 1 -bit flag when set to '1' indicates that no SEI 

NAL units are present in the associated video sub-bitstream. In case the 

noscinalunitp resent flag is set to '1' for all SVC video sub-bitstreams and is not set 

to '1' or not present for the AVC video sub-bitstream of SVC, any SEI NAL units, if 

present, are included in the AVC video sub-bitstream of SVC. If the SVC extension 

descriptor is absent for all video sub-bitstreams, SEI NAL units may be present in any 

SVC dependency representation of an SVC video sub-bitstream, and may require re­

ordering to the order of NAL units within an access unit as defined in Rec. ITU-T H.264 

| ISO/IEC 14496-10 before access unit re-assembling.

[0115] For MVC video sub-bitstreams of AVC video streams conforming to one or 

more profiles defined in Annex H of Rec. ITU-T H.264 | ISO/IEC 14496-10, the MVC 

extension descriptor provides information about the AVC video stream resulting from 

re-assembling (up to) the associated MVC video sub-bitstream and provides information 

about the contained MVC video sub-bitstream and for the re-assembly of the associated 

MVC video sub-bitstream. There may be one MVC extension descriptor associated 

with any of the MVC video sub-bitstreams (with stream type equal to 0x20) of an AVC 

video stream conforming to one or more profiles defined in Annex H of Rec. ITU-T 

H.264 | ISO/IEC 14496-10. When the MVC video sub-bitstream is an MVC base view 

sub-bitstream, the MVC extension descriptor shall be present in the associated PMT or 

PSM for streamtype equal to OxlB. Table 2-97 describes the syntax of the MVC 

extension descriptor. The paragraphs following Table 2-97 describe semantics of 

particular fields of the MVC extension descriptor.
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Table 2-97 - MVC extension descriptor

Syntax No. of bits Mnemonic

MVC_extension_descriptor() {
descriptortag 8 Uimsbf
descriptorlength 8 Uimsbf
averagebitrate 16 Uimsbf
maximum bitrate 16 Uimsbf
reserved 4 Bslbf
view order index min 10 Bslbf
view order index max 10 Bslbf
temporalidstart 3 Bslbf
temporalidend 3 Bslbf
no sei nal unit present 1 Bslbf
no prefix nal unit present

}
1 Bslbf
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[0116] averagejbitrate - This 16-bit field indicates the average bit rate, in kbits per 

second, of the re-assembled AVC video stream. When set to 0, the average bit rate is not 

indicated.

[0117] maximumjbitrate - This 16-bit field indicates the maximum bit rate, in kbits 

per second, of the re-assembled AVC video stream. When set to 0, the maximum bit 

rate is not indicated.

[0118] view_order_index_min - This 10-bit field indicates the minimum value of the 

view order index of all the NAL units contained in the associated MVC video sub­

bitstream.

[0119] view_order_index_max - This 10-bit field indicates the maximum value of the 

view order index of all the NAL units contained in the associated MVC video sub­

bitstream.

[0120] temporal_id_start - This 3-bit field indicates the minimum value of the 

temporal id of the NAL unit header syntax element of all the NAL units contained in 

the associated MVC video sub-bitstream.

[0121] temporal_id_end - This 3-bit field indicates the maximum value of the 

temporal id of the NAL unit header syntax element of all the NAL units contained in 

the associated MVC video sub-bitstream.

[0122] no_sei_nal_unit_present - This 1 -bit flag when set to '1' indicates that no SEI 

NAL units are present in the associated video sub-bitstream. In case the 

no_sei_nal_unit_present flag is set to '1' for all MVC video sub-bitstreams and is not set 

to '1' or not present for the AVC video sub-bitstream of MVC, any SEI NAL units, if 

present, are included in the AVC video sub-bitstream of MVC. If the MVC extension 

descriptor is absent for all MVC video sub-bitstreams, SEI NAL units may be present in 

any MVC view-component subset of an MVC video sub-bitstream, and may require re­

ordering to the order of NAL units within an access unit as defined in Rec. ITU-T H.264 

| ISO/IEC 14496-10 before access unit re-assembling.

[0123] no_prefix_nal_unit_present - This 1 -bit flag when set to '1' indicates that no

prefix NAL units are present in either the AVC video sub-bitstream of MVC or MVC

video sub-bitstreams. When this bit is set to O', it indicates that prefix NAL units are

present in the AVC video sub-bitstream of MVC only.
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[0124] The MVC operation point descriptor indicate profile and level information for 

one or more operation points.

[0125] Each of the one or more operation points is constituted by a set of one or more 

MVC video sub-bitstreams. If present, the MVC operation point descriptor shall be 

included in the group of data elements following immediately the programinfolength 

field in the programmapsection. If an MVC operation point descriptor is present 

within a program description, at least one hierarchy descriptor shall be present for each 

MVC video sub-bitstream present in the same program. In order to indicate different 

profiles, one MVC operation point descriptor per profile is needed. Table 2-100 

specifies the syntax of the MVC operation point descriptor. The paragraphs following 

Table 2-100 describe semantics of fields of the MVC operation point descriptor.
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Table 2-100 - MVC operation point descriptor

Syntax No. of
bits

Mnemonic

MVC_operation_point_descriptor() {
descriptortag 8 uimsbf
descriptorlength 8 uimsbf
profileidc 8 uimsbf
constraintsetOflag 1 bslbf
constraintsetlflag 1 bslbf
constraint_set2_flag 1 bslbf
constraint_set3_flag 1 bslbf
constraint_set4_flag 1 bslbf
constraint_set5_flag 1 bslbf
AVCcompatibleflags 2 bslbf
level count 8 uimsbf
for ( recommendation =0; recommendation <

level_count; i++ ) { 8 uimsbf
levelidc 8 uimsbf
operationpointscount
for ( j =0; j< operation_points_count; j++ ) { 5 bslbf

reserved 3 uimsbf
applicabletemporalid 8 uimsbf
numtargetoutputviews 8 uimsbf
ES count
for ( k =0; k< EScount; k++ ) { 2 bslbf

reserved
ES reference

6 uimsbf

}
}

}
}

[0126] profileidc - This 8-bit field indicates the profile, as defined in Rec. ITU-T 

H.264 | ISO/IEC 14496-10, of all operation points described within this descriptor for 

the MVC bitstream.

[0127] constraintsetOflag, constraintsetlflag, constraint_set2_flag,
constraint_set3_flag, constraint_set4_flag, constraint_set5_flag - These fields shall

be coded according to the semantics for these fields defined in Rec. ITU-T H.264 |

ISO/IEC 14496-10.
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[0128] AVCcompatibleflags - The semantics of AVCcompatibleflags are exactly 

equal to the semantics of the field(s) defined for the 2 bits between the constraint_set2 

flag and the levelidc field in the sequence parameter set, as defined in Rec. ITU-T 

H.264 | ISO/IEC 14496-10.

[0129] level_count - This 8-bit field indicates the number of levels for which 

operation points are described.

[0130] level_idc - This 8-bit field indicates the level, as defined in Rec. ITU-T H.264 | 

ISO/IEC 14496-10, of the MVC bitstream for the operation points described by the 

following groups of data elements.

[0131] operation_points_count - This 8-bit field indicates the number of operation 

points described by the list included in the following group of data elements.

[0132] applicable_temporal_id - This 3-bit field indicates the highest value of the 

temporalid of the VCL NAL units in the re-assembled AVC video stream.

[0133] num_target_output_views - This 8-bit field indicates the value of the number 

of the views, targeted for output for the associated operation point.

[0134] EScount - This 8-bit field indicates the number of ES reference values 

included in the following group of data elements. The elementary streams indicated in 

the following group of data elements together form an operation point of the MVC 

video bitstream. The value Oxff is reserved.

[0135] ES reference - This 6-bit field indicates the hierarchy layer index value 

present in the hierarchy descriptor which identifies a video sub-bitstream. The profile 

and level for a single operation point, e.g., the entire MVC video bitstream, can be 

signalled using the AVC video descriptor. Beyond that, MVC allows for decoding 

different view subsets which can require different profiles and/or levels. The 

specification of the MVC operation point descriptor supports the indication of different 

profiles and levels for multiple operation points.

[0136] Lor an HEVC video stream, an HEVC video descriptor provides basic 

information for identifying coding parameters, such as profile and level parameters, of 

that HEVC video stream. Lor an HEVC temporal video sub-bitstream or an HEVC 

temporal video subset, the HEVC video descriptor provides information such as the 

associated HEVC highest temporal sub-layer representation contained in the elementary 

stream to which it applies. An HEVC temporal video sub-bitstream that contains all 

VCL NAL units and associated non-VCL NAL units of the temporal sub-layer, as
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specified in Rec. ITU-T H.265 | ISO/IEC 23008-2, associated to Temporalld equal to 0 

and which may additionally contain all VCL NAL units and associated non-VCL NAL 

units of all temporal sub-layers associated to a contiguous range of Temporalld from 1 

to a value equal to or smaller than sps max sub layers minusl included in the active 

sequence parameter set, as specified in Rec. ITU-T H.265 | ISO/IEC 23008-2. An 

HEVC temporal video subset contains all VCL NAL units and the associated non-VCL 

NAL units of one or more temporal sub-layers, with each temporal sub-layer not being 

present in the corresponding HEVC temporal video sub-bitstream and Temporalld 

associated with each temporal sub-layer forming a contiguous range of values.

[0137] Table X-l, below, shows the syntax of the HEVC video descriptor. The 

paragraphs following Table X-l provide semantic definitions of fields in the HEVC 

video descriptor.
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Table X-l - HEVC video descriptor

Syntax No. Of 
bits

Mnemonic

HEVC_descriptor() {
descriptortag
descriptorlength
profilespace
tierflag
profileidc
profilecompatibilityindication
progressivesourceflag
interlacedsourceflag
nonpackedconstraintflag
frameonlyconstraintflag
reserved_zero_44bits
levelidc
temporallayersubsetflag
HE V Cstillpresentflag 
HEVC_24hr_picture_present_flag
reserved
if (temporal_layer_subset_flag == '1') {

reserved
temporalidmin
reserved
temporalidmax

}
}

8
8
2
1
5

32
1
1
1
1

44
8
1
1
1
5

5
3
5
3

uimsbf
uimsbf
uimsbf
bslbf

uimsbf
bslbf
bslbf
bslbf
bslbf
bslbf
bslbf

uimsbf
bslbf
bslbf
bslbf
bslbf

bslbf
uimsbf
bslbf

uimsbf

[0138] profilespace, tier flag, profileidc, profilecompatibilityindication, 

progressivesourceflag, interlacedsourceflag, nonpackedconstraintflag, 

frameonlyconstraintflag, reserved_zero_44bits, levelidc - When the HEVC 

video descriptor applies to an HEVC video stream or to an HEVC complete temporal 

representation, these fields shall be coded according to the semantics defined in Rec. 

ITU-T H.265 | ISO/IEC 23008-2 for general_profile_space, generalJerJag, 

general_profile_idc, generaljorofile-CompatibilityJag[i],

general_progressive_source Jlag, general interlacedsource Jag,

general_non_packed constraint Jag, general Jrame_only constraint Jag,
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general_reserved_zero_44bits, general_level_idc, respectively, for the corresponding 

HEVC video stream or HEVC complete temporal representation, and the entire HEVC 

video stream or HEVC complete temporal representation to which the HEVC video 

descriptor is associated shall conform to the information signaled by these fields.

[0139] When the HEVC video descriptor applies to an HEVC temporal video sub­

bitstream or HEVC temporal video subset of which the corresponding HEVC highest 

temporal sub-layer representation is not an HEVC complete temporal representation 

(i.e., a sub-layer representation as defined in Rec. ITU-T H.265 | ISO/IEC 23008-2 that 

contains all temporal sub-layers up to the temporal sub-layer with Temporalld equal to 

sps_max_sub_layers_minusl+l as included in the active sequence parameter set, as 

specified in Rec. ITU-T H.265 | ISO/IEC 23008-2), profilespace, tierflag, 
profileidc, profilecompatibilityindication, progressive source flag, 

interlaced source flag, nonpackedconstraintflag, frameonlyconstraintflag, 

reserved_zero_44bits, level_idc shall be coded according to semantics defined in Rec. 

ITU-T H.265 | ISO/IEC 23008-2 for sub Jayer_profile_space, sub_layer_tier jag, 

sub Jayer_profile_idc, sub Jayer_profile-Compatibilityjag[i],

sub _layer-progressive source jlag, sub layer interlacedsource jag,

sub Jayer non_packed constraint jag, sub Jayerjrame_only constraint jag, 

sub_layer_reserved_zero_44bits, sub Jayer_level_idc, respectively, for the 

corresponding HEVC highest temporal sub-layer representation, and the entire HEVC 

highest temporal sub-layer representation to which the HEVC video descriptor is 

associated shall conform to the information signalled by these fields. An HEVC 

complete temporal representation is a sub-layer representation as defined in Rec. ITU-T 

H.265 | ISO/IEC 23008-2 that contains all temporal sub-layers up to the temporal sub­

layer with Temporalld equal to sps_max_sub_layers_minusl+l as included in the active 

sequence parameter set, as specified in Rec. ITU-T H.265 | ISO/IEC 23008-2. An 

HEVC highest temporal sub-layer representation is a sub-layer representation of the 

temporal sub-layer with the highest value of Temporalld, as defined in Rec. ITU-T 

H.265 | ISO/IEC 23008-2, in the associated HEVC temporal video sub-bitstream or 

HEVC temporal video subset.

NOTE X2 - In one or more sequences in the HEVC video stream the level may be 

lower than the level signalled in the HEVC video descriptor, while also a profile
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may occur that is a subset of the profile signalled in the HEVC video descriptor. 

However, in the entire HEVC video stream, only subsets of the entire bitstream 

syntax shall be used that are included in the profile signalled in the HEVC video 

descriptor, if present. If the sequence parameter sets in an HEVC video stream 

signal different profiles, and no additional constraints are signalled, then the 

stream may need examination to determine which profile, if any, the entire stream 

conforms to. If an HEVC video descriptor is to be associated with an HEVC video 

stream that does not conform to a single profile, then the HEVC video stream 

should be partitioned into two or more sub-streams, so that HEVC video 

descriptors can signal a single profile for each such sub-stream.

[0140] temporallayersubsetflag - This 1 -bit flag, when set to T, indicates that the 

syntax elements describing a subset of temporal layers are included in this descriptor. 

This field shall be set to 1 for HEVC temporal video subsets and for HEVC temporal 

video sub-bitstreams. When set to O’, the syntax elements temporalidmin and 

temporalidmax are not included in this descriptor.

[0141] HEVCstillpresentflag - This 1 -bit field, when set to T, indicates that the 

HEVC video stream or the HEVC highest temporal sub-layer representation may 

include HEVC still pictures. When set to O', then the associated HEVC video stream 

shall not contain HEVC still pictures.

NOTE X3 -According to Rec. ITU-T H.265 | ISO/IEC 23008-2, IDR pictures are 

always associated to a Temporalid value equal to 0, Consequently, if the HEVC 

video descriptor applies to an HEVC temporal video subset, HEVC still pictures 

can only be present in the associated HEVC temporal video sub-bitstream.

[0142] HEVC_24_hour_picture_present flag - This 1 -bit flag, when set to '1', 

indicates that the associated HEVC video stream or the HEVC highest temporal sub­

layer representation may contain HEVC 24-hour pictures. For the definition of an 

HEVC 24-hour picture, see 2.1.97 of Information Technology - Generic Coding of 

Moving Pictures and Associated Audio Information: Systems, Amendment 3, Transport 

of HEVC video over MPEG-2 systems. If this flag is set to O', the associated HEVC 

video stream shall not contain any HEVC 24-hour picture.
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[0143] temporal_id_min - This 3-bit field indicates the minimum value of the 

Temporalld, as defined in Rec. ITU-T H.265 | ISO/IEC 23008-2, of all HEVC access 

units in the associated elementary stream.

[0144] temporal_id_max - This 3-bit field indicates the maximum value of the 

Temporalld, as defined in Rec. ITU-T H.265 | ISO/IEC 23008-2, of all HEVC access 

units in the associated elementary stream.

[0145] Chen et al., “Carriage of HEVC extension streams with MPEG-2 Systems,” 

MPEG input document m31430, the 106th MPEG meeting, Oct. 2013, Geneva, 

Switzerland, MPEG input document m31430 (herein, “MPEG input document 

m31430”), proposed a basic design of the Carriage of HEVC extension streams with 

MPEG-2 Systems. Specifically, MPEG input document m31430 proposed that sub­

bitstreams are assembled together to form operation points. This assembling of the sub­

bitstreams is generic and works for any HEVC multi-layer extension standard, such as 

SHVC, MV-HEVC or even 3D-HEVC.

[0146] Some basic design principles of MPEG input document m31430 are summarized 

as follows. First, the hierarchy descriptor in Gruneberg et al., “Text of ISO/IEC 13818­

1: 2013 / Final Draft Amendment 3 - Transport of HEVC video over MPEG-2 

Systems,” ISO/IEC JTC1/SC29/WG11 MPEG105/N13656, July 2013, Vienna, Austria 

(herein, “nl3656” or “FDAM 3”) is used to form a hierarchy of temporal sub-layers. 

Similarly, the hierarchy descriptor is used only for temporal scalability when multiple 

layers are involved.

[0147] A second design principle comprises the introduction, in MPEG input document 

m31430, of a new descriptor, namely a hierarchy extension descriptor, to form a 

hierarchy of layers (e.g., views, base layers, enhancement layers). Particularly, the 

hierarchy extension descriptor provides information to identify program elements 

containing components of hierarchically-coded video, audio, and private streams.

MPEG input document m31430 assumes that each elementary stream contains no more

than one layer. Therefore, the hierarchy extension descriptor concerns only an

elementary stream corresponding to one unique layer. The syntax and semantics of the

hierarchy extension descriptor, as presented in document m31430, are reproduced

below.
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Table 2-49 - Hierarchy extension descriptor

Syntax No. of bits Mnemonic

hierarchy extension descriptor/) {

descriptortag 8 uimsbf
descriptorlength 8 uimsbf
extensiondimensionbits 16 bslbf
hierarchy layer index 6 uimsbf
temporalid 3 uimsbf
nuhlayerid 6 uimsbf
trefpresentflag 1 bslbf
numembeddedlayers 6 uimsbf
hierarchy channel 6 uimsbf
reserved 4 bslbf
for( i = 0 ; i < num_embedded_layers ; i++ ) {

hierarchy ext embedded layer index 6 uimsbf
reserved

}
}

2 bslbf

2.6.98 Semantic definition of fields in hierarchy extension descriptor
When hierarchy extension descriptor is present, it is used to specify the dependency of 

layers present in different elementary streams. The aggregation of temporal sub-layers, 

however, is realized by hierarchy descriptor, as specified in Amd. 3 of ISO/IEC 13818­

1.

extension_dimension_bits - A 16-bit field indicating the possible enhancement of the 

associated program element from the base layer resulting from the program element of 

the layer with nuhlayerid equal to 0.

The allocation of the bits to enhancement dimensions is as follows.

Index to bits Description

0 Multi-view enhancement
1 Spatial scalability, including SNR
2 depth enhancement
3 AVC base layer
4 MPEG-2 base layer
3~15 Reserved

The i-th bit equal to 1 indicates the corresponding enhance dimension is present.
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hierarchy_layer_index - The hierarchylayerindex is a 6-bit field that defines a 

unique index of the associated program element in a table of coding layer hierarchies. 

Indices shall be unique within a single program definition. For video sub-bitstreams of 

HEVC video streams conforming to one or more profiles defined in Annex G or H of 

Rec. ITU-T H.265 | ISO/IEC 23008-2, this is the program element index, which is 

assigned in a way that the bitstream order will be correct if associated dependency 

layers of the video sub-bitstreams of the same access unit are re-assembled in increasing 

order of hierarchy layer index.

tref present flag - A 1 -bit flag, which when set to '0' indicates that the TREF field 

may be present in the PES packet headers in the associated elementary stream. The 

value of'1' for this flag is reserved.

nuh_layer_id- A 6-bit field specifies the highest nuh layer id of the NAL units in the 

elementary stream associated with this hierarchy_extension_descriptor(). 

temporal_id - A 3-bit field specifies the highest Temporalld of the NAL units in the 

elementary stream associated with this hierarchy_extension_descriptor(). 

num_embedded_layers - A 6-bit field that specifies the number of direct dependent 

program elements that needs to be accessed and be present in decoding order before 

decoding of the elementary stream associated with this

hierarchy_extension_descriptor().

hierarchy_ext_embedded_layer_index - The hierarchyextembeddedlayerindex is 

a 6-bit field that defines the hierarchy layer index of the program element that needs to 

be accessed and be present in decoding order before decoding of the elementary stream 

associated with this hierarchyextensiondescriptor. This field is undefined if the 

hierarchy_type value is 15.

hierarchy_channel - The hierarchychannel is a 6-bit field that indicates the intended 

channel number for the associated program element in an ordered set of transmission 

channels. The most robust transmission channel is defined by the lowest value of this 

field with respect to the overall transmission hierarchy definition.

NOTE - A given hierarchy_channel may at the same time be assigned to several 

program elements.

[0148] A third design principle is that the hierarchy extension descriptor contains a 

generic design for signaling scalability types similar as in VPS extension of MV-
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HEVC/SHVC coding specifications. In addition, multiple dependent elementary 

streams may be signaled for the current elementary stream.

[0149] A fourth design principle is the proposal of an HEVC extension descriptor. The 

HE VC extension descriptor can be included as part of the HEVC video descriptor as in 

FDAM 3. The HEVC extension descriptor signals operation points, each of which 

corresponds to an output layer set in MV-HEVC/SHVC. An output layer set is a set of 

layers of a bitstream that are to be output. The bitstream may also include reference 

layers that a video decoder does not output, but are used by the video decoder to decode 

the output layer set. The composition of the operation points relies on the hierarchy 

extension descriptor, by specifying the layers that belong to the output layer set. The 

characteristics of each operation point, including profile, tier, and level, as well as 

bitrate and frame rate are signaled in this descriptor.

[0150] In general, a “profile” may refer to a subset of the bitstream syntax. “Tiers” and 

“levels” may be specified within each profile. A level of a tier may be a specified set of 

constraints imposed on values of the syntax elements in the bitstream. These constraints 

may be simple limits on values. Alternatively, the constraints may take the form of 

constraints on arithmetic combinations of values (e.g., picture width multiplied by 

picture height multiplied by number of pictures decoded per second). Typically, a level 

specified for a lower tier is more constrained than a level specified for a higher tier. 

[0151] A syntax of the HEVC extension descriptor as described in m31430 is 

reproduced below. The paragraphs following Table X provide semantics of the HEVC 

extension descriptor.
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Table X - HEVC extension descriptor

Syntax No. Of bits Mnemonic

HEVC_extension_descriptor() {
descriptortag 8 uimsbf
descriptorlength 8 uimsbf
numoperationpoints 8 uimsbf
for( i=0; i < num operation_points; i++) { bslbf

profilespace 2 uimsbf
tierflag 1 bslbf
profileidc 5 uimsbf
profilecompatibilityindication 32 bslbf
progressivesourceflag 1 bslbf
interlaced source flag 1 bslbf
non packed constraint flag 1 bslbf
frameonlyconstraintfiag 1 bslbf
reserved_zero_44bits 44 bslbf
levelidc 8 bslbf
maxtemporalid 3 bslbf
reserved_zero_5bits 5 bslbf
for(j =0 ;j < 64 ;j++)

hevcoutputlayerflag 1 bslbf
averagebitrate 16
maximumbitrate 16 bslbf
framerate 16 uimsbf

} uimsbf
} uimsbf

[0152] num_operation_points - An 8-bit field specifies the number of specified 

operation points in this descriptor.

[0153] profile_space - A 2-bit field specifies the context for the interpretation of 

profileidc for all values of i in the range of 0 to 31, inclusive, profilespace shall not be 

assigned values other than those specified in Annex A or subclause G.l 1 or in subclause 

H.l 1 of Rec. ITU-T H.265 | ISO/IEC 23008-2. Other values of profile idc are reserved 

for future use by ITU-T | ISO/IEC.

[0154] tier flag - A 1 -bit field specifies the tier context for the interpretation of 

levelidc as specified in Annex A or subclause G.l 1 or subclause H.l 1 of 

Rec. ITU-T H.265 | ISO/IEC 23008-2.

[0155] profileidc - A 5-bit field that when profile space is equal to 0, indicates a

profile to which the CVS conforms as specified in Annex A or of Rec. ITU-T H.265 |

ISO/IEC 23008-2. profile idc shall not be assigned values other than those specified in

Annex A or G.l 1 or H.l 1 of Rec. ITU-T H.265 | ISO/IEC 23008-2. Other values of

profile idc are reserved for future use by ITU-T | ISO/IEC.
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[0156] profilecompatibilityindication, progressive source flag,
interlacedsourceflag, nonpackedconstraintflag, frameonlyconstraintflag, 

reserved_zero_44bits, level_idc - When the HEVC extension video descriptor applies 

to an HEVC extension video stream, these fields shall be coded according to the 

semantics defined in Rec. ITU-T H.265 | ISO/IEC 23008-2 for general_profile_space, 

general tier flag, general_profile_idc, general_profile_compatibility_flag[i], 

general_progressive_source_flag, general_interlaced_source_flag,

general_non_packed_constraint_flag, generalframeonlyconstraintflag, 

general_reserved_zero_44bits, general_level_idc, respectively, for the corresponding 

HEVC video stream or HEVC extension video stream or HEVC complete temporal 

representation, and the entire HEVC video stream or HEVC complete temporal 

representation to which the HEVC video descriptor is associated shall conform to the 

information signaled by these fields.

[0157] levelidc - A 8-bit field indicates a level to which the CVS conforms as 

specified in Annex A, G.l 1 or H.l 1 of Rec. ITU-T H.265 | ISO/IEC 23008-2. level idc 

shall not be assigned values of level idc other than those specified in Annex A, G. 11 or 

H.l 1 of Rec. ITU-T H.265 | ISO/IEC 23008-2. Other values of levelidc are reserved 

for future use by ITU-T | ISO/IEC.

[0158] max_temporal_id - A 3-bit field specifies the highest Temporalld of the NAL 

units of the layers in the i-th operation point.

[0159] reserved_zero_5bits - A 5-bit field reserved of value ‘O’.

[0160] hevc_output_layer_flag - A 1 -bit field when assigned value ‘ 1 ’ indicates 

that layer with nuhlayerid equal to i belongs to an output layer set and is required for 

output when the i-th operation point is decoded. When assigned value O’, the layer 

with nuh layer id equal to i does not belong to an output layer set. When the i-th 

hevcoutputlayerflag is equal to ‘ 1 ’, the value of the i-th hevc_layer_present_flag 

shall be equal to ‘1’.

[0161] averagebitrate - A 16-bit field indicates the average bit rate, in kbit per

second, of the HEVC extension video stream corresponding to the i-th operation point.

[0162] maximumbitrate - A 16-bit field indicates the maximum bit rate, in kbit

per second, of the HEVC extension video stream corresponding to the i-th operation

point.
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[0163] frame_rate - A 16-bit field indicates the maximum frame rate, in 

frames/256 seconds of the HEVC extension video stream corresponding to the i-th 

operation point.

[0164] In MPEG input document m31430, the buffer management of pictures from 

multiple elementary streams as defined in MPEG-2 Transport Stream or Program 

Stream has not been provided. For instance, MPEG input document m31430 does not 

describe transport stream system target decoder (T-STD) models or program stream 

system target decoder models for multi-layer HEVC (e.g., for SHVC, MV-HEVC, or 

3D-HEVC). As a result, the existing buffering models may be incompatible with multi­

layer HEVC.

[0165] This disclosure provides techniques for the carriage of the HEVC extension 

bitstreams based on the MPEG input document m31430. The techniques of this 

disclosure may be used separately or in conjuction with one another.

[0166] In accordance with a first technique of this disclosure, SHVC, MV-HEVC and 

3D-HEVC buffer models (including transport stream system target decoder (T-STD) 

models and program stream system target decoder (P-STD) models) are unified in a 

same layer based model. In other words, one T-STD model may apply to SHVC, MV- 

HEVC and 3D-HEVC and one P-STD model may apply to SHVC, MV-HEVC and 3D- 

HEVC. In one alternative, such models can be designed in a way similar to the T-STD 

model and P-STD model as done for MVC for H.264.

[0167] In this way, video decoder 30 may assemble, in a buffer model (e.g., a P-STD 

model or a T-STD model), an access unit from a plurality of elementary streams of a 

data stream (i.e., a transport stream or a program stream). Video decoder 30 uses the 

same buffer model regardless of whether the elementary streams contain SHVC, MV- 

HEVC, or 3D-HEVC bitstreams. Subsequently, video decoder 30 may decode the 

access unit. In other words, video decoder 30 may decode coded pictures of the access 

unit.

[0168] As indicated above, transport streams and program streams comprise a 

respective series of PES packets. Each respective PES packet of a transport stream or a 

program stream is associated with an elementary stream in a plurality of elementary 

streams. Thus, the transport stream or program stream may be said to comprise a 

plurality of elementary streams. The elementary streams may include video streams, 

audio streams, and private streams. In accordance with one or more techniques of this
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disclosure, each respective temporal sub-layer of each respective layer of a bitstream 

may correspond to a different elementary stream. This may enable a Media Aware 

Network Element (MANE) or other device to selectively forward PES packets 

associated with particular layers and particular temporal sub-layers without parsing or 

interpreting HEVC data in payloads of the PES packets. Rather, the MANE or other 

device may be able to determine whether to forward particular PES packets based on 

data in PES packet headers and data in various descriptors (e.g., HEVC hierarchy 

descriptors, HEVC extension descriptors, etc.) in the program specific information of 

the transport stream or program stream.

[0169] A target decoder (e.g., video decoder 30) may need to reassemble access units of 

a bitstream prior to decoding pictures of the access unit. In other words, the target 

decoder may need to ensure that data needed to decode pictures of an access unit are 

available at a decoding time for the access unit. Transport streams are intended for 

delivery of programs over potentially error-prone channels (e.g., the Internet) in which 

there may be errors (e.g., lost PES packets, jitter, corruption, etc.) in the transport 

packets. Hence, when the target decoder is decoding video from a transport stream, the 

target decoder cannot assume that the data needed to decode pictures of an access unit 

are immediately available. Instead, the target decoder may implement a buffering 

model for each program of a transport stream. The buffering model for a transport 

stream may include a respective set of buffers for each respective elementary video 

stream (i.e., elementary stream containing a video stream) associated with the program. 

[0170] In accordance with an example of the first technique of this disclosure, a set of 

buffers for an elementary video stream n may include a transport buffer TBn for the 

elementary video stream, a multiplexing buffer MBn for the elementary video stream, 

and an HEVC layer picture subset buffer VSBn for the elementary video stream. As the 

target decoder receives PES packets of the transport stream, the target decoder 

demultiplexes the transport stream such that PES packets of the transport stream 

belonging to different elementary streams are stored in different transport buffers. In 

other words, for each respective elementary stream associated with the program, the 

video coder may, for each respective PES packet of the transport stream belonging to 

the respective elementary stream, store the respective PES packet in a buffer (e.g., a 

transport buffer) for the respective elementary stream. Thus, the transport buffer TBn
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for elementary stream n receives transport packets belonging to elementary video stream 

n.

[0171] The target decoder removes transport packets from the transport buffer at a rate 

Rxn. If there is no data in the transport buffer TBn, the rate Rxn is 0. Otherwise, if there 

is data in the transport buffer TBn, the rate Rxn is equal to a bit rate. As described 

elsewhere in this disclosure, the target decoder may determine the bit rate based on a 

first factor (i.e., CpbBrNalFactor), a second factor (i.e., CpbBrVclFactor), and a third 

factor (i.e., BitRate[ SchedSelldx ]). The first, second, and third factors are defined in 

Rec. ITU-T H.265 | ISO/IEC 23008-2.

[0172] When the target decoder removes a transport packet from the transport buffer 

TBn for elementary stream n, the target decoder adds the transport packet to the 

multiplexing buffer MBn for elementary stream n. The target decoder removes data 

from the multiplexing buffer MBn one byte at a time. When the target decoder removes 

a byte from multiplexing buffer MBn, the target decoder inserts the byte into the HEVC 

layer picture subset buffer VSBn for elementary stream n if the byte is not a PES packet 

(e.g., a transport packet) header byte.

[0173] Thus, for each respective elementary stream associated with a program, the 

target decoder may remove PES packets from a transport buffer for the respective 

elementary stream. Furthermore, the target decoder may store, in a multiplexing buffer 

for the respective elementary stream, the PES packets removed from the transport buffer 

for the respective elementary stream. The target decoder may remove bytes from the 

multiplexing buffer for the respective elementary stream. Furthermore, the target 

decoder may store, in the HEVC layer picture subset buffer for the respective 

elementary stream, the bytes removed from the multiplexing buffer for the respective 

elementary stream.

[0174] In this way, HEVC layer picture subset buffer VSB„ receives payload bytes of 

transport packets. HEVC layer picture subset buffer VSBn may serve as an assembly 

point for HEVC layer picture subsets. As used in this disclosure, an HEVC layer 

picture subset is a set of HEVC layer pictures of an access unit associated with a layer 

identifier set (i.e., a set of layer identifier values). An HEVC layer picture is a coded 

picture as defined in Rec. ITU-T H.265 | ISO/IEC 23008-2 Annex F with the constraints 

specified in section 2.17.1 ofN13656 (reproduced below).
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[0175] The target decoder removes data corresponding to an access unit from the 

HEVC layer picture subset buffer VSB„ at a decoding time for the access unit. For 

instance, to decode a pictures of an access unit AH(j), the target decoder may remove, 

from a HEVC layer picture buffer VSBn for elementary stream n, a HEVC layer picture 

subset VSn(jn) corresponding to a decoding time tdn(jn). tdn(jn) indicates a decoding 

time, measured in seconds, in the target decoder of HEVC layer picture subset VSn(jn) 

for elementary stream n. jn is an index to a layer identifier set defining HEVC layer 

picture subset VSn(jn). Additionally, the target decoder removes, from HEVC layer 

picture buffers VSBn+i to VSBn+m for elementary streams n+1 to n+m, HEVC layer 

picture subsets VSn+i(jn+i) to VSn+m(jn+m) where decoding times for HEVC layer picture 

subsets VSn+i(jn+i) to VSn+m(jn+m) (i.e., tdn+i(jTi+i) to tdn+m(jn+m)) are equal to td„(jn). The 

access unit may be the combination of the HEVC layer subsets removed from VSBn to 

VSBn+m.

[0176] In this way, for each respective elementary stream associated with the program, 

the buffer model comprises a buffer (e.g., a HEVC layer picture buffer) for the 

respective elementary stream. The access unit comprises a respective HEVC layer 

picture subset for the respective elementary stream. The respective HEVC layer picture 

subset comprises HEVC layer pictures of the access unit that are associated with a 

respective layer identifier set. Each of the HEVC layer pictures is a coded picture as 

defined in Rec. ITU-T H.265 | ISO/IEC 23008-2 Annex F. For each respective 

elementary stream associated with the program, the target decoder may remove the 

respective HEVC layer picture subset for the respective elementary stream from the 

buffer for the respective elementary stream. The target decoder may include the 

respective HEVC layer picture subset in the access unit.

[0177] A buffering model for a program stream (i.e., a P-STD model) may be simpler 

than a buffering model for a transport stream (i.e., a T-STD model) because a target 

decoder can assume that PES packets in a program stream are available without the 

errors (e.g., jitter, loss, etc.) associated with transport streams. In accordance with one 

or more techniques of this disclosure, each respective temporal sub-layer of each 

respective layer of a bitstream may correspond to a different elementary stream of a 

program stream. Furthermore, the P-STD model may include a HEVC layer picture 

subset buffer for each respective elementary stream of the program stream. As the 

target decoder receives PES packets of the program stream, the target decoder
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demultiplexes the program stream such that PES packets belonging to different 

elementary streams are stored in different HEVC layer picture subset buffers. The 

target decoder may remove data corresponding to an access unit from the HEVC layer 

picture subset buffers in the same manner as described above with regard to transport 

streams.

[0178] In some examples, the target decoder uses different buffer models, depending on 

the content of received transport streams or program streams. For example, responsive 

to determining that there is a set of HEVC layers in the program and that there is at least 

one HEVC layered video sub-bitstream in the plurality of elementary streams that is an 

HEVC extension video stream conforming to one or more profiles as defined in Annex 

G or Annex H of ITU-T Rec. H.265 | ISO/IEC 23008-2, the target decoder may select 

the buffer model described with regard to the first technique of this disclosure to use in 

assembling an access unit.

[0179] In accordance with a second example technique of this disclosure, each HEVC 

layered video stream can have a T-STD model and/or a P-STD model. An HEVC 

layered video sub-bitstream may be assembled from one or more HEVC layered video 

sub-streams and is represented in an HEVC extension descriptor as an operation point. 

In other words, a HEVC layered video stream corresponds to an operation point and is 

assembled from the HEVC layered video sub-bitstreams. An HEVC layered video sub­

bitstream contains multiple HEVC video layer sub-bitstreams that contain the VCL 

NAL units with the same value of nuhlayerid (the layer identifier) and their 

associated non-VCL NAL units. For instance, an HEVC layered video sub-bitstream 

may be defined to be all VCL NAL units with nuh layer id belonging to an HEVC 

layer set of an HEVC extension video stream and associated non-VCL NAL units that 

conform to one or more profiles defined in Annex F or Annex G of Rec. ITU-T H.265 | 

ISO/IEC 23008-2. The T-STD and the P-STD may operate in the manner described 

above and elsewhere in this disclosure. Thus, in some examples, video decoder 30 may 

assemble access units using separate instances of the buffer model for each respective 

HEVC layered video stream of a video data stream. In such examples, each respective 

HEVC layered video stream comprises a plurality of HEVC video layer sub-bitstreams, 

and each respective HEVC video layer sub-bitstream of the plurality of HEVC video 

layer sub-bitstreams comprises VCL NAL units with a same layer identifier value.
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[0180] As previously indicated, a hierarchy extension descriptor is a descriptor that 

provides information to identify program elements containing components of 

hierarchically-coded video, audio, and private streams. In other words, a hierarchy 

extension descriptor provides information about a program element corresponding to the 

hierarchy extension descriptor. A hierarchy extension descriptor may include a 

hierarchyextembeddedlayerindex field for each direct dependent program element 

that needs to be accessed and be present in decoding order before decoding of the 

elementary stream associated with the hierarchy extension descriptor. In other words, a 

hierarchy extension descriptor may include a plurality of

hierarchy ext embedded layer index fields. Each respective

hierarchy ext embedded layer index field of the hierarchy extension descriptor 

identifies a respective direct dependent program element for a corresponding program 

element (i.e., the program element corresponding to the hierarchy extension descriptor). 

The respective direct dependent program element for the corresponding program 

element is a program element that needs to be available to the target decoder before the 

target decoder is able to decode the corresponding program element. For instance, the 

corresponding program element may include data for a non-base layer and the 

respective direct dependent program element may include data for a base layer.

Because respective program elements may correspond to respective layers, each 

respective hierarchy ext embedded layer index of a hierarchy extension descriptor 

may identify a respective reference layer required for decoding a layer corresponding to 

the hierarchy extension descriptor. In this way, when assembling an access unit, the 

target decoder may identify, based on one or more fields in a descriptor corresponding 

to an output layer of a current operation point, reference layers required to decode the 

output layer of the current operation point.

[0181] In accordance with a third technique of this disclosure, when assembling HEVC 

layer pictures within an access unit from multiple streams in a T-STD or P-STD model, 

the hierarchy ext embedded layer index values indicated in the associated hierarchy 

extension descriptor are used to identify the reference layers required for decoding the 

output layers of the current operation point. For instance, when re-assembling a j-th 

access unit AH(j), the target decoder may collect HEVC layer picture subsets from 

HEVC layer picture subset buffers for each program element of a program in a transport
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stream or a program stream. The target decoder collects the HEVC layer picture subsets 

such that the following apply:

• The value y indicates a layer identifier. The value y is a greater than or equal 

to 0.

• An HEVC layer picture subset VSy+i(jy+i) corresponds to a program element 

for layer y+1. Because T>0, a layer with the layer identifier y+1 is a non­

base layer.

• tdy+iGy+i) denotes a decoding time stamp (DTS) value for VSy+i(jy+i).

• A hierarchy extension descriptor corresponds to the program element for 

layer y+1 (i.e., the corresponding program element).

• The hierarchy extension descriptor includes zero or more 

hierarchyextembeddedlayerindex fields.

• For each respective hierarchy ext embedded layer index field:

o The respective hierarchy_ext_embedded_layer_index field has a 

respective value identifying a respective direct dependent program 

element for the corresponding program element.

o VSyGy) is an HEVC layer picture subset corresponding to the 

respective direct dependent program element.

o tdy(jy) is a DTS value for VSy(jy). 

o tdy(jy) is equal to tdy+i(jy+i).

[0182] In accordance with a fourth technique of this disclosure, an HEVC timing and 

HRD descriptor as in the current HEVC MPEG-2 systems can be present for each 

operation point. In other words, for each respective operation point, a respective HEVC 

timing and HRD descriptor can be present. The HEVC timing and HRD descriptor 

provides timing and HRD parameters, as defined in Annex C of Rec. ITU-T H.265 | 

ISO/IEC 23008-2, for the associated HEVC video stream or the HEVC highest temporal 

sub-layer representation thereof, respectively. An example syntax of the HEVC timing 

and HRD descriptor is provided in section 2.6.95, below.

[0183] In one example of the fourth technique of this disclosure, in an

HEVCextensiondescriptor, in the loop of each operation point, an HEVC timing and
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HRD descriptor can be present. As shown above, an HEVC extension descriptor 

includes a loop (i.e., “for( i=0; i < num_operation_points; i++) { ... }”) in which each 

respective iteration of the loop corresponds to a sequence of elements for the respective 

operation point (e.g., profilespace, tier flag, profile idc, etc.). In this example, 

elements for the respective operation point further include an HEVC timing and HRD 

descriptor.

[0184] In another example of the fourth technique of this disclosure, an HEVC timing 

and HRD descriptor is only present once for operation points sharing the same layer 

identifier set of the layers to be decoded. In another example, an HEVC timing and 

HRD descriptor is only present once for all operation points of all output layer sets. 

[0185] A fifth technique of this disclosure involves a layer picture delimiter NAL unit. 

The layer picture delimiter NAL unit may contain the same syntax structure as a NAL 

unit header in HEVC and may have the following syntax elements: forbiddenzerobit, 

nal unit type, nuhlayerid, and nuh_temporal_id_plusl. The forbidden zero bit 

syntax element is a 1 -bit syntax element that is always equal to 0. The nal unit type 

syntax element specifies the type of RBSP data structure contained in the NAL unit.

The nuh layer id syntax element specifies an identifier of a layer to which the NAL 

unit belongs. NAL units that have nuh_layer_id syntax elements that specify different 

values belong to different layers of the bitstream. The nuh_temporal_id_plusl syntax 

element, minus 1, specifies a temporal identifier for the NAL unit.

[0186] In accordance with some examples of the fifth technique of this disclosure, the 

nal unit type syntax element of the layer picture delimiter NAL unit is set to be 0x30 

(i.e. 48). In other examples, the nal unit type syntax element of the layer picture 

delimiter NAL unit has a value in the range of 0x30 to 0x3F, inclusive (i.e., 48 to 63, 

inclusive). The HEVC specification marks values in the range of 0x30 to 0x3F as 

“unspecified.”

[0187] In accordance with some examples of the fifth technique of this disclosure, the 

nuh layer id and nuh_temporal_id_plusl syntax elements in the layer picture delimiter 

NAL unit are set equal to the nuh layer id and nuh_temporal_id_plusl syntax elements 

of a picture associated with VCL NAL units that immediately follow the layer picture 

delimiter NAL unit. In each elementary stream with stream type equal to 0x26 (i.e., an 

elementary stream comprising an HEVC extension video stream conforming of one or 

more profiles as defined in Annex G or Annex H of ITU-T Rec. H.264 | ISO/IEC
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23008), exactly one LPDnalunit (i.e., a layer presentation delimiter NAL unit) may 

precede all the NAL units with the values of nuhlayerid and nuh_temporal_id_plusl 

equal to those of the LPD nal unit. In other examples, the values of the nuh layer id 

and nuh_temporal_id_plusl syntax elements in the layer picture delimiter NAL unit are 

fixed to be 0 and 0. Furthermore, in some examples, the nuh_temporal_id_plusl syntax 

element of the layer picture delimiter NAL unit is set to be 0 to indicate that the layer 

picture delimiter NAL unit is a layer picture delimiter NAL unit. In some examples, in 

each elementary stream with stream type equal to 0x26, exactly one LPD nal unit may 

precede all the NAL units with the value of nuh layer id equal to that of the 

LPD nal unit. In some examples, in each elementary stream with stream type equal to 

0x26, exactly one LPD nal unit may precede all the NAL units with the value 

belonging to a HEVC layer identifier set, the minimum value of which is equal to the 

nuh layer id of the LPD nal unit.

[0188] A working draft text of the proposed solution is set forth in this disclosure as an 

example at the end of this detailed description (and entitled “INFORMATION 

TECHNOLOGY - GENERIC CODING OF MOVING PICTURES AND 

ASSOCIATED AUDIO INFORMATION: SYSTEMS, AMENDMENT 3, Transport of 

HEVC video over MPEG-2 systems). The newly added text is indicated with bold 

italics. For a sub-section that is completely new, only the sub-section title might be 

indicated in bold italics. The implementation of the specification text is based on 

MPEG output document NI 3656, which contains only the transport of HEVC video, but 

not HEVC layered video, such as MV-HEVC, SHVC or 3D-HEVC. The following text 

refers to Figures X-l, X-2, 2-15, and X-4. Figure X-l is presented as FIG. 2 of this 

disclosure. Thus, FIG. 2 is a conceptual diagram illustrating example T-STD model 

extensions for single layer HEVC. Figure X-2 is presented as FIG. 3 of this disclosure. 

Thus, FIG. 3 is a conceptual diagram illustrating example T-STD model extensions for 

layered transport of HEVC temporal video subsets, in accordance with one or more 

techniques of this disclosure. Figure 2-15 is presented as FIG. 4 of this disclosure.

Thus, FIG. 4 is a conceptual diagram illustrating example T-STD model extension for

Rec. ITU-T H.265 | ISO/IEC 23008-2 Video with HEVC layered video sub-bitstreams,

in accordance with one or more techniques of this disclosure. Figure X-4 is presented as

FIG. 5 of this disclosure. Thus, FIG. 5 is a conceptual diagram illustrating example P-

STD model extensions for Rec. ITU-T H.265 I ISO/IEC 23008-2 Video with HEVC
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layered video sub-bitstreams, in accordance with one or more techniques of this 

disclosure.

INFORMATION TECHNOLOGY - GENERIC CODING OF MOVING 

PICTURES AND ASSOCIATED AUDIO INFORMATION: SYSTEMS

AMENDMENT 3

Transport of HEVC video over MPEG-2 systems

Clause 1.2.2
Add the following references:

- Recommendation ITU-T H.265, High efficiency video coding

- ISO/IEC 23008-2, Information technology - High efficiency coding and 

media delivery in heterogeneous environments - Part 2: High efficiency 

video coding

Clause 2.1.95 to 2.1.109

Add the following definitions after 2.1.94:

2.1.95 HEVC video stream: A byte stream as specified in Rec. ITU-T H. 265 | 

ISO/IEC 23008-2 Annex B, Annex F or Annex G. It is a joint term of HEVC layered 

video stream or HEVC base layer video sub-bitstream.

2.1.96 HEVC access unit: An access unit as defined in Rec. ITU-T H.265 | ISO/IEC 

23008-2 with the constraints specified in section 2.17.1.
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2.1.97 HEVC 24-hour picture (system): An HEVC access unit with a presentation 

time that is more than 24 hours in the future. For the purpose of this definition, HEVC 

access unit n has a presentation time that is more than 24 hours in the future if the 

difference between the initial arrival time ta;(n) and the DPB output time t0,dPb(n) is more 

than 24 hours.

2.1.98 HEVC slice: An HEVC independent slice segment and zero or more subsequent 

HEVC dependent slice segments preceding the next HEVC independent slice segment 

(if any) within the same HEVC access unit.

2.1.99 HEVC slice segment: A byte_stream_nal_unit with nal_unit_type in the range 

of 0 to 9 and 16 to 23 as defined in Rec. ITU-T H.265 | ISO/IEC 23008-2.

2.1.100 HEVC dependent slice segment: An HEVC slice segment with the syntax 

element dependent slice segment flag in the slice header set to a value equal to 1 as 

defined in Rec. ITU-T H.265 | ISO/IEC 23008-2.

2.1.101 HEVC independent slice segment: An HEVC slice segment with the syntax 

element dependent slice segment flag in the slice header set to a value 0 or inferred to 

be equal to 0 as defined in Rec. ITU-T H.265 | ISO/IEC 23008-2.

2.1.102 HEVC tile of slices: One or more consecutive HEVC slices which form the 

coded representation of a tile as defined in Rec. ITU-T H.265 | ISO/IEC 23008-2.

2.1.103 HEVC still picture (system): An HEVC still picture consists of an HEVC 

access unit containing an IDR picture preceded by VPS, SPS and PPS NAL units, as 

defined in Rec. ITU-T H.265 | ISO/IEC 23008-2, that carry sufficient information to 

correctly decode this IDR picture. Preceding an HEVC still picture, there shall be 

another HEVC still picture or an End of Sequence NAL unit terminating a preceding 

coded video sequence as defined in Rec. ITU-T H.265 | ISO/IEC 23008-2.

2.1.104 HEVC video sequence (system): coded video sequence as defined in Rec. 

ITU-T H.265 I ISO/IEC 23008-2.
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2.1.105 HEVC video sub-bitstream: A subset of the NAL units of an HEVC video 

stream in their original order.

2.1.106 HEVC temporal video sub-bitstream: An HEVC video sub-bitstream that 

contains all VCL NAL units and associated non-VCL NAL units of the temporal sub­

layer, as specified in Rec. ITU-T H.265 | ISO/IEC 23008-2, associated to Temporalid 

equal to 0 and which may additionally contain all VCL NAL units and associated non- 

VCL NAL units of all temporal sub-layers associated to a contiguous range of 

Temporalid from 1 to a value equal to or smaller than sps max sub layers minusl 

included in the active sequence parameter set, as specified in Rec. ITU-T H.265 | 

ISO/IEC 23008-2.

2.1.107 HEVC temporal video subset: An HEVC video sub-bitstream that contains all 

VCL NAL units and the associated non-VCL NAL units of one or more temporal sub­

layers, as specified in Rec. ITU-T H.265 | ISO/IEC 23008-2, with each temporal sub­

layer not being present in the corresponding HEVC temporal video sub-bitstream and 

Temporalid associated with each temporal sub-layer forming a contiguous range of 

values.

NOTE XI According to the constraints for the transport of HEVC specified in

2.17.1, each temporal sub-layer of an HEVC video stream is present either in the 

HEVC temporal video sub-bitstream or in exactly one HEVC temporal video 

subset which are carried in a set of elementary streams that are associated by 

hierarchy descriptors. This prevents multiple inclusion of the same temporal sub­

layer and allows aggregation of the HEVC temporal video sub-bitstream with 

associated HEVC temporal video subsets according to the hierarchy descriptors as 

specified in 2.17.3.

2.1.108 HEVC highest temporal sub-layer representation: The sub-layer 

representation of the temporal sub-layer with the highest value of Temporalid, as
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defined in Rec. ITU-T H.265 | ISO/IEC 23008-2, in the associated HEVC temporal 

video sub-bitstream or HEVC temporal video subset.

2.1.109 HEVC complete temporal representation: A sub-layer representation as 

defined in Rec. ITU-T H.265 | ISO/IEC 23008-2 that contains all temporal sub-layers up 

to the temporal sub-layer with Temporalid equal to sps_max_sub_layers_minusl+l as 

included in the active sequence parameter set, as specified in Rec. ITU-T H.265 | 

ISO/IEC 23008-2.

[Ed. (CY): the newly introduced definitions need to be reordered.]

2.1.110 HEVC layer picture-. A coded picture as defined in Rec. ITU-T H.265 | 

ISO/IEC 23008-2 Annex F with the constraints specified in section 2.17.1. An HEVC 

layer picture is associated with a particular nuhlayerid.

2.1.111 HEVC layer picture subset'. The HEVC layer pictures of an access unit 

associated with a layer identifier set.

2.1.112 HEVC extension video stream: The video bitstream which conforms to 

one or more profiles defined in Rec. ITU-T H.265 | ISO/IEC 23008-2 G.l 1 or H.l 1. [Ed 

(CY): could be replaced with HEVC video stream or HEVC layered video stream.]

2.1.113 HEVC video sequence (system)·, coded video sequence as defined in 

Rec. ITU-T H.265 | ISO/IEC 23008-2.

2.1.114 HEVC base layer: The layer with nuh layer id equal to 0 in an HEVC 

extension video stream.

2.1.115 HEVC base layer video sub-bitstream: The video sub-bitstream that contains

all VCL and non-VCL NAL units with nuh layer id equal to 0.
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2.1.116 HEVC layer: The layer of an HEVC extension video stream, including all VCL 

NAL units with a particular value of nuh layer id and associated non-VCL NAL units, 

as defined in Annex F of Rec. ITU-T H.265 | ISO/IEC 23008-2 Annex F in the NAL 

unit header syntax element.

2.1.117 HEVC layer identifier set: A set of nuh_layer_id values.

2.1.118 HEVC layer set: The video sub-bitstream that contains the HEVC layers with 

nuh layer id values forming an HEVC layer identifier set.

2.1.119 HEVC layered video stream: The HEVC layered video sub-bitstream that may 

have been assembled from one or more HEVC layered video sub-streams and is 

represented in the HEVC extension descriptor as an operation point.

2.1.120 HEVC layered video sub-bitstream: The HEVC layered video sub-bitstream is 

defined to be all VCL NAL units with nuh layer id belonging to an HEVC layer set of 

an HEVC extension video stream and associated non-VCL NAL units that conform to 

one or more profiles defined in Annex F (or Annex G) of Rec. ITU-T H.265 |

ISO/IEC 23008-2.

2.1.121 operation point: An operation point is identified by a temporalid value 

representing a target temporal level and a set of nuh layer id values representing the 

target output layers. One operation point is associated with an HEVC layered video 

stream, or HEVC base layer video sub-bitstream that conforms to one or more profiles 

defined in Annex E or Annex G (Annex H) of Rec. ITU-T H.265 | ISO/IEC 23008-2.

Clause 2.4.2.6
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Replace the following 2 paragraphs:

Replace:

The delay of any data through the System Target Decoder buffers shall be less than or 

equal to one second except for still picture video data and ISO/IEC 14496 streams. 

Specifically: tdn(j) - t(i) < 1 second for all j, and all bytes i in access unit An(j).

by:

The delay of any data through the System Target Decoder buffers shall be less than or 

equal to one second except for still picture video data, ISO/IEC 14496 and ISO/IEC 

23008-2 streams. Specifically: tdn(j) - t(i) < 1 second for all j, and all bytes i in access 

unit An(j).

Replace:

For ISO/IEC 14496 streams, the delay is constrained by tdn(j) - t(i) <10 seconds for all 

j, and all bytes i in access unit An(j).

by:

For ISO/IEC 14496 and ISO/IEC 23008-2 streams, the delay is constrained by tdn(j) - 

t(i) <10 seconds for all j, and all bytes i in access unit An(j).

Clause 2.4.2.11

Add the following immediately after 2.4.2.10 as a new subclause:
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2.4.2.11, T-STD extensions lor carriage of HEVC;

T-STD extensions and T-STD parameters for decoding of HEVC video streams are 

defined in 2.17.2 and 2.17.3. Program stream support including P-STD extensions and 

P-STD parameters are not specified for HEVC video streams.

Clause 2.4.3.5

In the section specifying the discontinuity-indicator, add at the end of the bulleted list 

introduced by “For the purpose of this clause, an elementary stream access point is 

defined as follows

• HEVC video streams or HEVC temporal video sub-bitstreams - The first 

byte of an HEVC access unit. The VPS, SPS and PPS parameter sets, as 

defined in Rec. ITU-T H.265 | ISO/IEC 23008-2, referenced in this and all 

subsequent HEVC access units in the HEVC video sequence shall be 

provided after this access point in the byte stream and prior to their 

activation.

In the section specifying the elementary stream_priority-indicator, add:

In the case of HEVC video streams or HEVC temporal video sub-bitstreams or HEVC 

temporal video subsets, this field may be set to '1' only if the payload contains one or 

more bytes from a slice with slice type set to 2. A value of'0' indicates that the payload 

has the same priority as all other packets which do not have this bit set to '1'.

Clause 2.4.3.7

In Table 2-22, Stream_id assignments, replace the following line:



WO 2015/105934 PCT/US2015/010559
61

1110 xxxx Rec. ITU-T H.262 | ISO/IEC 13818-2, ISO/IEC 11172-2, ISO/IEC

14496-2 or Rec. ITU-T H.264 ISO/IEC 14496-10 video stream number

xxxx

With

1110 xxxx Rec. ITU-T H.262 | ISO/IEC 13818-2, ISO/IEC 11172-2, ISO/IEC

14496-2, Rec. ITU-T H.264 | ISO/IEC 14496-10 or Rec. ITU-T H.265 |

ISO/IEC 23008-2 video stream number xxxx

In the section specifying the PTS (presentation time stamp), add:

For HEVC video streams, HEVC temporal video sub-bitstreams and HEVC temporal 

video subsets, if a PTS is present in the PES packet header, it shall refer to the first 

HEVC access unit that commences in this PES packet. To achieve consistency between 

the STD model and the HRD model defined in Annex C of Rec. ITU-T H.265 | ISO/IEC 

23008-2, for each HEVC access unit the PTS value in the STD shall, within the 

accuracy of their respective clocks, indicate the same instant in time as the nominal 

DPB output time in the HRD, as defined in Annex C of Rec. ITU-T H.265 | ISO/IEC 

23008-2.

In the section specifying the DTS (decoding time stamp), add:

For HEVC video streams, HEVC temporal video sub-bitstreams and HEVC temporal 

video subsets, if a DTS is present in the PES packet header, it shall refer to the first 

HEVC access unit that commences in this PES packet. To achieve consistency between 

the STD model and the HRD model defined in Annex C of Rec. ITU-T H.265 | ISO/IEC 

23008-2, for each HEVC access unit the DTS value in the STD shall, within the 

accuracy of their respective clocks, indicate the same instant in time as the nominal CPB 

removal time tr in the HRD, as defined in Annex C of Rec. ITU-T H.265 | ISO/IEC 

23008-2.
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Clause 2.4.4.9

In Table 2-34, Stream type assignments, replace the following line:

0x24-

0x7E

ITU-T Rec. H.222.0 | ISO/IEC 13818-1 Reserved

with:

0x24 HEVC video stream or an HEVC temporal video sub-bitstream

0x25 HEVC temporal video subset of an HEVC video stream conforming to

one or more profiles defined in Annex A of ITU-T Rec. H.265 ISO/IEC

23008-2

0x26 HEVC extension video stream conforming to one or more profiles as

defined in Annex G or Annex H of ITU-T Rec. H.265 | ISO/IEC 23008­

2

0x27-

0x7E

ITU-T Rec. H.222.0 | ISO/IEC 13818-1 Reserved

Clause 2.6.1

Replace Table 2-45 by:

Table 2-45 - Program and program element descriptors

descriptortag TS PS Identification

0 n/a n/a Reserved

1 n/a X Forbidden

2 X X videostreamdescriptor

3 X X audiostreamdescriptor
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4 X X hierarchy descriptor

5 X X registrationdescriptor

6 X X data stream alignment descriptor

7 X X targetbackgroundgriddescriptor

8 X X videowindowdescriptor

9 X X CAdescriptor

10 X X ISO_639_language_descriptor

11 X X systemclockdescriptor

12 X X multiplex buffer utilization descriptor

13 X X copyrightdescriptor

14 X maximum bitrate descriptor

15 X X private data indicator descriptor

16 X X smoothingbufferdescriptor

17 X STDdescriptor

18 X X IBPdescriptor

19-26 X Defined in ISO/IEC 13818-6

27 X X MPEG-4_video_descriptor

28 X X MPEG-4_audio_descriptor

29 X X IODdescriptor

30 X SLdescriptor

31 X X FMCdescriptor

32 X X external ES ID descriptor

33 X X MuxCodedescriptor

34 X X FmxBufferSize descriptor

35 X multiplexBuffer descriptor

36 X X content labeling descriptor
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37 X X metadata_pointer descriptor

38 X X metadata descriptor

39 X X metadata STD descriptor

40 X X AVC video descriptor

41 X X IPMPdescriptor (defined in ISO/IEC 13818-11, MPEG-2

IPMP)

42 X X AVC timing and HRD descriptor

43 X X MPEG-2 AAC audio descriptor

44 X X FlexMuxTiming descriptor

45 X X MPEG-4 text descriptor

46 X X MPEG-4 audio extension descriptor

47 X X Auxiliary video stream descriptor

48 X X SVC extension descriptor

49 X X MVC extension descriptor

50 X n/a J2K video descriptor

51 X X MVC operation point descriptor

52 X X MPEG2 stereoscopic video format descriptor

53 X X Stereoscopic_program_info_descriptor

54 X X Stereoscopicvideoinfodescriptor

55 X n/a Transport_profile descriptor

56 X n/a HEVC video descriptor

57 X n/a hierarchyextensiondescriptor

58 X n/a HEVCextensiondescriptor

57-62 n/a n/a Rec. ITU-T H.222.0 | ISO/IEC 13818-1 Reserved

63 X X Extension descriptor

64-255 n/a n/a User Private
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Clause 2.6.6

Replace in Table 2-50 the description for value 15:

Table 2-50 - Hierarchytype field values

Value Description

15 Base layer or MVC base view sub-bitstream or AVC

video sub-bitstream of MVC or HEVC temporal

video sub-bitstream.

Clause 2.6.11

A dd the following immediately after Table 2-54:

Table 2-xx describes the alignment type for HEVC when the dataalignmentindicator 

in the PES packet header has a value of'1'.

Table 2 -xx - HEVC video stream alignment values

Alignment type Description

00 Reserved

01 HEVC access unit

02 HEVC slice

03 HEVC access unit or slice

04 HEVC tile of slices

05 HEVC access unit or tile of slices

06 HEVC slice or tile of slices

07 HEVC access unit or slice or tile of slices

08 HEVC slice segment

09 HEVC slice segment or access unit
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10 HEVC slice segment or slice

11 HEVC slice segment or access unit or slice

12 HEVC slice segment or tile of slices

13 HEVC slice segment or access unit or tile of slices

14 HEVC slice segment or slice or tile of slices

15 HEVC slice segment or access unit or slice or tile of slices

16-255 Reserved

Clause 2.6.88

Replace Table AMD8-1 by:

Table AMD8-1 - Extension descriptor

Syntax No. of
bits

Mnemon

ic

Extensiondescriptor () {

descriptortag 8 uimsbf

descriptorlength 8 uimsbf

extensiondescriptortag 8 uimsbf

if ( extension descriptor tag == 0x02)

{

Obj ectDescriptorUpdate()

}

else if ( extension descriptor tag ==

0x03) {

HE V CtimingandHRDdescripto

r()

}
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Syntax No. of

bits

Mnemon

ic

else {

for (i=0; i<N; i++) {

}

}

reserved

}

8 bslbf

Clause 2.6.89

Add the following immediately before Table AMD8-2:

HEVC_timing_and_HRD_descriptor() - This structure is defined in 2.6.95 and 

2.6.96.

Replace Table AMD8-2 by:

Table AMD8-2: Extension descriptor Tag values

Extensiondescriptortag TS PS Identification

0 n/a n/a Reserved

1 n/a X Forbidden

2 X X ODUpdatedescriptor

3 X n/a HEVC timing and HRD descriptor()

3-255 n/a n/a Rec. ITU-T H.222.0 | ISO/IEC 13818-1

Reserved
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Clause 2.6.93 to 2.6.96

Add the following immediately after clause 2.6.92 as new subclauses:

2.6.93 HEVC video descriptor

For an HEVC video stream, the HEVC video descriptor provides basic information for 

identifying coding parameters, such as profile and level parameters, of that HEVC video 

stream. For an HEVC temporal video sub-bitstream or an HEVC temporal video subset, 

the HEVC video descriptor provides information such as the associated HEVC highest 

temporal sub-layer representation contained in the elementary stream to which it 

applies.



WO 2015/105934 PCT/US2015/010559
69

Table X-l - HEVC video descriptor

Syntax No. Of
bits

Mnemonic

HEVC_descriptor() {

descriptortag 8 uimsbf
descriptorlength 8 uimsbf
profilespace 2 uimsbf
tierflag 1 bslbf
profileidc 5 uimsbf
profilecompatibilityindication 32 bslbf
progressivesourceflag 1 bslbf
interlacedsourceflag 1 bslbf
nonpackedconstraintflag 1 bslbf
frameonlyconstraintflag 1 bslbf
reserved_zero_44bits 44 bslbf

levelidc 8 uimsbf
temporallayersubsetflag 1 bslbf
HE V Cstillpresentflag 1 bslbf
HEVC_24hr_picture_present_flag 1 bslbf
hevcextension_presentjlag 1 bslbf
reserved 4 bslbf
if (temporal_layer_subset_flag == '1') {

reserved 5 bslbf
temporalidmin 3 uimsbf
reserved 5 bslbf
temporalidmax

}
if( hevc extension_present flag )

3 uimsbf

HE V C_extension_descripor()

}
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2.6.94 Semantic definition of fields in HEVC video descriptor

profilespace, tierflag, profileidc, profile compatibility indication,

progressivesourceflag, interlaced source flag, non packed constraint flag, 

frame only constraint flag, reserved_zero_44bits, level idc - When the HEVC 

video descriptor applies to an HEVC video stream or to an HEVC complete temporal 

representation, these fields shall be coded according to the semantics defined in Rec. 

ITU-T H.265 | ISO/IEC 23008-2 for general_profile_space, general_tier Jlag, 

general_profile_idc, generaljorofile-CompatibilityJlag[i],

general_progressive_source Jlag, general interlacedsource Jlag,

general_non_packed constraint Jlag, general Jrame_onlyconstraint Jlag,

general_reserved_zero_44bits, general_level_idc, respectively, for the corresponding 

HEVC video stream or HEVC complete temporal representation, and the entire HEVC 

video stream or HEVC complete temporal representation to which the HEVC video 

descriptor is associated shall conform to the information signaled by these fields.

When the HEVC video descriptor applies to an HEVC temporal video sub-bitstream or 

HEVC temporal video subset of which the corresponding HEVC highest temporal sub­

layer representation is not an HEVC complete temporal representation, these fields shall 

be coded according to semantics defined in Rec. ITU-T H.265 | ISO/IEC 23008-2 for 

sub_layer_profile_space, sub layer tier Jlag, sub_layer_profile_idc,

sub_layerjwofile compatibilityJlag[i], sub_layer-progressive source Jlag, 

sub_layer-interlaced_source Jlag, sub_layer_non_packed constraint Jlag, 

sub_layer Jrame_only constraint Jlag, sub_layer_reserved_zero_44bits, 

sub_layer Jevel_idc, respectively, for the corresponding HEVC highest temporal sub­

layer representation, and the entire HEVC highest temporal sub-layer representation to 

which the HEVC video descriptor is associated shall conform to the information 

signalled by these fields.

NOTE X2 - In one or more sequences in the HEVC video stream the level may be 

lower than the level signalled in the HEVC video descriptor, while also a profile 

may occur that is a subset of the profile signalled in the HEVC video descriptor. 

However, in the entire HEVC video stream, only subsets of the entire bitstream
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syntax shall be used that are included in the profile signalled in the HEVC video 

descriptor, if present. If the sequence parameter sets in an HEVC video stream 

signal different profiles, and no additional constraints are signalled, then the 

stream may need examination to determine which profile, if any, the entire stream 

conforms to. If an HEVC video descriptor is to be associated with an HEVC video 

stream that does not conform to a single profile, then the HEVC video stream 

should be partitioned into two or more sub-streams, so that HEVC video 

descriptors can signal a single profile for each such sub-stream.

temporal layer subset flag - This 1 -bit flag, when set to '1', indicates that the syntax 

elements describing a subset of temporal layers are included in this descriptor. This field 

shall be set to 1 for HEVC temporal video subsets and for HEVC temporal video sub­

bitstreams. When set to O’, the syntax elements temporalidmin and temporalidmax 

are not included in this descriptor.

HEVC_still_present_flag - This 1 -bit field, when set to '1', indicates that the HEVC 

video stream or the HEVC highest temporal sub-layer representation may include 

HEVC still pictures. When set to O', then the associated HEVC video stream shall not 

contain HEVC still pictures.

NOTE X3 -According to Rec. ITU-T H.265 | ISO/IEC 23008-2, IDR pictures are 

always associated to a Temporalld value equal to 0, Consequently, if the HEVC 

video descriptor applies to an HEVC temporal video subset, HEVC still pictures 

can only be present in the associated HEVC temporal video sub-bitstream.

HEVC_24_hour_picture_present_flag - This 1 -bit flag, when set to '1', indicates that

the associated HEVC video stream or the HEVC highest temporal sub-layer

representation may contain HEVC 24-hour pictures. For the definition of an HEVC 24-

hour picture, see 2.1.97. If this flag is set to O', the associated HEVC video stream shall

not contain any HEVC 24-hour picture.
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temporal_id_min - This 3-bit field indicates the minimum value of the Temporalid, as 

defined in Rec. ITU-T H.265 | ISO/IEC 23008-2, of all HEVC access units in the 

associated elementary stream.

temporal_id_max - This 3-bit field indicates the maximum value of the Temporalld, as 

defined in Rec. ITU-T H.265 | ISO/IEC 23008-2, of all HEVC access units in the 

associated elementary stream.

hevcextension_present_jlag - This 1-bitflag, when set to '1indicates that the 

HEVC extension descriptor is present as part of the HEVC video descriptor. When set 

to '0', the HEVC extension descriptor is not present

2.6.95 HEVC timing and HRD descriptor

For an HEVC video stream, an HEVC temporal video sub-bitstream or an HEVC 

temporal video subset, the HEVC timing and HRD descriptor provides timing and HRD 

parameters, as defined in Annex C of Rec. ITU-T H.265 | ISO/IEC 23008-2, for the 

associated HEVC video stream or the HEVC highest temporal sub-layer representation 

thereof, respectively.
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Table X-2 - HEVC timing and HRD descriptor

Syntax No. Of
bits

Mnemonic

HEVC timing and HRD descriptor() {

hrdmanagementvalidflag 1 bslbf
reserved 6 bslbf
pictureandtiminginfopresentflag 1 bslbf
if (picture and timing info_present flag == T) {

90kHz_flag 1 bslbf
reserved 7 bslbf
if (90kHz_flag = = O') {

N 32 uimsbf
K

}
numunitsintick

32 uimsbf

32 uimsbf

}

}

2.6.96 Semantic definition of fields in HEVC timing and HRD descriptor

hrd_management_valid_flag - This 1 -bit flag is only defined for use in transport 

streams. When the HEVC timing and HRD descriptor is associated to an HEVC video 

stream or to an HEVC highest temporal sub-layer representation carried in a transport 

stream, then the following applies.

If the hrd_management_valid Jlag is set to T, then Buffering Period SEI and Picture

Timing SEI messages, as defined in Annex C of Rec. ITU-T H.265 | ISO/IEC 23008-2,

shall be present in the associated HEVC video stream or HEVC highest temporal sub­

layer representation. These Buffering Period SEI messages shall carry coded

nal_initial_cpb_removal_delay and nal_initial_cpb_removal_delay_offset values and



WO 2015/105934 PCT/US2015/010559
74

may additionally carry naljnitial_alt_removal_delay and

naljnitial_alt_cpb_removal_delay_offset values for the NAL HRD. If the

hrdjnanagement_vcdid Jlag is set to T, then the transfer of each byte from MBn to EBn 

in the T-STD as defined in 2.17.2 or the transfer from MB^t to EBn in the T-STD as 

defined in 2.17.3 shall be according to the delivery schedule for that byte into the CPB 

in the NAL HRD, as determined from the coded nal_initial_cpb_removal_delay and 

naljnitial_cpb_removal_delay_offset or from the coded

nal_initial_alt_cpb_removal_delay and naljnitial_alt_cpb_removal_delay_offset 

values for SchedSelldx equal to cpb_cnt_minusl as specified in Annex C of Rec. ITU-T 

H.265 | ISO/IEC 23008-2. When the hrd_management_validJlag is set to O', the leak 

method shall be used for the transfer from MBn to EBn in the T-STD as defined in

2.17.2 or the transfer from MB^t to EBn in the T-STD as defined in 2.17.3.

picture and timing info present flag - This 1 -bit flag when set to T indicates that 

the 90kHz Jlag and parameters for accurate mapping to 90-kHz system clock are 

included in this descriptor.

90kHz_flag - This 1 -bit flag when set to T indicates that the frequency of the HEVC 

time base is 90 kHz.

N, K - For an HEVC video stream or HEVC highest temporal sub-layer representation , 

the frequency of the HEVC time base is defined by the syntax element vui_time_scale 

in the VUI parameters, as defined in Annex E of Rec. ITU-T H.265 | ISO/IEC 23008-2. 

The relationship between the HEVC time_scale and the STC shall be defined by the 

parameters N and K in this descriptor as follows.

time_scale = (N x system_clock Jrequency) / K

If the 90kHz Jlag is set to T, then N equals 1 and K equals 300. If the 90kHz Jlag is set 

to O', then the values of N and K are provided by the coded values of the N and K fields

NOTE X4 - This allows mapping of time expressed in units of time_scale to 90 

kHz units, as needed for the calculation of PTS and DTS timestamps, for example
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in decoders for HEVC access units for which no PTS or DTS is encoded in the 

PES header.

num_units_in_tick - This 32-bit field is coded exactly in the same way as the 

vui_num_units_in_tick field in VUI parameters in Annex E of Rec. ITU-T H.265 | 

ISO/IEC 23008-2. The information provided by this field shall apply to the entire 

HEVC video stream or HEVC highest temporal sub-layer representation to which the 

HEVC timing and HRD descriptor is associated.

2.6.97 Hierarchy extension descriptor

The hierarchy extension descriptor provides information to identify the program 

elements containing components of hierarchically-coded video, audio, and private 

streams. (See Table 2-49.)

Table 2-49 - Hierarchy extension descriptor

Syntax No. of
bits

Mnemo
nic

hierarchy extension descriptor() {

descriptortag 8 uimsbf

descriptorlength 8 uimsbf

extensiondimensionbits 16 bslbf

hierarchylayerindex 6 uimsbf

temporalid 3 uimsbf

nuhlayerid 6 uimsbf

trefpresentflag 1 bslbf

numembeddedlayers 6 uimsbf

hierarchychannel 6 uimsbf

reserved 4 bslbf
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Table 2-49 - Hierarchy extension descriptor

Syntax No. of
bits

Mnemo
nic

for( i = 0 ; i < numembeddedlayers ;

!++){

hierarchyextembeddedlayerind

ex

6 uimsbf

reserved

}

}

2 bslbf

2.6.98 Semantic definition of fields in hierarchy extension descriptor

When hierarchy extension descriptor is present, it is used to specify the dependency of 

layers present in different elementary streams. The aggregation of temporal sub-layers, 

however, is realized by the hierarchy descriptor, as specified in Amd. 3 of ISO/IEC

13818-1.

extension_dimension_bits - A 16-bit field indicating the possible enhancement of the 

associated program element from the base layer resulting from the program element of 

the layer with nuh layer id equal to 0.

The allocation of the bits to enhancement dimensions is as follows.
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Index to bits Description

0 Multi-view enhancement

1 Spatial scalability, including SNR

2 Depth enhancement

3 AVC base layer

4 MPEG-2 base layer

3~15 Reserved

The i-th bit equal to 1 indicates that the corresponding enhancement dimension is 

present.

hierarchy_layer_index - A 6-bit field that defines a unique index of the associated 

program element in a table of coding layer hierarchies. Indices shall be unique within a 

single program definition. For video sub-bitstreams of HEVC video streams conforming 

to one or more profiles defined in Annex F of Rec. ITU-T H.265 | ISO/IEC 23008-2, 

this is the program element index, which is assigned in a way that the bitstream order 

will be correct if the associated dependency layers of the video sub-bitstreams of the 

same access unit are re-assembled in increasing order of hierarchy layer index.

trefpresentflag - A 1 -bit flag, which when set to '0' indicates that the TREF field 

may be present in the PES packet headers in the associated elementary stream. The 

value of '1' for this flag is reserved.

nuh_layer_id- A 6-bit field specifies the highest nuh layer id of the NAL units in the 

the elementary steram associated with this hierarchy_extension_descriptor().

temporal_id- A 3-bit field specifies the highest Temporalld of the NAL units in the 

elementary stream associated with this hierarchy_extension_descriptor()

num_embedded_layers- A 6-bit field that specifies the number of direct dependent 

program elements that needs to be accessed and be present in decoding order before 

decoding of the elementary stream associated with this

hierarchy_extension_descriptor().

hierarchyextembeddedlayerindex - A 6-bit field that defines the

hierarchy layer index of the program element that needs to be accessed and be present
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in decoding order before decoding of the elementary stream associated with this 

hierarchy_extension_descriptor(). This field is undefined if the hierarchy type value is

15.

hierarchy_channel - A 6-bit field that indicates the intended channel number for the 

associated program element in an ordered set of transmission channels. The most robust 

transmission channel is defined by the lowest value of this field with respect to the 

overall transmission hierarchy definition.

NOTE - A given hierarchy_channel may at the same time be assigned to several 

program elements.
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2.6.99 HEVC extension descriptor

Table X - HEVC extension descriptor

Syntax No. Of
bits

Mnemonic

HEVC_extension_descriptor() {

descriptortag 8 uimsbf
descriptorlength 8 uimsbf

numoperationpoints 8 uimsbf
for( i=0; i < num_operation_points; i++) { bslbf

profilespace 2 uimsbf
tierflag 1 bslbf

profileidc 5 uimsbf
profilecompatibilityindication 32 bslbf
progressivesourceflag 1 bslbf
interlacedsourceflag 1 bslbf
nonpackedconstraintflag 1 bslbf
frameonlyconstraintflag 1 bslbf
reserved_zero_44bits 44 bslbf
levelidc 8 bslbf

maxtemporalid 3 bslbf
reserved_zero_5bits 5 bslbf

for (j =0 ; j < 64 ;j++) {
hevcoutputlayerflag 1 bslbf
hevc_layer_present_flag

}
averagebitrate

1 bslbf

16 uimsbf
maximumbitrate 16 uimsbf
framerate 16 uimsbf

}

}
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2.6.100 Semantic definition of fields in HEVC extension descriptor

numoperation_points - An 8-bit field that specifies the number of operation points 

specified by this descriptor.

profile_space - A 2-bit field specifies the context for the interpretation of profileidc 

for all values of i in the range of 0 to 31, inclusive, profilespace shall not be assigned 

values other than those specified in Annex A or subclause G. 11 or in subclause Η. 11 of 

Rec. ITU-T H.265 | ISO/IEC 23008-2. Other values of profile idc are reserved for 

future use by ITU-T | ISO/IEC.

tierflag - A 1 -bit field specifies the tier context for the interpretation of level idc as 

specified in Annex A or subclause G.l 1 or subclause H.l 1 of Rec. ITU-T H.265 | 

ISO/IEC 23008-2.

profile_idc - A 5-bit field that when profile space is equal to 0, indicates a profile to 

which the CVS conforms as specified in Annex A or of Rec. ITU-T H.265 | ISO/IEC 

23008-2. profile idc shall not be assigned values other than those specified in Annex A 

or G.l 1 or H.l 1 of Rec. ITU-T H.265 | ISO/IEC 23008-2. Other values of profileidc 

are reserved for future use by ITU-T | ISO/IEC.

profilecompatibilityindication, progressivesourceflag, interlacedsourceflag, 
nonpackedconstraintflag, frameonlyconstraintflag, reserved_zero_44bits, 

level_idc - When the HEVC extension video descriptor applies to an HEVC extension 

video stream, these fields shall be coded according to the semantics defined in Rec. 

ITU-T H.265 | ISO/IEC 23008-2 for general_profile_space, generaljerJag, 

general_profile_idc, generaljorofile-CompatibilityJag[i],

general_progressive_source Jlag, general interlacedsource Jag,

general_non_packed constraint Jag, general Jrame_only constraint Jag, 

general_reserved_zero_44bits, general_level_idc, respectively, for the corresponding 

HEVC video stream or HEVC extension video stream or HEVC complete temporal 

representation, and the entire HEVC video stream or HEVC complete temporal 

representation to which the HEVC video descriptor is associated shall conform to the 

information signaled by these fields.

level_idc - A 8-bit field indicates a level to which the CVS conforms as specified in 

Annex A, G.l 1 or H.l 1 of Rec. ITU-T H.265 | ISO/IEC 23008-2. levelidc shall not be
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assigned values of level idc other than those specified in Annex A, G. 11 or Η. 11 of 

Rec. ITU-T H.265 | ISO/IEC 23008-2. Other values of level idc are reserved for future 

use by ITU-T | ISO/IEC.

maxtemporalid -A 3-bit field that specifies the highest Temporalld of the NAL 

units of the layers in the i-th operation point. 

reserved_zero_5bits - A 5-bit field reserved of value ‘O’.

hevcoutputlayerJlag-A 1-bit field when assigned value ‘1’ indicates that layer 

with nuhlayerid equal to j belongs to an output layer set and is required for output 

when the i-th operation point is decoded. When assigned value ‘O’, the layer with 

nuhlayerid equal to j is not required for output when the i-the operation. When the 

j-th hevcoutputlayerJag is equal to ‘ / the value of the j-th

hevc layer_present Jag shall be equal to

hevc layerJag - A 1-bit field when assigned value ’ indicates that nuhlayerid 

equal to j belongs to a layer identifier set, each entry of which identifies a layer 

required to be decoded when the i-th operation point is decoded. When assigned value 

‘O’, the nuh layer id equal to i does not belong to the layer identifier set.

averagebitrate - A 16-bit field that indicates that the average bit rate, in 1000 bits per 

second, of the HEVC extension video stream corresponding to the i-th operation 

point.

maximumhitrate - A 16-bit field that indicates the maximum bit rate, in kbit per 

second, of the HEVC extension video stream corresponding to the i-th operation 

point.

framerate- A 16-bit field indicates the maximum picture rate, in pictures per 256 

seconds of the HEVC extension video stream corresponding to the i-th operation 

point

Clause 2.17

Add the following after clause 2.16 as new subclause:
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2.17 Carriage of HEVC

2.17.1 Constraints for the transport of HEVC

For HEVC video streams, HEVC temporal video sub-bitstreams or HEVC temporal 

video subsets, the following constraints additionally apply:

• Each HEVC access unit shall contain an access unit delimiter NAL unit;

NOTE X5 - HEVC requires that an access unit delimiter NAL unit, if present, is 

the first NAL unit within an HEVC access unit. Access unit delimiter NAL units 

simplify the ability to detect the boundary between HEVC access units.

• An HEVC video stream or HEVC temporal video sub-bitstream shall be an 

element of an ITU-T Rec. H.222.0 | ISO/IEC 13818-1 program and the 

stream_type for this elementary stream shall be equal to 0x24.

• The video parameter sets, sequence parameter sets and picture parameter sets, as 

specified in ITU-T Rec. H.265 | ISO/IEC 23008-2, necessary for decoding an 

HEVC video stream or HEVC temporal video sub-bitstream shall be present 

within the elementary stream carrying that HEVC video stream or HEVC 

temporal video sub-bitstream.

• For each HEVC temporal video subset that is an element of the same ITU-T 

Rec. H.222.0 | ISO/IEC 13818-1 program, the stream_type for this elementary 

stream shall be equal to 0x25.

• When an ITU-T Rec. H.222.0 | ISO/IEC 13818-1 program includes more than 

one HEVC temporal video subset, or more than one HEVC temporal video sub­

bitstream and at least one HEVC temporal video subset, a hierarchy descriptor as 

defined in 2.6.7 shall be present for all associated elementary streams with
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stream type equal to 0x24 or 0x25. The hierarchy descriptors shall be used to 

indicate the dependencies of all HEVC temporal video sub-bitstreams and all 

HEVC temporal video subsets.

• In each elementary stream with stream_type equal to 0x24 with a hierarchy 

descriptor the hierarchy_type in the hierarchy descriptor shall be equal to 15.

• In each elementary stream with stream_type equal to 0x25 with a hierarchy 

descriptor, the hierarchy_type in the hierarchy descriptor shall be equal to 3.

• The video parameter sets, sequence parameter sets and picture parameter sets, as 

specified in ITU-T Rec. H.265 | ISO/IEC 23008-2, necessary for decoding the 

HEVC highest temporal sub-layer representation of an HEVC temporal video 

subset shall be present within the elementary stream carrying the HEVC 

temporal video sub-bitstream associated by a hierarchy descriptor.

• The aggregation of the HEVC temporal video sub-bitstream with associated 

HEVC temporal video subsets according to the hierarchy descriptors, as 

specified in section 2.17.3, shall result in a valid HEVC video stream.

NOTE X6 - The resulting HEVC video stream contains a set of temporal sub­

layers, as specified in Rec. ITU-T H.265 | ISO/IEC 23008-2, with Temporalld 

values forming a contiguous range of integer numbers.

• Each HEVC picture shall contain a layer picture delimiter NAL unit;

• Each HEVC picture with nuhlayerid larger than 0 shall either be contained 

within an elementary stream with stream_type equal to 0x26 or be contained 

within an elementary stream that has stream_type equal to 0x25 and contains 

HEVC pictures with nuh layer id equal to 0.
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• In each elementary stream with stream_type equal to 0x26 with a hierarchy 

descriptor, the hierarchy_type in the hierarchy descriptor shall be equal to 3.

2.14.3.9 Layer picture delimiter NAL unit

See Table X-l.

Table X+l - Layer picture delimiter NAL unit

Syntax No. of bits Mnemonic

LPD nal unit() {

forbiddenzerobit 1 bslbf

nalunittype 6 bslbf

nuhlayerid 6 bslbf

nuhtemporalidplusl 3 bslbf

}

2.14.3.10 Semantics of layer picture delimiter NAL unit

forbidden_zero_bit - shall be equal to 0x0

nal_unit_type - shall equal to 0x30

nuh_layer_id -specifies the layer identifier of the NAL unit.

nuh_temporal_id_plusl -nuh_temporal_id_plusl minus 1 specifies a temporal 

identifier for the NAL unit. The value of nuh_temporal_id_plusl shall not be equal to 0

In each elementary stream with stream type equal to 0x26, exactly one LPDnalunit 

may precede all the NAL units with the value of nuhlayerid equal to that of the 

LPD nal unit.
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Carriage in PES packets

ITU-T Rec. H.265 | ISO/IEC 23008-2 Video is carried in PES packets as

PES_packet_data_bytes, using one of the 16 stream_id values assigned to video, while 

signalling the ITU-T Rec. H.265 | ISO/IEC 23008-2 video stream by means of the 

assigned stream-type value in the PMT (see Table 2-34). The highest level that may 

occur in an HEVC video stream as well as a profile and tier that the entire stream 

conforms to should be signalled using the HEVC video descriptor. Other levels that may 

occur in an HEVC video stream as well as profiles and tiles of the sub-bistrems of the 

entire stream confirm to should be signalled using the HEVC extension video 

descriptor. If an HEVC video descriptor is associated with an HEVC video stream, an 

HEVC temporal video sub-bitstream, an HEVC temporal video subset, then this 

descriptor shall be conveyed in the descriptor loop for the respective elementary stream 

entry in the Program Map Table. This Recommendation | International Standard does 

not specify presentation of ITU-T Rec. H.265 | ISO/IEC 23008-2 streams in the context 

of a program.

For PES packetization, no specific data alignment constraints apply. For

synchronization and STD management, PTSs and, when appropriate, DTSs are encoded 

in the header of the PES packet that carries the ITU-T Rec. H.265 | ISO/IEC 23008-2 

video elementary stream data. For PTS and DTS encoding, the constraints and 

semantics apply as defined in 2.17.1.

DPB buffer management

Carriage of an HEVC video stream, an HEVC temporal video sub-streams or an HEVC 

temporal video subset over ITU-T Rec. H.222.0 | ISO/IEC 13818-1 does not impact the 

size of buffer DPB. For decoding of an HEVC video stream, an HEVC temporal video 

sub-bitstream or an HEVC temporal video sub-bitstream and its associated HEVC 

temporal video subsets in the STD, the size of DPB is as defined in ITU-T Rec. H.265 | 

ISO/IEC 23008-2. The DPB shall be managed as specified in Annex C or clause F.13 

of ITU-T Rec. H.265 | ISO/IEC 23008-2 (clauses C.3 and C.5). A decoded HEVC 

access unit enters the DPB instantaneously upon decoding of the HEVC access unit,
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hence at the CPB removal time of the HEVC access unit. A decoded HEVC access unit 

is presented at the DPB output time. If the HEVC video stream, HEVC temporal video 

sub-bitstream, HEVC temporal video subset or HEVC extension video stream provides 

insufficient information to determine the CPB removal time and the DPB output time of 

HEVC access units, then these time instants shall be determined in the STD model from 

PTS and DTS timestamps as follows:

1) The CPB removal time of HEVC layer pictures of HEVC access unit n is the 

instant in time indicated by DTS(n) where DTS(n) is the DTS value of HEVC 

access unit n. [Ed. (CY): MV-HEVC and SHVC support two HRD operation 

modes: the first one assumes the same CPB removal time for all HEVC layer 

pictures in an access unit, and the second one may assume different CPB 

removal times for different HEVC layer pictures. The first mode is typical and 

is the same as in MVC and SVC. Currently only the first mode is supported in 

the current spec. text. Further studies needed for the support of the second 

mode.]

2) The DPB output time of HEVC layer pictures of HEVC access unit n is the 

instant in time indicated by PTS(n) where PTS(n) is the PTS value of HEVC 

access unit n.

NOTE X7 - HEVC video sequences in which the low_delay_hrdJlag in the 

syntax structure hrd_parameters() is set to 1 carry sufficient information to 

determine the DPB output time and the CPB removal time of each HEVC access 

unit. Hence for HEVC access units for which STD underflow may occur, the CPB 

removal time and the DPB output time are defined by HRD parameters, and not by 

DTS and PTS timestamps.

NOTE X8 - An HEVC video stream may carry information to determine 

compliance of the HEVC video stream to the HRD, as specified in Annex C of 

ITU-T Rec. H.265 | ISO/IEC 23008-2. The presence of this information can be 

signalled in a transport stream using the HEVC timing and HRD descriptor with
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the hrd_management_validJlag set to T. Irrespective of the presence of this 

information, compliance of an HEVC video stream to the T-STD ensures that 

HRD buffer management requirements for CPB are met when each byte in the 

HEVC video stream is delivered to and removed from CPB in the HRD at exactly 

the same instant in time at which the byte is delivered to and removed from EBn in 

the T-STD.

2.17.2 T-STD Extensions for single layer HEVC

When there is an HEVC video stream or HEVC temporal video sub-bitstream in an 

ITU-T Rec. H.222.0 | ISO/IEC 13818-1 program and there is no HEVC temporal video 

subset associated with this elementary stream of stream type 0x24 in the same ITU-T 

Rec. H.222.0 | ISO/IEC 13818-1 program, the T-STD model as described in 2.4.2 is 

extended as illustrated in Figure X-l and as specified below.

Figure X-l - T-STD model extensions for single layer HEVC

TB„, MB„, EB„ buffer management

The following additional notations are used to describe the T-STD extensions and are 

illustrated in Figure X-l above.

t(i) indicates the time in seconds at which the i-th byte of the Transport Stream 

enters the system target decoder

TBn is the transport buffer for elementary stream n

TBS is the size of the transport buffer TBn, measured in bytes

MBn is the multiplexing buffer for elementary stream n

MBSn is the size of the multiplexing buffer MBn, measured in bytes

EBn is the elementary stream buffer for the HEVC video stream

j is an index to the HEVC access unit of the HEVC video stream

An(j) is the j-th access unit of the HEVC video bitstream

tdn (j) is the decoding time of An(j), measured in seconds, in the system target

decoder
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Rxn is the transfer rate from the transport buffer TBn to the multiplex buffer MBn 

as specified below.

Rbxn is the transfer rate from the multiplex buffer MBn to the elementary stream 

buffer EBn as specified below.

The following applies:

• There is exactly one transport buffer TBn for the received HEVC video stream or

HEVC temporal video sub-bitstream where the size TBS is fixed to 512 bytes.

• There is exactly one multiplexing buffer MBn for the HEVC video stream or

HEVC temporal video sub-bitstream, where the size MBSn of the multiplexing 

buffer MB is constrained as follows:

MBSn = BSmux + BSoh + CpbBrNalFactor x MaxCPB[tier, level] - cpb_size

where BSoh, packet overhead buffering, is defined as:

BSoh= (1/750) seconds x max{ CpbBrNalFactor x MaxBR[tier, level], 2 000 

000 bit/s}

and BSmux, additional multiplex buffering, is defined as:

BSmux = 0.004 seconds x max{ CpbBrNalFactor x MaxBR[tier, level], 2 000 

000 bit/s}

MaxCPB[tier, level] and MaxBR[tier, level] are taken from Annex A of Rec. 

ITU-T H.265 | ISO/IEC 23008-2 for the tier and level of the HEVC video stream 

or HEVC temporal video sub-bitstream, cpbsize is taken from the HRD 

parameters, as specified in Annex E of Rec. ITU-T H.265 | ISO/IEC 23008-2, 

included in the HEVC video stream or HEVC temporal video sub-bitstream.
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• There is exactly one elementary stream buffer EBn for all the elementary streams

in the set of received elementary streams associated by hierarchy descriptors,

with a total size EBSn

EBSn = cpbsize (measured in bytes)

where cpb size is taken from the HRD parameters, as specified in Annex E of 

Rec. ITU-T H.265 | ISO/IEC 23008-2, included in the HEVC video stream or 

the HEVC temporal video sub-bitstream.

• Transfer from TBn to MBn is applied as follows:

When there is no data in TBn then Rxn is equal to zero. Otherwise:

Rxn = bitrate

where bit rate is CpbBrNalFactor / CpbBrVclFactor x BitRate[ SchedSelldx ] of 

data flow into the CPB for the byte stream format and BitRate[ SchedSelldx ] is 

as defined in Annex E of Rec. ITU-T H.265 | ISO/IEC 23008-2 when NAL 

HRD parameters are present in the VUI parameters of the HEVC video stream.

NOTE X9 - Annex E also specifies default values for BitRate[ SchedSelldx] 

based on profile, tier and level when NAL HRD parameters are not present in the 

VUI.

• Transfer from MBn to EBn is applied as follows:

If the HEVC timing and HRD descriptor is present with the 

hrdjnanagementjvalid Jlag set to '1' for the elementary stream, then the 

transfer of data from MBn to EBn shall follow the HRD defined scheme for data
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arrival in the CPB of elementary stream as defined in Annex C of Rec. ITU-T

H.265 | ISO/IEC 23008-2.

Otherwise, the leak method shall be used to transfer data from MBn to EBn as 

follows:

90

Rbxn = CpbBrNalFactor x MaxBR[tier, level]

where MaxBR[tier, level] is taken from Annex A of Rec. ITU-T H.265 |

ISO/IEC 23008-2 for the tier and level of the HEVC video stream or HEVC 

temporal video sub-bitstream.

If there is PES packet payload data in MBn, and buffer EBn is not full, the PES 

packet payload is transferred from MBn to EBn at a rate equal to Rbxn. If EBn is 

full, data are not removed from MBn. When a byte of data is transferred from 

MBn to EBn, all PES packet header bytes that are in MBn and precede that byte 

are instantaneously removed and discarded. When there is no PES packet 

payload data present in MBn, no data is removed from MBn. All data that enters 

MBn leaves it. All PES packet payload data bytes enter EBn instantaneously 

upon leaving MBn.

STD delay

The STD delay of any ITU-T Rec. H.265 | ISO/IEC 23008-2 data other than HEVC still 

picture data through the System Target Decoders buffers TBn, MBn, and EBn shall be 

constrained by tdn(j) - t(i) < 10 seconds for all j, and all bytes i in access unit An(j).

The delay of any HEVC still picture data through the System Target Decoders TBn,

MBn, and EBn shall be constrained by tdn(j) - t(i) < 60 seconds for all j, and all bytes i in

access unit An(j).

Buffer management conditions
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Transport streams shall be constructed so that the following conditions for buffer

management are satisfied:

• Each TBn shall not overflow and shall be empty at least once every second.

• Each MBn, EBn, and DPB shall not overflow.

• EBn shall not underflow, except when VUI parameters are present for the HEVC 

video sequence with the low_delay_hrdJlag set to '1'. Underflow of EBn occurs 

for HEVC access unit An(j) when one or more bytes of An(j) are not present in 

EBn at the decoding time tdn(j).

2.17.3 T-STD Extensions for layered transport of HEVC temporal video subsets

When there is an HEVC video sub-bitstream and at least one associated elementary 

stream of type 0x25 in an ITU-T Rec. H.222.0 | ISO/IEC 13818-1 program, the T-STD 

model as described in 2.4.2 is extended as illustrated in Figure X-2 and as specified 

below.

Figure X-2 - T-STD model extensions for layered transport of HEVC 
temporal video subsets

The following additional notations are used to describe the T-STD extensions and are 

illustrated in Figure X-2 above.

t(i) indicates the time in seconds at which the i-th byte of the Transport Stream 

enters the system target decoder

H is the number of received HEVC temporal video subsets, associated by 

hierarchy descriptors with the same HEVC temporal video sub-bitstream.

k is an index identifying the H+l received elementary streams which contain

exactly one HEVC temporal video sub-bitstream and H HEVC temporal

video subsets associated by hierarchy descriptors. The index value k equal to

0 identifies the elementary stream which contains the HEVC temporal video
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sub-bitstream and index values k ranging from 1 up to H identify the 

associated HEVC temporal video subsets.

ESn,k is the received elementary stream which contains the k-th HEVC temporal 

video subset or the HEVC temporal video sub-bitstream if k equals 0

ESn,H is the received elementary stream containing the highest HEVC temporal 

video subset present in the set of received elementary streams

PIDh is the packet identifier value which identifies ESn,H 

j is an index to the output access units

An(j) is the j-th access unit of the HEVC complete temporal representation

tdn(j) is the decoding time of An(j) in the system target decoder

TBn.k is the transport buffer for elementary stream k

TBS„.k is the size of the transport buffer TBnik, measured in bytes

MBn.k is the multiplexing buffer for elementary stream k

MBSn,k is the size of the multiplexing buffer MB„.k, measured in bytes

EBn is the elementary stream buffer for the received HEVC temporal video sub­

bitstream ES„.o and the received HEVC temporal video subsets ES„.i to ES„.n 

EBSn is the size of elementary stream buffer EBn, measured in bytes

Rxn,k is the transfer rate from the k-th transport buffer TBn.k to the k-th multiplex

buffer MB„.k as specified below

Rbxn.k is the transfer rate from the k-th multiplex buffer MBnjk to the elementary 

stream buffer EBn as specified below

NOTE XI0 - The index n, where used, indicates that the received elementary 

streams and associated buffers belong to a certain HEVC temporal video sub­

bitstream and its associated HEVC temporal video subsets, distinguishing these 

elementary streams and associated buffers from other elementary streams and 

buffers, maintaining consistency with the notation in Figure X-l.

TB„,k, EB„ buffer management

The following applies:
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• There is one transport buffer TBn.k for each received elementary stream ESn.k, 

where the size TBSn,k is fixed to 512 bytes.

• There is one multiplex buffer MBn.k for each received elementary stream ESn,k, 

where the size MBSn,k of the multiplex buffer MB„.k is constrained as follows:

MBSn,k = BSmux + BSoh + CpbBrNalFactor x MaxCPB[tier, level] - cpb_size 

(measured in bytes)

where

BSoh, packet overhead buffering, and BSmux, additional multiplex buffering, are 

as specified in clause 2.17.2;

MaxCPB[tier, level] and MaxBR[tier, level] are taken from the tier and level 

specification of HEVC for the tier and level of the HEVC highest temporal 

sub-layer representation associated with ESn,k;

cpbsize is taken from the HRD parameters, as specified in Annex E of Rec. 

ITU-T H.265 | ISO/IEC 23008-2, included in the HEVC highest temporal 

sub-layer representation associated with ES„.k.

• There is exactly one elementary stream buffer EBn for the H + 1 elementary 

streams in the set of received elementary streams ESn,o to ESn,H, with a total size 

EBSn

EBSn = cpb size (measured in bytes)

where cpb size is taken from the HRD parameters, as specified in Annex E of 

Rec. ITU-T H.265 | ISO/IEC 23008-2, included in the HEVC highest temporal 

sub-layer representation associated with ESn,H·

• Transfer from TB„.k to MB„.k is applied as follows:
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When there is no data in TBn.k then Rxn.k is equal to zero. Otherwise:

Rx„,k = bitrate

where bit_rate is as specified in clause 2.17.2.

• Transfer from MB„.k to EBn is applied as follows:

If the HEVCtimingandHRDdescriptor is present with the 

hrdmanagementvalidflag set to '1' for the HEVC video sub-bitstream, then 

the transfer of data from M Bn.k to EBn shall follow the HRD defined scheme for 

data arrival in the CPB of elementary stream ESn.n as defined in Annex C of 

Rec. ITU-T H.265 | ISO/IEC 23008-2.

Otherwise, the leak method shall be used to transfer data from MBn.k to EBn as 

follows:

Rbxn,k = CpbBrNalFactor x MaxBR[tier, level]

where MaxBR[tier, level] is defined for the byte stream format in Annex A of 

Rec. ITU-T H.265 | ISO/IEC 23008-2 for the tier and level of the HEVC video 

stream or the HEVC highest temporal sub-layer representation associated with 

ESn,k.

If there is PES packet payload data in ΜΒΠ^, and EBn is not full, the PES packet 

payload is transferred from MB„.k to EBn at a rate equal to Rbxn,k. If EBn is full, 

data are not removed from MB„.k. When a byte of data is transferred from MB„.k 

to EB„, all PES packet header bytes that are in MB„.k and precede that byte are 

instantaneously removed and discarded. When there is no PES packet payload 

data present in MBn.k, no data is removed from MB„.k. All data that enters MB„.k 

leaves it. All PES packet payload data bytes enter EBn instantaneously upon 

leaving MB„.k.
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At the output of the elementary stream buffer EBn, the elementary streams are

aggregated by removing all HEVC access units in ascending DTS order and transferring

them to the HEVC decoder DH, irrespective of which elementary stream ESn.k each

HEVC access unit belongs to.

STD delay

The STD delay of any ITU-T Rec. H.265 | ISO/IEC 23008-2 data other than HEVC still 

picture data through the System Target Decoders buffers TB„.k, MB„.k, and EBn shall be 

constrained by tdn(j) - t(i) <10 seconds for all k, all j, and all bytes i in access 

unit An(j).

The delay of any HEVC still picture data through the System Target Decoders TB„.k, 

MB„.k, and EBn shall be constrained by tdn(j) - t(i) < 60 seconds for all k, all j, and all 

bytes i in access unit An(j).

Buffer management conditions

Transport streams shall be constructed so that the following conditions for buffer 

management are satisfied:

• Each TBn.k shall not overflow and shall be empty at least once every second.

• Each MBn.k, EBn, and DPB shall not overflow.

• EBn shall not underflow, except when VUI parameters are present for the HEVC 

video sequence with the low_delay_hrdJlag set to T. Underflow of EBn occurs 

for HEVC access unit An(j) when one or more bytes of An(j) are not present in 

EBn at the decoding time tdn(j).
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2.17.4 T-STD Extensions for layered transport of HEVC layered video sub-bitstream

The T-STD model described in 2.17.2 or 2.17.3 is applied if the received elementary

stream is a video sub-bitstream of stream type 0x24 or 0x25, i.e. only the HEVC base

layer video sub-bitstream or HEVC temporal video subset of the base layer is received

and decoded.

When there is a set of HEVC layered video sub-bitstreams in a Rec. ITU-T H.222.0 | 

ISO/IEC 13818-1 program, of which dependencies may be signalled in the hierarchy 

extension descriptor, as defined in 2.6.97, and when there is at least one of the HEVC 

layered video sub-bitstreams in the set of received elementary streams having the value 

of stream type equal to 0x26, the T-STD model as described in 2.14.3.1 is extended as 

illustrated in Figure X-3 and as specified below.

Figure 2-15 - T-STD model extensions for Rec. ITU-T H.265 | ISO/IEC 23008-2 

Video with HEVC layered video sub-bitstreams

The following additional notations are used to describe the T-STD extensions and are 

illustrated in Figure 2-15 above.

ESn is the received elementary stream associated with the n-th HEVC

layered video sub-bitstream, where n is the index to the HEVC layer 

identifier subsets starting with value 0 for the HEVC layer identifier 

subset containing the base layer and ordered according to the minimum 

nuhlayerid of the layer identifier subsets

ESh is the received elementary stream associated with the H-th HEVC

layered video sub-bitstream which includes the layers with the highest 

nuh layer id present in all HEVC layered video sub-bitstreams of 

received elementary streams

j is an index to the re-assembled access units

jn is an index to the HEVC layer identifier sets of the elementary stream

ESn associated with the n-th HEVC layered video sub-bitstream
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VSn(jn) is the jn-th HEVC layer picture subset of the HEVC layered video sub­

bitstream associated with ESn

AH(j) is the j-th access unit resulting from re-assembling (up to) the H-th 

HEVC layer picture subset associated with ESH

tdn(jn) is the decoding time, measured in seconds, in the system target decoder 

of the HEVC layer picture subset VSn(jn)

tdH(j) is the decoding time, measured in seconds, in the system target decoder 

of the j-th access unit AH(j) resulting from re-assembling (up to) the 

HEVC layer picture subset VShO’h)

TBn is the transport buffer for elementary stream ESn 

TBSn is the size of the transport buffer TBn, measured in bytes 

MBn is the multiplexing buffer for elementary stream ESn

MBSn is the size of the multiplexing buffer MBn, measured in bytes 

VSBn is the HEVC layer picture subset buffer for elementary stream ESn

VSBSn is the size of HEVC layer picture subset buffer VSBn, measured in 

bytes

EBh is the elementary stream buffer for the HEVC layered video sub­

bitstream, including the HEVC base layer video sub-bitstream

EBSh is the size of elementary stream buffer EBh, measured in bytes 

Rxn transfer rate from TBn to MBn, as specified below 

Rbxn transfer rate from MBn to VSBn, as specified below

Carriage in PES packets

For correct re-assembling of the HEVC layer picture subsets to an HEVC access unit, 

the following applies:

• a PES packet per HEVC layer picture subset start shall be present, i.e., at 

most one HEVC layer picture subset may commence in the same PES 

packet;

• the PTS and, if applicable, the DTS value shall be provided in the PES 

header of each HEVC layer picture subset
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DPB buffer management

The DPB buffer management for the re-assembled HEVC video stream shall conform to

2.17.2 or 2.17.3 using HEVC access unit timing values, as DTS or CPB removal time,

and PTS or DPB removal time, associated with the HEVC layer picture subset of the

HEVC layered video sub-bitstream in elementary stream ESh-

TB„, MB„, EB„ buffer management

The following applies:

• There is exactly one transport buffer TB, as defined in 2.14.3.1, for each 

received elementary stream in the set of received HEVC layered video sub­

bitstreams, including the HEVC base layer video sub-bitstream, contained 

in the elementary streams as shown in Figure X-3.

• There is exactly one multiplexing buffer MBo for the HEVC base layer 

video sub-bitstream in the elementary stream ESo, where the size of the 

multiplexing buffer MB So is constrained as follows:

MBS0 = BSmux,0 + BSoh,0 + CpbBrNalFactor x MaxCPB[tier, level]0

- cpb_sizeo

where BSmux,o, BSoh,0 are defined in 2.14.3.1 for the HEVC base layer 

video sub-bitstream in elementary stream ESo.

where MaxCPB[tier, level]o and cpb_sizeo for the elementary stream ESo 

are defined, as in 2.14.3.1.

NOTE 1 - If HRD parameters are present in at least one of the HEVC 

layered video sub-bitstreams, those parameters have to be carefully 

handled in order to not unnecessarily increase the multiplexing buffers 

allocation.

• There is exactly one multiplexing buffer MBn for each received elementary 

stream associated with nuh layer id value not equal to 0, where the size of 

each multiplexing buffer MBSn in the set of received elementary streams is 

constrained as follows:

MBSn = BSmux,n + BSoh,n
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where BSmux,n, BSoh,n are defined in 2.14.3.1 for the HEVC video stream 

resulting from re-assembling (up to) the HEVC layered video sub-bitstream 

in elementary stream ESn.

• There is exactly one elementary stream buffer EBH for all the elementary 

streams in the set of received elementary streams as shown in Figure X-3, 

of which the size EBSh has the following value:

EBSh = cpb_sizeH

where cpb sizeH is the cpbsize for the HEVC layered video sub-bitstream 

in elementary stream ESh as defined in 2.14.3.1 for the re-assembled 

HEVC video stream.

• There is exactly one HEVC layer picture subset buffer VSBn for each 

elementary stream in the set of received elementary streams as shown in 

Figure X-3, where each HEVC layer picture subset buffer VSBn in the set 

of received elementary streams is allocated within EBh. Even though the 

size VSBSn of individual VSBn is not constrained, the sum of the sizes 

VSBSn is constrained as follows:

EBSh = Ση (VSBSn)

• Transfer from TBn to MBn is applied as follows:

Rate Rxn:

If there is no data in TBn, Rxn is equal to zero.

Otherwise: Rxn = bitrate

where bit rate is CpbBrNalFactor / CpbBrVclFactor x 

BitRate[ SchedSelldx ] of data flow into the CPB for the byte stream format 

and BitRate[ SchedSelldx ] is as defined in Rec. ITU-T H.265 | ISO/IEC 

23008-2 when NAL HRD parameters are present in the VPS for the HEVC 

layered video sub-bitstream..

• Transfer from MBn to VSBn is applied as follows:

If the HEVCtimingandHRDdescriptor is present with the 

hrdmanagementvalidflag set to '1' for the elementary stream ESh, then
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the transfer of data from MBn to VSBn shall follow the HRD defined 

scheme for data arrival in the CPB of elementary stream ESh as defined in 

Annex C of Rec. ITU-T H.265 | ISO/IEC 23008-2.

Otherwise, the leak method shall be used to transfer data from MBn to 

VSBn as follows:

Rate Rbxn:

Rbxn = CpbBrNalFactor x MaxBR[tier, level]n

where MaxBR[tier, level]n is defined for the byte stream format in Table 

A.l (Level limits) in Rec. ITU-T H.265 | ISO/IEC 23008-2 for the level of 

the HEVC video stream resulting from re-assembling (up to) the associated 

HEVC layered video sub-bitstream n in elementary stream ESn. If there is 

PES packet payload data in MBn, and buffer EBH is not full, the PES packet 

payload is transferred from MBn to VSBn at a rate equal to Rbxn. If EBh is 

full, data are not removed from MBn. When a byte of data is transferred 

from MBn to VSBn, all PES packet header bytes that are in MBn and 

precede that byte are instantaneously removed and discarded. When there is 

no PES packet payload data present in MBn, no data is removed from MBn. 

All data that enters MBn leaves it. All PES packet payload data bytes enter 

VSBn instantaneously upon leaving MBn. [Ed (CY): to be updated based on 

the latest MV-HEVC specification.]

Access unit re-assembling and EB removal

The following specifies the access unit re-assembling that results in HEVC access unit

Ah(j):

i) Assemble the HEVC layer picture subsets for the j-th access unit Ah(j) 

following the rule below:

• For an HEVC layer picture subsets VSy+i(jy+i) and each VSy(jy)

collected for access unit Ah(j), where VSy is associated with a program 

element identified by each value of

hierarchyextembeddedlayerindex indicated in the associated
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hierarchy extension descriptor, the DTS value of tdy+i(jy+i) of 

VSy+i(jy+i) shall be equal to DTS value tdy(jy) of VSy(jy).

NOTE 3 - If no hierarchy extension descriptor is present, VSy is 

associated with the HEVC base layer video sub-bitstream and VSy+i 

is associated with the HEVC layered video sub-bitstream.

[Ed. (CY): reordering of the SEI messages as for MVC and SVC are removed here.]

The following specifies the removal of access unit AH(j) from buffer EBH:

At the decoding time tdH(j), the HEVC access unit AH(j) shall be re-assembled 

and available for removal from buffer EBH. The decoding time tdn(j) is 

specified by the DTS or by the CPB removal time that is associated with the 

HEVC layer picture subsets in elementary stream ESh, as derived from 

information in the re-assembled AVC video stream.

STD delay

The STD delay for re-assembled HEVC access units shall follow the constraints 

specified in 2.17.1.

Buffer management conditions

Transport streams shall be constructed so that the following conditions for buffer 

management are satisfied:

• Each TBn shall not overflow and shall be empty at least once every second.

• Each MBn, EBh, and DPB shall not overflow.

• EBh shall not underflow, except when VUI parameters are present for the 

AVC video sequence of the re-assembled AVC video stream with the 

low delay hrd flag set to T. Underflow of EBH occurs for HEVC access 

unit An(j) when one or more bytes of Ah(j) are not present in EBh at the 

decoding time tdHO).

2.17.5 P-STD extensions for HEVC layered video sub-bitstream

The P-STD model is applied if the decoded elementary stream is a video sub-bitstream 

of stream type 0x24 or 0x25, i.e., only the HEVC base layer video sub-bitstream is 

decoded.
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When there is a set of decoded HEVC layered video sub-bitstreams in a Rec. ITU-T 

H.222.0 | ISO/IEC 13818-1 program, of which layer identifier subset values may be 

signalled in the HEVCextensiondescriptor, as defined in 2.6.99, and when there is at 

least one of the HEVC layered video sub-bitstreams in the set of decoded elementary 

streams having the value of stream type equal to 0x26, the P-STD model, as described 

in 2.14.3.2, is extended as illustrated in Figure X-4 and as specified below.

Figure X-4 - P-STD model extensions for Rec. ITU-T H.265 | ISO/IEC 23008-2 

Video with HEVC layered video sub-bitstreams

The following additional notations are used to describe the P-STD extensions and are 

illustrated in Figure X-4 above.

ESn is the received elementary stream associated with the n-th HEVC

layered video sub-bitstream, where n is the index to the HEVC layer 

identifier subsets starting with value 0 for the HEVC layer identifier 

subset containing the base layered and ordered according to the 

minimum nuhlayerid contained in each HEVC layer identifier subset

ESh is the received elementary stream associated with the H-th layered

video sub-bitstream which includes the HEVC layer pictures with the 

highest nuh layer id present in all HEVC layer identifier subsets of 

received elementary streams

j is an index to the re-assembled access units

jn is an index to the HEVC layer picture subsets of the elementary stream

associated with the n-th HEVC layer picture subset

VSn(jn) is the jn-th HEVC layer picture subset of the HEVC layered video sub­

bitstream associated with ESn

AH(j) is the j-th access unit resulting from re-assembling (up to) the H-th 

HEVC layer picture subset associated with ESH

tdn(jn) is the decoding time, measured in seconds, in the system target decoder 

of the HEVC layer picture subset VSn(jn)
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tdH(j) is the decoding time, measured in seconds, in the system target decoder

of the j-th access unit AH(j) resulting from re-assembling (up to) the

HEVC layer picture subset VShO’h)

Bh is the input buffer for all decoded HEVC layered video sub-bitstreams

BSh is the size of the input buffer BH, measured in bytes

VSBn is the HEVC layered picture subset buffer for elementary stream ESn

VSBSn is the size of HEVC layered picture subset buffer VSBn, measured in 

bytes

Carriage in PES packets

For correct re-assembling of the HEVC layer picture subsets to an HEVC access unit, 

the following applies:

• a PES packet per HEVC layer picture start shall be present, i.e., at most one 

HEVC layer picture subset may commence in the same PES packet;

• the PTS and, if applicable, the DTS value shall be provided in the PES 

header of each HEVC layer picture subset.

DPB buffer management

The DPB buffer management for the re-assembled HEVC video stream shall conform to

2.14.3.1 of MPEG-2 TS using HEVC access unit timing values, as DTS or CPB 

removal time, and PTS or DPB removal time, associated with the HEVC layer picture 

subsets of the HEVC layered video sub-bitstream in elementary stream ESh-

B„ buffer management

The following applies:

• There is exactly one elementary stream buffer BH for all the elementary 

streams in the set of decoded elementary streams as shown in Figure X-4, 

where the size of BSh is defined by the P-STD_buffer_size field in the PES 

packet header of elementary stream ESh-

• There is exactly one HEVC layer picture subset buffer VSBn for each 

elementary stream in the set of decoded elementary streams as shown in 

Figure X-4, where each HEVC layer subset buffer VSBn in the set of



WO 2015/105934 PCT/US2015/010559
104

decoded elementary streams is allocated within BSh- Even though the size 

VSBSn of individual VSBn is not constrained, the sum of the sizes VSBSn is 

constrained as follows:

BSh = Ση (VSBSn)

where BSh is the size of the input buffer for the MVC video sub-bitstream in 

elementary stream ESh, as defined in 2.14.3.2, for the re-assembled AVC video 

stream.

Access unit re-assembling and B removal

The following specifies the access unit re-assembling that results in AVC access unit 

AhG):

i) Assemble the HEVC layer picture subsets for the j-th access unit AH(j) 

following the rule below:

• For an HEVC layer picture subset VSy+i(jy+i) and each VSy(jy)

collected for access unit AH(j), where VSy is associated with a program 

element identified by each value of the

hierarchyextembeddedlayerindex indicated in the associated 

hierarchy extension descriptor, the DTS value of tdy+i(jy+i) of 

VSy+i(jy+i) shall be equal to DTS value tdy(jy) of VSy(jy).

The following specifies the removal of access unit AH(j) from buffer BH:

At the decoding time tdH(jH), the HEVC access unit Ah(j’h) shall be re­

assembled and available for removal from buffer Bh. The decoding time tdH(j) 

is specified by the DTS or by the CPB removal time that is associated with the 

HEVC layer picture subsets in elementary stream ESh, as derived from 

information in the re-assembled AVC video stream.

STD delay

The STD delay for the re-assembled HEVC access units shall follow the constraints

specified in 2.17.1.
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Buffer management conditions

Program streams shall be constructed so that the following conditions for buffer 

management are satisfied:

• Bh shall not overflow.

• Bh shall not underflow, except when VUI parameters are present for the 

HEVC video sequence of the re-assembled HEVC video stream with the 

low delay hrd flag set to T, or when trick mode status is true. Underflow 

of Bh occurs for AVC access unit AH(j) when one or more bytes of AH(j) 

are not present in BH at the decoding time tdHO).

[0189] The techniques described in this disclosure may be performed by any of a 

variety of video processing devices, such as video encoder 20, video decoder 30, or 

other devices, such as splicing engines, media aware network elements (MANEs), 

streaming servers, routers, and other devices that encode, decode, assemble, construct, 

extract or otherwise process coded video bitstreams.

[0190] FIG. 6 is a block diagram illustrating an example video encoder 20 that may be 

configured to implement the techniques of this disclosure, such as techniques for 

carriage of HEVC multi-layer extension bitstreams, including multiview HEVC (MV- 

HEVC), scalable HEVC (SHVC), and three-dimensional HEVC (3D-HEVC) extension 

bitstreams, with MPEG-2 systems.

[0191] This disclosure describes video encoder 20 in the context of HEVC coding and, 

more particularly, MV-HEVC, SHVC, and 3D-HEVC coding extensions. However, the 

techniques of this disclosure may be applicable to other video coding standards or 

methods. Accordingly, FIG. 6 is provided for purposes of explanation and should not 

be considered limiting of the techniques as broadly exemplified and described in this 

disclosure.

[0192] In the example of FIG. 6, video encoder 20 includes a prediction processing unit 

100, a video data memory 101, a residual generation unit 102, a transform processing 

unit 104, a quantization unit 106, an inverse quantization unit 108, an inverse transform 

processing unit 110, a reconstruction unit 112, a filter unit 114, a decoded picture buffer 

116, and an entropy encoding unit 118. Prediction processing unit 100 includes an 

inter-prediction processing unit 120 and an intra-prediction processing unit 126. Inter-
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prediction processing unit 120 includes a motion estimation (ME) unit 122 and a motion 

compensation (MC) unit 124.

[0193] The components of prediction processing unit 100 are described as performing 

both texture encoding and depth encoding. In some examples, texture and depth 

encoding may be performed by the same components of prediction processing unit 100 

or different components within prediction processing unit 100. For example, separate 

texture and depth encoders may be provided in some implementations. Also, multiple 

texture and depth encoders may be provided to encode multiple views, e.g., for 

multiview plus depth coding. Video encoder 20 may include more, fewer, or different 

functional components than shown in FIG. 6.

[0194] In some examples, prediction processing unit 100 may operate substantially in 

accordance with MV-HEVC, SHVC, or 3D-HEVC, e.g., subject to modifications and/or 

additions described in this disclosure. Prediction processing unit 100 may provide 

syntax information to entropy encoding unit 118. The syntax information may indicate, 

for example, which prediction modes were used and information relating to such modes. 

[0195] Video encoder 20 receives video data to be encoded. Video data memory 101 

may store video data to be encoded by the components of video encoder 20. The video 

data stored in video data memory 101 may be obtained, for example, from video source

18. Decoded picture buffer 116 may be a reference picture memory that stores 

reference video data for use in encoding video data by video encoder 20, e.g., in intra- 

or inter-coding modes. Video data memory 101 and decoded picture buffer 116 may be 

formed by any of a variety of memory devices, such as dynamic random access memory 

(DRAM), including synchronous DRAM (SDRAM), magnetoresistive RAM (MRAM), 

resistive RAM (RRAM), or other types of memory devices. Video data memory 101 

and decoded picture buffer 116 may be provided by the same memory device or 

separate memory devices. In various examples, video data memory 101 may be on-chip 

with other components of video encoder 20, or off-chip relative to those components. 

[0196] Video encoder 20 may encode each of a plurality of coding tree units (CTU) in a 

slice of a picture of the video data. Each of the CTUs may be associated with equally- 

sized luma coding tree blocks (CTBs) and corresponding chroma CTBs of the picture. 

As part of encoding a CTU, prediction processing unit 100 may perform quad-tree 

partitioning to divide the CTBs of the CTU into progressively-smaller blocks. The 

smaller block may be coding blocks of CUs. For example, prediction processing unit
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100 may partition a CTB associated with a CTU into four equally-sized sub-blocks, 

partition one or more of the sub-blocks into four equally-sized sub-sub-blocks, and so 

on.

[0197] Video encoder 20 may encode CUs of a CTB to generate encoded

representations of the CUs (i.e., coded CUs). As part of encoding a CU, prediction 

processing unit 100 may partition the coding blocks associated with the CU among one 

or more PUs of the CU. Thus, each PU may be associated with a luma prediction block 

and corresponding chroma prediction blocks.

[0198] Video encoder 20 and video decoder 30 may support PUs having various sizes. 

As indicated above, the size of a CU may refer to the size of the luma coding block of 

the CU and the size of a PU may refer to the size of a luma prediction block of the PU. 

Assuming that the size of a particular CU is 2Nx2N, video encoder 20 and video 

decoder 30 may support PU sizes of 2Nx2N or NxN for intra prediction, and symmetric 

PU sizes of 2Nx2N, 2NxN, Nx2N, NxN, or similar for inter prediction. Video encoder 

20 and video decoder 30 may also support asymmetric partitioning for PU sizes of 

2NxnU, 2NxnD, nLx2N, and nRx2N for inter prediction. In accordance with aspects of 

this disclosure, video encoder 20 and video decoder 30 also support non-rectangular 

partitions of a PU for depth inter coding.

[0199] Inter-prediction processing unit 120 may generate predictive data for a PU by 

performing inter prediction on each PU of a CU. The predictive data for the PU may 

include predictive blocks of the PU and motion information for the PU. Inter-prediction 

processing unit 120 may perform different operations for a PU of a CU depending on 

whether the PU is in an I slice, a P slice, or a B slice. In an I slice, all PUs are intra 

predicted. Hence, if the PU is in an I slice, inter-prediction processing unit 120 does not 

perform inter prediction on the PU. Thus, for blocks encoded in I-mode, the predictive 

block is formed using spatial prediction from previously-encoded neighboring blocks 

within the same picture.

[0200] If a PU is in a P slice, motion estimation (ME) unit 122 may search the reference

pictures in a list of reference pictures (e.g., “RefPicListO”) for a reference region for the

PU. The reference pictures may be stored in decoded picture buffer 116. The reference

region for the PU may be a region, within a reference picture, that contains sample

blocks that most closely correspond to the sample blocks of the PU. Motion estimation
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(ME) unit 122 may generate a reference index that indicates a position in RefPicListO of 

the reference picture containing the reference region for the PU.

[0201] In addition, for inter-coding, motion estimation (ME) unit 122 may generate a 

motion vector (MV) that indicates a spatial displacement between a coding block of the 

PU and a reference location associated with the reference region. For instance, the MV 

may be a two-dimensional vector that provides an offset from the coordinates in the 

current picture to coordinates in a reference picture. Motion estimation (ME) unit 122 

may output the reference index and the MV as the motion information of the PU.

Motion compensation (MC) unit 124 may generate the predictive sample blocks of the 

PU based on actual or interpolated samples at the reference location indicated by the 

motion vector of the PU.

[0202] If a PU is in a B slice, motion estimation unit 122 may perform uni-prediction or 

bi-prediction for the PU. To perform uni-prediction for the PU, motion estimation unit 

122 may search the reference pictures of RefPicListO or a second reference picture list 

(“RefPicListl”) for a reference region for the PU. Motion estimation (ME) unit 122 

may output, as the motion information of the PU, a reference index that indicates a 

position in RefPicListO or RefPicListl of the reference picture that contains the 

reference region, an MV that indicates a spatial displacement between a sample block of 

the PU and a reference location associated with the reference region, and one or more 

prediction direction indicators that indicate whether the reference picture is in 

RefPicListO or RefPicListl. Motion compensation (MC) unit 124 may generate the 

predictive blocks of the PU based at least in part on actual or interpolated samples at the 

reference region indicated by the motion vector of the PU.

[0203] To perform bi-directional inter-prediction for a PU, motion estimation unit 122 

may search the reference pictures in RefPicListO for a reference region for the PU and 

may also search the reference pictures in RefPicListl for another reference region for 

the PU. Motion estimation (ME) unit 122 may generate reference picture indexes that 

indicate positions in RefPicListO and RefPicListl of the reference pictures that contain 

the reference regions. In addition, motion estimation (ME) unit 122 may generate MVs 

that indicate spatial displacements between the reference location associated with the 

reference regions and a sample block of the PU. The motion information of the PU may 

include the reference indexes and the MVs of the PU. Motion compensation (MC) unit
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124 may generate the predictive blocks of the PU based at least in part on actual or 

interpolated samples at the reference region indicated by the motion vector of the PU. 

[0204] Intra-prediction processing unit 126 may generate predictive data for a PU by 

performing intra prediction on the PU. The intra-predictive data for the PU may include 

predictive blocks for the PU and various syntax elements. Intra-prediction processing 

unit 126 may perform intra prediction on PUs in I slices, P slices, and B slices. To 

perform intra prediction on a PU, intra-prediction processing unit 126 may use multiple 

intra prediction modes to generate multiple sets of predictive data for the PU, and then 

select one of the intra-prediction modes that yields acceptable or optimal coding 

performance, e.g., using rate-distortion optimization techniques.

[0205] To use some intra prediction modes to generate a set of predictive data for the 

PU, intra-prediction processing unit 126 may extend samples from sample blocks of 

spatially neighboring PUs across the sample blocks of the PU in a direction associated 

with the intra prediction mode. The neighboring PUs may be above, above and to the 

right, above and to the left, or to the left of the PU, assuming a left-to-right, top-to- 

bottom encoding order for PUs, CUs, and CTUs. Intra-prediction processing unit 126 

may use various numbers of intra prediction modes, e.g., 33 directional intra prediction 

modes. In some examples, the number of intra prediction modes may depend on the 

size of the region associated with the PU.

[0206] Prediction processing unit 100 may select the predictive data for PUs of a CU 

from among the predictive data generated by inter-prediction processing unit 120 for the 

PUs or the predictive data generated by intra-prediction processing unit 126 for the PUs. 

In some examples, prediction processing unit 100 selects the predictive data for the PUs 

of the CU based on rate/distortion metrics of the sets of predictive data. The predictive 

blocks of the selected predictive data may be referred to herein as the selected predictive 

blocks.

[0207] Residual generation unit 102 may generate, based on a coding block (e.g., a 

luma, Cb or Cr coding block) of a CU and the selected inter- or intra-predictive block 

(e.g., a luma, Cb or Cr predictive block) of the PUs of the CU, a residual block (e.g., a 

luma, Cb or Cr residual block) of the CU. For instance, residual generation unit 102 

may generate the residual blocks of the CU such that each sample in the residual blocks 

has a value equal to a difference between a sample in a coding block of the CU and a
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corresponding sample, i.e., in luma or chroma pixel value, as applicable, in a 

corresponding selected predictive sample block of a PU of the CU.

[0208] Transform processing unit 104 may perform quad-tree partitioning to partition 

the residual blocks associated with a CU into transform blocks associated with TUs of 

the CU. Thus, a TU may be associated with a luma transform block and two chroma 

transform blocks. The sizes and positions of the luma and chroma transform blocks of 

TUs of a CU may or may not be based on the sizes and positions of prediction blocks of 

the PUs of the CU. A quad-tree structure known as a “residual quad-tree” (RQT) may 

include nodes associated with each of the regions. The TUs of a CU may correspond to 

leaf nodes of the RQT.

[0209] For regular residual coding, transform processing unit 104 may generate 

transform coefficient blocks for each TU of a CU by applying one or more transforms to 

the transform blocks of the TU. Transform processing unit 104 may apply various 

transforms to a transform block associated with a TU. For example, transform 

processing unit 104 may apply a discrete cosine transform (DCT), a directional 

transform, or a conceptually similar transform to a transform block. In some examples, 

transform processing unit 104 does not apply transforms to a transform block. In such 

examples, the transform block may be treated as a transform coefficient block.

[0210] Quantization unit 106 may, for regular residual coding, quantize the residual 

transform coefficients in a coefficient block. The quantization process may reduce the 

bit depth associated with some or all of the transform coefficients. For example, an n- 

bit transform coefficient may be rounded down to an m-bit transform coefficient during 

quantization, where n is greater than m. Quantization unit 106 may quantize a 

coefficient block of a TU of a CU based on a quantization parameter (QP) value 

associated with the CU. Video encoder 20 may adjust the degree of quantization 

applied to the coefficient blocks associated with a CU by adjusting the QP value 

associated with the CU. Quantization may introduce loss of information, thus quantized 

transform coefficients may have lower precision than the original ones.

[0211] Inverse quantization unit 108 and inverse transform processing unit 110 may

apply inverse quantization and inverse transforms to a coefficient block, respectively, to

reconstruct a residual block from the coefficient block. Reconstruction unit 112 may

add the reconstructed residual block to corresponding samples from one or more

predictive sample blocks generated by prediction processing unit 100 to produce a
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reconstructed transform block associated with a TU. By reconstructing transform 

blocks for each TU of a CU in this way, video encoder 20 may reconstruct the coding 

blocks of the CU.

[0212] Filter unit 114 may perform one or more filtering operations to reduce artifacts, 

such as blocking artifacts, in the coding blocks associated with a reconstructed CU. The 

filtering operations may include one or more of: deblocking to remove blockiness at 

block boundaries, loop filtering to smooth pixel transitions, sample adaptive offset 

filtering to smooth pixel transitions, or possibly other types of filtering operations or 

techniques. Decoded picture buffer 116 may store the reconstructed coding blocks after 

filter unit 114 performs the one or more deblocking operations on the reconstructed 

coding blocks. Inter-prediction processing unit 120 may use a reference picture that 

contains the reconstructed coding blocks to perform inter prediction on PUs of other 

pictures. In addition, intra-prediction processing unit 126 may use reconstructed coding 

blocks in decoded picture buffer 116 to perform intra prediction on other PUs in the 

same picture as the CU.

[0213] Entropy encoding unit 118 may receive data from various functional

components of video encoder 20. For example, entropy encoding unit 118 may receive 

coefficient blocks from quantization unit 106 and may receive syntax elements from 

prediction processing unit 100. Entropy encoding unit 118 may perform one or more 

entropy encoding operations on the data to generate entropy-encoded data. For 

example, entropy encoding unit 118 may perform a CABAC operation. Examples of 

other entropy coding processes include context-adaptive variable length coding 

(CAVLC), syntax-based context-adaptive binary arithmetic coding (SBAC), and 

Probability Interval Partitioning Entropy (PIPE) coding. In HEVC, CABAC is used. 

Video encoder 20 may output a bitstream that includes entropy-encoded data generated 

by entropy encoding unit 118. For instance, the bitstream may include bits that 

represent bins of binary syntax elements or binarized syntax elements.

[0214] FIG. 7 is a block diagram illustrating an example video decoder 30 that is 

configured to perform the techniques of this disclosure, such as techniques for carriage 

of HEVC multi-layer extension bitstreams, including multiview HEVC (MV-HEVC), 

scalable HEVC (SHVC), and three-dimensional HEVC (3D-HEVC) extension 

bitstreams, with MPEG-2 systems. FIG. 7 is provided for purposes of illustration and 

should not be considered limiting of the techniques as broadly exemplified and
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described in this disclosure. This disclosure describes video decoder 30 in the context 

of HEVC coding extensions and, in particular, MV-HEVC, SHVC, and 3D-HEVC 

coding extensions. However, the techniques of this disclosure may be applicable to 

other video coding standards or methods. Accordingly, FIG. 7 is provided for purposes 

of explanation and should not be considered limiting of the techniques as broadly 

exemplified and described in this disclosure.

[0215] In the example of FIG. 7, video decoder 30 includes an entropy decoding unit 

150, a prediction processing unit 152, an inverse quantization unit 154, an inverse 

transform processing unit 156, a reconstruction unit 158, a filter unit 160, and a decoded 

picture buffer 162. Prediction processing unit 152 includes a motion compensation 

(MC) unit 164 for inter-prediction and an intra-prediction processing unit 166. For ease 

of illustration, the components of prediction processing unit 152 are described as 

performing both texture decoding and depth decoding. In some examples, texture and 

depth decoding may be performed by the same components of prediction processing 

unit 152 or different components within prediction processing unit 152. For example, 

separate texture and depth decoders may be provided in some implementations. Also, 

multiple texture and depth decoders may be provided to decode multiple views, e.g., for 

multiview plus depth coding. In either case, prediction processing unit 152 may be 

configured to intra- or inter-decode texture data and depth data as part of a 3D coding 

process, such as a 3D-HEVC process.

[0216] Accordingly, prediction processing unit 152 may operate substantially in 

accordance with MV-HEVC, SHVC, or 3D-HEVC, subject to modifications and/or 

additions described in this disclosure. Prediction processing unit 152 may obtain 

residual data from the encoded video bitstream for intra-decoded or inter-decoded depth 

data, via entropy decoding unit 150, and reconstruct CU’s using intra-predicted or inter­

predicted depth data and the residual data. In some examples, video decoder 30 may 

include more, fewer, or different functional components than shown in FIG. 7.

[0217] Video decoder 30 receives an encoded video bitstream. A coded picture buffer 

(CPB) 151 may receive and store encoded video data (e.g., NAL units) of a bitstream. 

The video data stored in CPB 151 may be obtained, for example, from computer- 

readable medium 16, e.g., from a local video source, such as a camera, via wired or 

wireless network communication of video data, or by accessing physical data storage 

media. CPB 151 may form a video data memory that stores encoded video data from an
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encoded video bitstream. Decoded picture buffer 162 may be a reference picture 

memory that stores reference video data for use in decoding video data by video 

decoder 30, e.g., in intra- or inter-coding modes. CPB 151 and decoded picture buffer 

162 may be formed by any of a variety of memory devices, such as dynamic random 

access memory (DRAM), including synchronous DRAM (SDRAM), magnetoresistive 

RAM (MRAM), resistive RAM (RRAM), or other types of memory devices. CPB 151 

and decoded picture buffer 162 may be provided by the same memory device or 

separate memory devices. In various examples, CPB 151 may be on-chip with other 

components of video decoder 30, or off-chip relative to those components.

[0218] Entropy decoding unit 150 parses the bitstream to decode entropy-encoded 

syntax elements from the bitstream. In some examples, entropy decoding unit 150 may 

be configured to use a CAB AC coder to decode, from bits in the bitstream, bins for 

syntax elements. Entropy decoding unit 150 may use the CAB AC coder to decode a 

variety of other syntax elements for different coding modes, including intra- or inter­

coding modes.

[0219] Prediction processing unit 152, inverse quantization unit 154, inverse transform 

processing unit 156, reconstruction unit 158, and filter unit 160 may generate decoded 

video data based on the syntax elements extracted from the bitstream. The bitstream 

may comprise a series of NAL units. The NAL units of the bitstream may include 

coded slice NAL units. As part of decoding the bitstream, entropy decoding unit 150 

may extract and entropy decode syntax elements from the coded slice NAL units. Some 

syntax elements of the bitstream are not entropy encoded or decoded.

[0220] Each of the coded slices may include a slice header and slice data. The slice 

header may contain syntax elements pertaining to a slice. The syntax elements in the 

slice header may include a syntax element that identifies a PPS associated with a picture 

that contains the slice. The PPS may refer to an SPS, which may in turn refer to a VPS. 

Entropy decoding unit 150 may also entropy decode other elements that may include 

syntax information, such as SEI messages. Decoded syntax elements in any of the slice 

header, parameter sets, or SEI messages may include information described herein as 

being signaled in accordance with example techniques described in this disclosure.

Such syntax information may be provided to prediction processing unit 152 for 

decoding and reconstruction of texture or depth blocks.
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[0221] Video decoder 30 may perform a reconstruction operation on non-partitioned 

CUs and PUs. To perform the reconstruction operation, video decoder 30 may perform 

a reconstruction operation on each TU of the CU. By performing the reconstruction 

operation for each TU of the CU, video decoder 30 may reconstruct blocks of the CU. 

As part of performing a reconstruction operation on a TU of a CU, inverse quantization 

unit 154 may inverse quantize, i.e., de-quantize, coefficient blocks associated with the 

TU. Inverse quantization unit 154 may use a QP value associated with the CU of the 

TU to determine a degree of quantization and, likewise, a degree of inverse quantization 

for inverse quantization unit 154 to apply. That is, the compression ratio, i.e., the ratio 

of the number of bits used to represent original sequence and the compressed one, may 

be controlled by adjusting the value of the QP used when quantizing transform 

coefficients. The compression ratio may also depend on the method of entropy coding 

employed.

[0222] After inverse quantization unit 154 inverse quantizes a coefficient block, inverse 

transform processing unit 156 may apply one or more inverse transforms to the 

coefficient block in order to generate a residual block associated with the TU. For 

example, inverse transform processing unit 156 may apply an inverse DCT, an inverse 

integer transform, an inverse Karhunen-Loeve transform (KLT), an inverse rotational 

transform, an inverse directional transform, or another inverse transform to the 

coefficient block.

[0223] If a PU is encoded using intra-prediction, intra-prediction processing unit 166 

may perform intra prediction to generate predictive blocks for the PU. Intra-prediction 

processing unit 166 may use an intra prediction mode to generate the predictive blocks 

(e.g., luma, Cb and Cr predictive blocks) for the PU based on the prediction blocks of 

spatially-neighboring PUs. Intra-prediction processing unit 166 may determine the intra 

prediction mode for the PU based on one or more syntax elements decoded from the 

bitstream.

[0224] If a PU is encoded using inter-prediction, MC unit 164 may perform inter

prediction to generate an inter-predictive block for the PU. MC unit 164 may use an

inter prediction mode to generate the predictive blocks (e.g., luma, Cb and Cr predictive

blocks) for the PU based on blocks in other pictures or views. MC unit 164 may

determine the inter prediction mode for the PU based on one or more syntax elements
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decoded from the bitstream, and may receive or determine motion information such as 

motion vectors, prediction direction, and reference picture indexes.

[0225] For inter-prediction, MC unit 164 may construct a first reference picture list 

(RefPicListO) and a second reference picture list (RefPicListl) based on syntax elements 

extracted from the bitstream. If a PU is encoded using inter prediction, entropy 

decoding unit 150 may extract or determine motion information for the PU. MC unit 

164 may determine, based on the motion information of the PU, one or more reference 

blocks for the PU. Motion compensation (MC) unit 164 may generate, based on 

samples in blocks at the one or more reference blocks for the PU, predictive blocks 

(e.g., luma, Cb and Cr predictive blocks) for the PU.

[0226] Reconstruction unit 158 may use the transform blocks (e.g., luma, Cb and Cr 

transform blocks) of TUs of a CU and the predictive blocks (e.g., luma, Cb and Cr 

predictive blocks) of the PUs of the CU, i.e., either intra-prediction data or inter­

prediction data, as applicable, to reconstruct the coding blocks (e.g., luma, Cb and Cr 

coding blocks) of the CU. For example, reconstruction unit 158 may add residual 

samples of the luma, Cb and Cr transform blocks to corresponding samples of the 

predictive luma, Cb and Cr blocks to reconstruct the luma, Cb and Cr coding blocks of 

the CU.

[0227] Filter unit 160 may perform a deblocking operation to reduce blocking artifacts 

associated with the coding blocks (e.g., luma, Cb and Cr coding blocks) of the CU. 

Video decoder 30 may store the coding blocks (e.g., luma, Cb and Cr coding blocks) of 

the CU in decoded picture buffer 162. Decoded picture buffer 162 may provide 

reference pictures for subsequent motion compensation, intra prediction, and 

presentation on a display device, such as display device 32 of FIG. 1. For instance, 

video decoder 30 may perform, based on luma, Cb and Cr blocks in decoded picture 

buffer 162, intra prediction or inter prediction operations on PUs of other CUs.

[0228] The various techniques described in this disclosure may be performed by video 

encoder 20 (FIGS. 1 and 6) and/or video decoder 30 (FIGS. 1 and 7), both of which may 

be generally referred to as a video coder. In addition, video coding may generally refer 

to video encoding and/or video decoding, as applicable.

[0229] While the techniques of this disclosure are generally described with respect to 

MV-HEVC, SHVC, and 3D-HEVC, the techniques are not necessarily limited in this



WO 2015/105934 PCT/US2015/010559
116

way. The techniques described above may also be applicable to other current standards 

or future standards.

[0230] FIG. 8 is a flowchart illustrating an example operation of video decoder 30, in 

accordance with one or more techniques of this disclosure. The operation of FIG. 8 and 

operations of other flowcharts of this disclosure are provided as examples. Other 

operations in accordance with the techniques of this disclosure may include more, 

fewer, or different actions.

[0231] In the example of FIG. 8, video decoder 30 receives a video data stream 

comprising a plurality of elementary streams (200). Furthermore, video decoder 30 

assembles, in a buffer model, an access unit from the plurality of elementary streams of 

the video data stream (202). In this example, the video data stream may be a transport 

stream or a program stream. The same buffer model is used for assembling the access 

unit regardless of whether the elementary streams contain Scalable High Efficiency 

Video Coding (SHVC), Multi-View HEVC (MV-HEVC), or 3D-HEVC bitstreams. 

Furthermore, in the example of FIG. 8, video decoder 30 may decode the access unit 

(204). The access unit may comprise one or more pictures of the video data 

[0232] FIG. 9 is a flowchart illustrating an example operation of video decoder 30 to 

assemble and decode an access unit, in accordance with one or more techniques of this 

disclosure. In the example of FIG. 9, video decoder 30 may determine a set of 

elementary streams (e.g., program elements) for an access unit (250). Video decoder 30 

may determine the set of elementary streams for the access unit in various ways.

[0233] For example, video decoder 30 may be decoding a current operation point. In 

this example, an HEVC extension descriptor may specify hevc output layer flags for 

the current operation point. The hevc output layer flags indicate whether particular 

layers are in an output layer set for the current operation point. Thus, in this example, 

video decoder 30 may determine, based on the hevc output layer flags for the current 

operation point, the output layer set for the current operation point. In this example, for 

each respective output layer in the output layer set for the current operation point, video 

decoder 30 may determine a set of elementary streams. For ease of explanation, this 

disclosure refers to the determined set of elementary streams as the output set of 

elementary streams. Each respective elementary stream in the output set of elementary 

streams corresponds to the respective output layer of the current operation point.
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[0234] Furthermore, in this example, each respective elementary stream of the output 

set of elementary streams is associated with a respective hierarchy extension descriptor 

that includes a respective set of hierarchyextembeddedlayerindex fields. The 

respective set of hierarchy ext embedded layer index fields identifies dependent 

elementary streams for the respective elementary stream. Video decoder 30 includes the 

output set of elementary streams and the dependent elementary streams for each 

elementary stream of the output set of elementary streams in the set of elementary 

streams for the access unit.

[0235] Furthermore, in the example of FIG. 9, video decoder 30 determines whether a 

set of elementary streams for the access unit includes any unprocessed elementary 

streams (252). Responsive to determining that the set of elementary streams for the 

access unit includes one or more unprocessed elementary streams (“YES” of 252), video 

decoder 30 may remove an HEVC layer picture subset from an HEVC layer picture 

subset buffer for one of the unprocessed elementary streams (i.e., the current elementary 

stream) (254). Each picture of the HEVC layer picture subset has a decoding timestamp 

equal to a decoding time stamp of the access unit. Video decoder 30 may include the 

HEVC layer picture subset in the reassembled access unit (256). The current 

elementary stream is then considered to be processed. Video decoder 30 may then 

determine again whether the set of elementary streams for the access unit includes one 

or more unprocessed elementary streams (252).

[0236] If there are no remaining unprocessed elementary streams, video decoder 30 has 

included in the reassembled access unit an HEVC layer picture subset for each 

elementary stream of the set of elementary streams for the access unit. Thus, responsive 

to determining that there are no remaining unprocessed elementary streams (“NO” of 

252), video decoder 30 may decode pictures of the access unit (258).

[0237] The following paragraphs describe various examples of the techniques of this 

disclosure.

[0238] Example 1. A method of processing video data, the method comprising, for

carriage of HEVC extension streams with an MPEG-2 system, using SHVC, MV-HEVC

and 3D-HEVC buffer models that are unified in a same layer based model.

[0239] Example 2. The method of claim 1, wherein the buffer models include T-STD

models and P-STD models.
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[0240] Example 3. The method of example 1, wherein the buffer models are similar 

to the T-STD model and P-STD model used for MVC.

[0241] Example 4. A method of processing video data, the method comprising, for

carriage of HEVC extension streams with an MPEG-2 sytem, using a T-STD model 

and/or P-STD model for each HEVC layered video stream, wherein each HEVC layered 

video stream corresponds to an operation point that is assembled from HEVC layered 

video sub-bitstreams.

[0242] Example 5. The method of example 4, wherein an HEVC layered video sub­

bitstream contains multiple HEVC video layer sub-bitstreams that contain VCL NAL 

units with the same value of nuh layer id (the layer identifier) and their associated non- 

VCL NAL units.

[0243] Example 6. A method of processing video data, the method comprising, for

carriage of HEVC extension streams with an MPEG-2 sytem, when assembling HEVC 

layer pictures within an access unit from multiple streams in a T-STD or P-STD model, 

using hierarchy ext embedded layer index values indicated in an associated hierarchy 

extension descriptor to identify the reference layers required for decoding the output 

layers of a current operation point.

[0244] Example 7. A method of processing video data, the method comprising, for

carriage of HEVC extension streams with an MPEG-2 system, using HEVC timing and 

an HRD descriptor as in the current HEVC MPEG-2 systems for at least some operation 

points.

[0245] Example 8. The method of example 7, wherien the HEVC timing and an 

HRD descriptor may be presented for each operation point.

[0246] Example 9. The method of example 7, further comprising using, in an 

HEVCextensiondescriptor, in the loop of each operation point, an HEVC timing and 

HRD descriptor.

[0247] Example 10. The method of any of examples 7-9, wherein such an HEVC 

timing and HRD descriptor is only present once for operation points sharing the same 

layer identifier set of the layers to be decoded.

[0248] Example 11. The method of any of examples 7-9, wherein such an HEVC

timing and HRD descriptor is only present once for all operation points of all output

layer sets.
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[0249] Example 12. A method of processing video data, the method comprising, for 

carriage of HEVC extension streams with an MPEG-2 sytem, using a layer picture 

delimiter NAL unit.

[0250] Example 13. The method of example 12, wherein the layer picture delimiter 

NAL unit contains the same syntax structure as the NAL unit header in HEVC and has 

the following syntax elements: forbiddenzerobit, nalunittype, nuh layer id, and 

nuh_temporal_id_plus 1.

[0251] Example 14. The method of example 12, wherein the nal unit type of the 

layer picture delimiter NAL unit is set to be 0x30 (i.e. 48).

[0252] Example 15. The method of example 12, wherein a different NAL unit type in 

the range of 0x30 to 0x3F, inclusive (i.e. 48 to 63, inclusive), which are marked as 

"unspecified" in the HEVC specification, is used for the layer picture delimiter NAL 

unit.

[0253] Example 16. The method of example 12, wherein values of nuh layer id and 

nuh_temporal_id_plusl are set equal to those of the associated picture for which the 

VCL NAL units immediately follow the layer picture delimiter NAL unit.

[0254] Example 17. The method of example 16, wherein, in each elementary stream 

with stream type equal to 0x26, exactly one LPDnalunit may precede all the NAL 

units with the values of nuh layer id and nuh_temporal_id_plusl equal to those of the 

LPDnalunit.

[0255] Example 18. The method of example 16, wherein values of nuhlayerid and 

nuh_temporal_id_plusl are fixed to be 0 and 0.

[0256] Example 19. The method of example 16, wherein nuh_temporal_id_plusl is 

set to be 0 to indicate this NAL unit is a layer picture delimiter NAL unit.

[0257] Example 20. The method of example 16, wherien, in each elementary stream 

with stream type equal to 0x26, exactly one LPD nal unit may precede all the NAL 

units with the value of nuh layer id equal to that of the LPD nal unit.

[0258] Example 21. The method of example 16, wherein, in each elementary stream 

with stream type equal to 0x26, exactly one LPD nal unit may precede all the NAL 

units with the value belonging to a HEVC layer identifier set, the minimum value of 

which is equal to the nuh layer id of the LPD nal unit.

[0259] Example 22. A method of assembling video data comprising any combination 

of the methods of examples 1-21.
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[0260] Example 23. A method comprising any combination of the methods of

examples 1-21.

[0261] Example 24. A device for processing video data, the device comprising: a

memory storing video data; and one or more processors configured to perform the

method of any of examples 1-23.

[0262] Example 25. The device of example 24, wherein the device is a video decoder.

[0263] Example 26. The device of example 24, wherein the device is a video encoder.

[0264] Example 27. The device of example 24, wherien the device is a bistream

splicing device.

[0265] Example 28. The device of example 24, wherein the device is a media aware 

network element.

[0266] Example 29. A device for processing video data, the device comprising means 

for performing the method of any of examples 1-23.

[0267] Example 30. The device of example 29, wherien the device comprising a video 

encoder or video decoder.

[0268] Example 31. A non-transitory computer-readable storage medium comprising 

instructions to cause one or more processors of a video processing device to perform the 

method of any of examples 1-23.

[0269] In one or more examples, the functions described herein may be implemented in 

hardware, software, firmware, or any combination thereof. If implemented in software, 

the functions may be stored on or transmitted over, as one or more instructions or code, 

a computer-readable medium and executed by a hardware-based processing unit. 

Computer-readable media may include computer-readable storage media, which 

corresponds to a tangible medium such as data storage media, or communication media 

including any medium that facilitates transfer of a computer program from one place to 

another, e.g., according to a communication protocol. In this manner, computer- 

readable media generally may correspond to (1) tangible computer-readable storage 

media which is non-transitory or (2) a communication medium such as a signal or 

carrier wave. Data storage media may be any available media that can be accessed by 

one or more computers or one or more processors to retrieve instructions, code and/or 

data structures for implementation of the techniques described in this disclosure. A 

computer program product may include a computer-readable medium.
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[0270] By way of example, and not limitation, such computer-readable storage media 

can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic 

disk storage, or other magnetic storage devices, flash memory, or any other medium that 

can be used to store desired program code in the form of instructions or data structures 

and that can be accessed by a computer. Also, any connection is properly termed a 

computer-readable medium. For example, if instructions are transmitted from a 

website, server, or other remote source using a coaxial cable, fiber optic cable, twisted 

pair, digital subscriber line (DSL), or wireless technologies such as infrared, radio, and 

microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wireless 

technologies such as infrared, radio, and microwave are included in the definition of 

medium. It should be understood, however, that computer-readable storage media and 

data storage media do not include connections, carrier waves, signals, or other transient 

media, but are instead directed to non-transient, tangible storage media. Disk and disc, 

as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile disc 

(DVD), floppy disk and Blu-ray disc, where disks usually reproduce data magnetically, 

while discs reproduce data optically with lasers. Combinations of the above should also 

be included within the scope of computer-readable media.

[0271] Instructions may be executed by one or more processors, such as one or more 

digital signal processors (DSPs), general purpose microprocessors, application specific 

integrated circuits (ASICs), field programmable logic arrays (FPGAs), or other 

equivalent integrated or discrete logic circuitry. Accordingly, the term “processor,” as 

used herein may refer to any of the foregoing structure or any other structure suitable for 

implementation of the techniques described herein. In addition, in some aspects, the 

functionality described herein may be provided within dedicated hardware and/or 

software modules configured for encoding and decoding, or incorporated in a combined 

codec. Also, the techniques could be fully implemented in one or more circuits or logic 

elements.

[0272] The techniques of this disclosure may be implemented in a wide variety of 

devices or apparatuses, including a wireless handset, an integrated circuit (IC) or a set of 

ICs (e.g., a chip set). Various components, modules, or units are described in this 

disclosure to emphasize functional aspects of devices configured to perform the 

disclosed techniques, but do not necessarily require realization by different hardware 

units. Rather, as described above, various units may be combined in a codec hardware
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unit or provided by a collection of interoperative hardware units, including one or more 

processors as described above, in conjunction with suitable software and/or firmware. 

[0273] Various examples have been described. These and other examples are within the 

scope of the following claims.

[0274] It will be understood that the term “comprise” and any of its derivatives (eg 

comprises, comprising) as used in this specification is to be taken to be inclusive of 

features to which it refers, and is not meant to exclude the presence of any additional 

features unless otherwise stated or implied.

[0275] The reference to any prior art in this specification is not, and should not be taken 

as, an acknowledgement of any form of suggestion that such prior art forms part of the 

common general knowledge.
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CLAIMS

1. A method of decoding video data, the method comprising:

receiving a video data stream comprising a plurality of elementary streams and a

program map table (PMT) separate from the plurality of elementary streams, the PMT 

comprising information about which of the elementary streams comprises a program, 

the PMT comprising:

a High Efficiency Video Coding (HEVC) extension descriptor, the 

HEVC extension descriptor signals a current operation point that corresponds to 

an output layer set, the HEVC extension descriptor comprising a maximum 

temporal identifier syntax element and a set of output layer flags, the maximum 

temporal identifier syntax element indicating a highest temporal identifier of 

Network Abstraction Layer (NAL) units in the current operation point, each 

output layer flag in the set of output layer flags indicating whether a different 

corresponding layer is in the output layer set of the current operation point, and 

the set of output layer flags including at least one output layer flag indicating the 

corresponding layer is not in the output layer set of the current operation point; 

and

a plurality of hierarchy extension descriptors, each respective hierarchy 

extension descriptor of the plurality of hierarchy extension descriptors 

corresponding to a respective elementary stream in the plurality of elementary 

streams, each respective stream of the plurality of streams being a HEVC 

extension video stream in an MPEG-2 system;

assembling, in a buffer model, HEVC layer pictures within an access unit from 

the plurality of elementary streams of the video data stream, wherein:

the buffer model is a transport stream system target decoder model or a 

program stream system target decoder model,

the video data stream is a transport stream or a program stream, and 

the same buffer model is used to assemble the HEVC layer pictures

within the access unit regardless of whether the elementary streams in the 

plurality of elementary streams contain any of a plurality of different types of 

multi-layer coded bitstream, and
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assembling the HEVC layer pictures within the access unit comprises

identifying, based on one or more values in the hierarchy extension descriptors

corresponding to the elementary streams, a plurality of reference layers required

for decoding the output layers of the current operation point; and

decoding the access unit.

2. The method of claim 1, wherein the plurality of different types of multi-layer 

coded bitstreams include Scalable High Efficiency Video Coding (SHVC), Multi-View 

HEVC (MV-HEVC), and 3D-HEVC bitstreams.

3. The method of claim 1, further comprising:

assembling HEVC layer pictures within access units using separate instances of 

the buffer model for each respective HEVC layered video stream of the video data 

stream, wherein:

each respective HEVC layered video stream comprises a plurality of

HEVC video layer sub-bitstreams, and

each respective HEVC video layer sub-bitstream of the plurality of

HEVC video layer sub-bitstreams comprises Video Coding Layer (VCL)

Network Abstraction Layer (NAL) units with a same layer identifier value.

4. The method of claim 1, wherein:

the video data stream includes a program,

for each respective elementary stream associated with the program:

the buffer model comprises a buffer for the respective elementary stream, 

the access unit comprises a respective HEVC layer picture subset for the

respective elementary stream,

the respective HEVC layer picture subset comprises HEVC layer pictures 

of the access unit that are associated with a respective layer identifier set,

each of the HEVC layer pictures is a coded picture as defined in Rec.

ITU-T H.265 | ISO/IEC 23008-2 Annex F, and

assembling the HEVC layer pictures within the access unit comprises, for each

respective elementary stream associated with the program:
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removing the respective HEVC layer picture subset for the respective

elementary stream from the buffer for the respective elementary stream; and

including the respective HEVC layer picture subset in the access unit.

5. The method of claim 4, wherein:

the video data stream is a transport stream,

for each respective elementary stream associated with the program:

the buffer for the respective elementary stream is a first buffer for the

respective elementary stream,

the buffer model comprises a second buffer for the respective elementary 

stream; and

the method further comprises, for each respective packetized elementary 

stream (PES) packet of the transport stream belonging to the respective 

elementary stream, storing the respective PES packet in the second buffer for the 

respective elementary stream.

6. The method of claim 65, wherein:

for each respective elementary stream associated with the program:

the buffer model comprises a third buffer for the respective elementary

stream; and

the method further comprises:

removing PES packets from the second buffer for the respective 

elementary stream;

storing, in the third buffer for the respective elementary stream, 

the PES packets removed from the second buffer for the respective 

elementary stream;

removing bytes from the third buffer for the respective 

elementary stream; and

storing, in the first buffer for the respective elementary stream, 

the bytes removed from the third buffer for the respective elementary 

stream.

7. The method of claim 1, wherein:
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the video data stream includes a program, and

the method further comprises, responsive to determining that there is a set of 

HEVC layers in the program and that there is at least one HEVC layered video sub­

bitstream in the plurality of elementary streams that is an HEVC extension video stream 

conforming to one or more profiles as defined in Annex G or Annex H of ITU-T Rec. 

H.265 | ISO/IEC 23008-2, selecting the buffer model to use in assembling the HEVC 

layer pictures within the access unit.

8. A video decoding device comprising:

a memory configured to store video data; and

one or more processors configured to perform a method according to any one of 

claims 1 to 7.

9. A video decoding device comprising:

means for receiving a video data stream comprising a plurality of elementary 

streams and a program map table (PMT) separate from the plurality of elementary 

streams, the PMT comprising information about which of the elementary streams 

comprises a program, the PMT comprising:

a High Efficiency Video Coding (HEVC) extension descriptor, the

HEVC extension descriptor signals a current operation point that corresponds to 

an output layer set, the HEVC extension descriptor comprising a maximum 

temporal identifier syntax element and a set of output layer flags, the maximum 

temporal identifier syntax element indicating a highest temporal identifier of 

Network Abstraction Layer (NAL) units in the current operation point, each 

output layer flag in the set of output layer flags indicating whether a different 

corresponding layer is in the output layer set of the current operation point, and 

the set of output layer flags including at least one output layer flag indicating the 

corresponding layer is not in the output layer set of the current operation point; 

and

a plurality of hierarchy extension descriptors, each respective hierarchy 

extension descriptor of the plurality of hierarchy extension descriptors 

corresponding to a respective elementary stream in the plurality of elementary
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streams, each respective stream of the plurality of streams being a HEVC 

extension stream in an MPEG-2 system;

means for assembling, in a buffer model, HEVC layer pictures within an access 

unit from the plurality of elementary streams of the video data stream, wherein:

the buffer model is a transport stream system target decoder model or a 

program stream system target decoder model,

the video data stream is a transport stream or a program stream, and 

the same buffer model is used to assemble the HEVC layer pictures

within the access unit regardless of whether the elementary streams in the 

plurality of elementary streams contain any of a plurality of different types of 

multi-layer coded bitstream, and

assembling the HEVC layer pictures within access unit comprises 

identifying, based on one or more values in the hierarchy extension descriptors 

corresponding to the elementary streams, a plurality of reference layers required 

for decoding the output layers of the current operation point; and

means for decoding the access unit.

10. The video decoding device of claim 9, wherein the plurality of different types of 

multi-layer coded bitstreams include Scalable High Efficiency Video Coding (SHVC), 

Multi-View HEVC (MV-HEVC), and 3D-HEVC bitstreams.

11. The video decoding device of claim 9, further comprising:

means for assembling HEVC layer pictures within access units using separate 

instances of the buffer model for each respective HEVC layered video stream of the 

video data stream, wherein:

each respective HEVC layered video stream comprises a plurality of

HEVC video layer sub-bitstreams, and

each respective HEVC video layer sub-bitstream of the plurality of

HEVC video layer sub-bitstreams comprises Video Coding Layer (VCL)

Network Abstraction Layer (NAL) units with a same layer identifier value.

12. The video decoding device of claim 9, wherein: 

the video data stream includes a program,
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for each respective elementary stream associated with the program:

the buffer model comprises a buffer for the respective elementary stream, 

the access unit comprises a respective HEVC layer picture subset for the

respective elementary stream,

the respective HEVC layer picture subset comprises HEVC layer pictures 

of the access unit that are associated with a respective layer identifier set,

each of the HEVC layer pictures is a coded picture as defined in Rec.

ITU-T H.265 | ISO/IEC 23008-2 Annex F, and

assembling the HEVC layer pictures within the access unit comprises, for each 

respective elementary stream associated with the program:

removing the respective HEVC layer picture subset for the respective 

elementary stream from the buffer for the respective elementary stream; and

including the respective HEVC layer picture subset in the access unit.

13. The video decoding device of claim 12, wherein: 

the video data stream is a transport stream,

for each respective elementary stream associated with the program:

the buffer for the respective elementary stream is a first buffer for the

respective elementary stream,

the buffer model comprises a second buffer for the respective elementary 

stream; and

the video decoding device further comprises, means for storing, for each 

respective packetized elementary stream (PES) packet of the transport stream 

belonging to the respective elementary stream, the respective PES packet in the 

second buffer for the respective elementary stream.

14. The video decoding device of claim 13, wherein:

for each respective elementary stream associated with the program:

the buffer model comprises a third buffer for the respective elementary

stream; and

the video decoding device further comprises:

means for removing PES packets from the second buffer for the

respective elementary stream;
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means for storing, in the third buffer for the respective elementary 

stream, the PES packets removed from the second buffer for the 

respective elementary stream;

means for removing bytes from the third buffer for the respective 

elementary stream; and

means for storing, in the first buffer for the respective elementary 

stream, the bytes removed from the third buffer for the respective 

elementary stream.

15. The video decoding device of claim 9, wherein: 

the video data stream includes a program, and

the video decoding device further comprises, means for selecting, responsive to 

determining that there is a set of HEVC layers in the program and that there is at least 

one HEVC layered video sub-bitstream in the plurality of elementary streams that is an 

HEVC extension video stream conforming to one or more profiles as defined in Annex 

G or Annex H of ITU-T Rec. H.265 | ISO/IEC 23008-2, the buffer model to use in 

assembling the HEVC layer pictures within the access unit.

16. A computer-readable data storage medium having instructions stored thereon 

that, when executed, cause a video decoding device to perform a method according to 

any one of claims 1 to 7.
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