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(57) Abstract: A method that enables the correct information to be printed on packages when switching from printing one type of
information to another type of information, i.e., switching from printing one job to another job. The foregoing is accomplished by
utilizing separate memory heaps (a dedicated consecutive sequence of memory space for a specific process) and flushing the memory
heaps in order to quickly return to the memory and prevent no package on the conveyor from having the incorrect information printed
on it from each printer printing information on the package. A parser (utilizes computer control language to assemble a set of data
objects that represent the print job) and a renderer (takes the parser’s description of the print job and formats a block of memory that
indicates the print pattern of the job) are all synchronized to perform the system wide flush to control memory fragmentation and

loading the new job.
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METHOD FOR PRINTING INFORMATION ON PACKAGES

[0001] This Application claims the benefit of the filing date of U.S. Provisional
Application Number 60/951,748 filed July 25, 2007, which is owned by the assignee

of the present Application.

Field of the Invention

[0002] The invention relates generally to packaging and package conveying
systems, and more particularly to, a method for printing information on packages.

Background of the Invention

[0003]  Printing information on packages has been an ongoing requirement for
centuries. As automation becomes evermore a fact of life, the information printed on
the label or the information printed on package play an ever wider role in achieving
automation. The printed information may relate to the contents of the package, the
source and/or destination of the package, relevant purchase and transit data, the

brand of the goods within the package etc.

[0004]  Printing information on a moving object requires the ordering of many
events, positioning for each package to be labeled or printed, while the packages
continue to move rapidly on the conveyor. The variability in package height, size and
spacing, together with the varied data to be printed on the packages require
significant system agility and responsiveness to keep pace with the flow of
packages. Information maybe printed on packages by one or more printers which

are controlled by one or more computers.

[0005] A problem occurs in prior art packaging systems when the system
switches from one job (the information printed on the package) to the next. As
packages continue to flow down a conveyor at a fixed speed different information
may be printed on the package. The foregoing requires different print jobs to be sent
to a printer. When a new print job is received, it is important for the system to switch
as fast as possible from printing one type of information to printing another type of
information. This means that the memory controlling the information that is printed

needs to be released quickly and the new print job needs to be loaded. In certain
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applications, where the printing mechanism does not control the speed of the
conveyor, packages may arrive at the print head and receive no ink because the new
print job was not loaded, information is printed on a precise number of packages and
then the job needs to switch to printing information on a precise number of other
packages. In other applications, the number of packages is not exactly specified, but
the printing of different information on the package must occur such that a package
has the correct information printed on either the previous job package or new job

package.

[0006]  Prior art attempts to solve the foregoing problem have resulted in
packages completing their journey down the assembly line with no information
printed on the package or packages completing their journey down the assembly line
with partial information printed on the package or incorrect information printed on the

package.
[0007]  Another prior art problem is coordinating the printing of information on
packages by a downstream printer controlled by a computer with printing information

on another package by an upstream printer controlled by a different computer.

Summary of the Invention

[0008] This invention overcomes the disadvantages of the prior art by providing a
method that enables the correct information to be printed on packages when
switching from printing one type of information to another type of information, i.e.,
switching from printing one job to another job. The foregoing is accomplished by
utilizing separate memory heaps (a dedicated consecutive sequence of memory
space for a specific process) and flushing the memory heaps in order to quickly
return to the memory and prevent no package on the conveyor from having the
incorrect information printed on it from each printer printing information on the
package. The parser (utilizes computer control language to assemble a set of data
objects that represent the print job) and renderer (takes the parser’s description of
the print job and formats a block of memory that indicates the print pattern of the job)
are all synchronized to perform the system wide flush to control memory

fragmentation and loading the new job.
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[0009] The parallel parsing of the new job occurs while the old job is continuing
printing. A counter is also utilized to trigger the switching to a new job when an exact
number of pieces need to be loaded. Thus, continuing printing may be obtained

when switching from one job to another job.

[0010] An advantage of this invention is that the throughput of a conveyor system
that prints information on packages may be increased, since an exact number of

packages may be loaded and printed without the conveyor stopping.

[0011]  An additional advantage of this invention is that incorrect information will

not be printed on packages.

[0012]  An additional advantage of this invention is that partial information will not

be printed on packages.

[0013] A further advantage of this invention is that the utilization of flushing a
heap in the algorithm results in an extremely fast method to return all dynamically

allocated memory.

[0014] A still further advantage of this invention is that there will be no memory

leaks or fragmentation caused by this algorithm.

[0015]  An additional advantage of the invention is that two complete Jobs can be
loaded into the overlay buffers and have the variable Page Objects available for

printing at the same time.

[0016] A still further advantage of this invention is that it has the ability to switch
from one print job to the next print job at nominal printing speed with no blank prints

and without stopping the conveyer.

[0017] A still further advantage of this invention is that it has the ability to print
exactly N number of prints per job and switch to the next job and print N number of

prints without stopping the conveyer. This allows an exact job size to be specified.
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Brief Description of the Drawings

[0018]  Fig. 1 is a drawing of the hardware embodiment of this invention showing
a printer having flash non volatile memory, a microprocessor and random access

memory;

[0019]  Fig. 2A is a drawing showing a dedicated host module which parses the

print job and communicates the print job to the attached rendering modules;
[0020] Fig. 2B is a drawing showing a dedicated host module which parses the
print job and communicates the print job to the attached rendering modules and
receives a portion of the print job to print;

[0021]  Fig. 2C is a drawing showing the printing of two labels on three packages;

[0022]  Fig. 3A and Fig. 3B is a flow chart of a program running on the host with
parser 31 (Fig. 2B); and

[0023] Fig. 4A and Fig. 4B is a flow chart of a program running on renders 23 and
24 (Fig. 2A) , and renders 32, 33 and 34 (Fig. 2B).

Detailed Description of the Present Invention

[0024] Referring now to the drawings in detail and more particularly to Fig. 1, the
reference character 11 represents a printer that contains flash or non volatile
memory 12, microprocessor 13 and random access memory 14. Microprocessor 13
is coupled to non volatile memory 12 and random access memory 14.
Microprocessor 13 executes the software algorithm described in the description of
Fig. 3 to be used by printer 11 to parse and render the print job. Non volatile
memory 12 is used for storing the algorithm. Memory 12 is shown external to the
processor, but it also may be internal to the processor. Random access memory 14

stores the parsed and rendered print job.

[0025]  Fig. 2A is a drawing showing a dedicated host module which parses the

print job and communicates the print job to the attached rendering modules. A host
4
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21 containing a parser is coupled to a first renderer and print head 22, a second
renderer and print head 23 and Nth renderer and print head 24. A conveyor 25
containing moving packages is adjacent to first renderer and print head 22, second

renderer and print head 23 and Nth renderer and print head 24.

[0026] Fig. 2B is a drawing showing a dedicated host module which parses the
print job and communicates the print job to the attached rendering modules and
receives a portion of the print job to print. A host 31 containing a parser first
renderer and print heads is coupled to a second renderer 32, a third renderer 33,
and Nth renderer 34. A conveyor 35 containing moving packages is adjacent to the
first renderer and print head 31, second renderer and print head 32, third renderer
and print head 33, and Nth renderer and print head 34.

[0027] The parsers and renders shown in Figs. 2A and 2b may exist on the same
microprocessor. It is also possible for the renderer and parser to be present on
separate microprocessors. When the renders and parsers are on a separate
microprocessor, Module 1 with a CPU and parser creates package data objects and
sends them through a communication channel to Module 2 and Module 2 with a
CPU, a renderer, and print head, receives package data objects and renders a print

buffer for printing the print job.

[0028] In this invention a host has a parser at a minimum. It can also contain a

renderer and print heads. There may be other print heads in the system and each
has renderers. Both the host and the renderers contain the hardware embodiment
shown in Fig. 1, i.e., contains flash or non volatile memory 12, microprocessor 13

and random access memory 14.

[0029] The invention of the embodiment of Fig. 2B has 1, 2, 3, or 4 print heads.

[0030] In order to allow flexibility in building pages, a very flexible data structure
that dynamically allocates a lot of memory is built. It would take a large amount of
conveyor time, measured in packages per minute, to free up the memory of the first
job and hence, it would cause a serious delay in starting another job once the first
packaging job has completed. When the conveyor is not stopped while the new print

job is loading, some boxes on the conveyor will not receive any printed data.

5
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[0031] One possible algorithm to implement this invention is described in Figs. 3A
— 3D is very flexible, thus it may be utilized by the basic hardware described above.

[0032] In order to quickly free memory, the algorithm described in Figs. 3A — 3D
is used to place different parts of the parsed pages on different memory heaps (large
regions of memory that can be dynamically allocated) and then flushes (releases and
reinitializes) the entire heap when the new job comes in. The algorithm also allows
the previous job to keep printing until the new job is parsed and ready. This
controlled flushing of heaps allows maximum throughput and a precise switchover

from one job to the next.

[0033] The foregoing is accomplished by creating different heaps for different
objects. Odd and Even heaps are used according to the job ids polarity. At a high
level, the table below shows the heaps and the role the parser and renderer have for

each of them:

Heap Object Parser Renderer

1 Graphic (static) Populates  Deletes after Rendering to an
available buffer

2 Page (variable) Populates Renders to buffer on each page print
New Job event halts Start Page
events
Deletes after all Start Page events
are processed

2 Font (variable) Populates  Renders to buffer on each page print
New Job event halts Start Page
events
Deletes after all Start Page events

are processed
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3 Page (variable) Populates  Renders to buffer on each page print
New Job event halts Start Page
events Deletes after all Start Page
events are processed

3 Font (variable) Populates  Renders to buffer on each page print
New Job event halts Start Page
events
Deletes after all Start Page events

are Processed.

[0034] On a more detailed level, the following objects and are used by the

algorithm:

e One Heap for Static Page Objects that is flushed after the overlay print buffer
has been rendered.

e One Odd Overlay Print Buffer for Static Page Objects for Jobs with and Odd
Page ID

¢ One Even Overlay Print Buffer for Static Page Objects for Jobs with and Odd
Page ID

e Four Print Buffers for rendering the variable page objects

e One Heap for Odd Variable Page Obijects that is flushed when the Odd
counter for Jobs with an Odd Page ID reaches zero and the print engine has
switched to a new print job

e One Heap for Even Variable Page Objects that is flushed when the Even
counter for Jobs with an Even Page ID reaches zero and the print engine has

switched to a new print job
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e One Static Render Thread for rendering Static Page Objects to the Overlay
Buffer.

e One Variable Render Thread for rendering Variable Page Objects to one of
the four Print Buffer.

¢ One Odd UpstreamSensor Counter incremented when Jobs with an Odd
Page ID is active

e One Even UpstreamSensor Counter incremented when Jobs with an Even
Page ID is active

¢ One PageObiject with two lists, a Static Object List and a Variable Object List

[0035] The host will broadcast a message to indicate to all renders when it is time
to switch jobs, which requires the UpstreamSensor Counter to switch to the other

counter.

[0036]  This invention can also be used in standard printers when they are printing
copies. It can even be used in mail finishing equipment to load and unload ad

slogans and other parts of the envelope that are printed on.

[0037] Typically there are two major software tasks in a printer that are used to
create a page that will be printed.

Parser — this software takes PCL (Printer Control Language) and parses the data
into a data object form that specifies how the page will be created.

Renderer — this software takes the parsed page data objects and creates a bit map
in memory of the image for the section of the page the renderer is configured. In
certain applications, there will be multiple renderers because each piece will create a

part of the image.

[0038]  Fig. 3A and Fig. 3B is a flow chart of a program running on the host with
parser 31 (Fig. 2B). The program begins at start block 99. Decision block 200
receives an input from encoder 98 (Fig. 2B). Block 200 determines whether or not it

is time to print. If decision block 200 determines it is not time to print the program
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goes back to the input to block 200. If block 200 determines that it is time to print the
program goes to decision block 201. Block 201 determines whether or not there is a
column to print. If decision block 201 determines there is not a column to print the
program goes back to the input to block 200. If block 201 determines that there is a
column to print the program goes to decision block 202 to print the column. Then the
program goes to decision block 203. Block 203 determines whether or not it was the
last column to print. If decision block 203 determines there was the last column to
print the program goes back to the input to block 200. If block 203 determines that it
was the last column to print the program goes to block 204. Block 204 releases the

page buffer and decrements the active page counter for printing.

[0039] Now the program goes to decision block 205. Block 205 determines
whether or not the active print page counter equals zero. If block 205 determines
that the active print page counter does not equals zero the program goes to decision
block 208. If block 205 determines that the active print page counter equals zero the
program goes to decision block 206. Block 206 determines whether or not it is time
to switch the active print page. [f block 206 determines that it is not time to switch
the active print page the program goes back to the input of block 200. If block 206
determines that it is time to switch the active print page the program goes to block
207 to switch the active page counter for printing and free the variable heap. Next
the program goes to decision block 208. Block 208 determines whether or not a
page has to be created. If block 208 determines that a page does not have to be
created the program goes back to the input of block 200. [f block 208 determines
that a page has to be created the program goes to block 209 to get page buffer,
render variable data for the page from the variable heap. Then the program goes
back to the input of block 200.

[0040] Decision block 220 receives an input when the user loads a new job.
Block 220 determines whether or not this is a new job. If decision block 220
determines that it is not a new job the program goes back to the input to block 220.
If block 220 determines that it is a new job the program goes to block 221 to parse
the PCL (Printer Control Language) job and to create page objects on static and
variable heaps. Then the program goes to block 222 to send the page objects to
other printers. Next the program goes to decision block 223. Block 223 determines

whether or not all the printers have stored the page objects. If block 223 determines

9
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that all the printers have not stored the page objects the program goes back to the
input of block 223. If block 223 determines that all the printers have stored the page
objects the program goes to the block 224 to render static objects to next overlay
buffer. Now the program goes to block 225 to free the static heap. At this point the
program goes to block 226 to send page rendered notifications to all printers. Then
the program goes to decision block 227. Block 227 determines whether or not all
printers have finished rendering static page objects. If block 227 determines that all
the printers have not finished rendering static page objects the program goes back to
the input of block 227. If block 227 determines that all the printers have finished
rendering static page objects the program goes to block 228 to send switch job
notifications to all printers. Then the program goes to block 229 to switch the active
page counter for incoming pages. At this point the program goes back to block 220

to wait for the next job.

[0041]  Decision block 240 receives an input from sensor 41 (Fig. 2B). Block 240
determines whether or not this is a new page. If decision block 240 determines that
it is not a new page the program goes back to the input to block 240. If block 240
determines that it is a new page the program goes to block 241 to send new page
notifications to all printers. Then the program goes to block 242 to increment the
page counter for incoming pages. Next the program goes to decision block 243.
Block 243 determines whether or not a new page has to be created. If decision
block 243 determines that a new page does not have to be created the program
goes back to the input of block 240. If block 243 determines that a new page has to
be created the program goes to block 244 to get page buffer, render variable data for
the page from the variable heap. Then the program goes back to the input of block
240.

[0042] Fig. 4A and Fig. 4B is a flow chart of a program running on renders 23 and
24 (Fig. 2A) , and renders 32, 33 and 34 (Fig. 2B). Decision block 300 receives an
input from encoder 97and encoder 98. Block 300 determines whether or not it is
time to print a column. If decision block 300 determines it is not time to print a
column the program goes back to the input to block 300. If block 300 determines
that it is time to print a column the program goes to decision block 301. Block 301
determines whether or not there is a column to print. If decision block 301

determines there is not a column to print the program goes back to the input to block

10
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300. If block 301 determines that there is a column to print the program goes to
block 302 to print the column. Then the program goes to decision block 303. Block
303 determines whether or not it was the last column printed. If decision block 303
determines that it was not the last column printed the program goes back to the input
to block 300. If block 303 determines that it was the last column printed the program
goes to block 304. Block 304 releases the page buffer and decrements the active

page counter for printing.

[0043] Now the program goes to decision block 305. Block 305 determines
whether or not the active print page counter equals zero. If block 305 determines
that the active print page counter does not equals zero the program goes to decision
block 308. If block 305 determines that the active print page counter equals zero the
program goes to decision block 306. Block 306 determines whether or not it is time
to switch the active print page counter for printing. If block 306 determines that it is
not time to switch the active print page counter for printing the program goes back to
the input of block 200. If block 306 determines that it is time to switch the active print
page counter for printing the program goes to block 307 to switch the active page
counter for printing and free the variable heap. Next the program goes to decision
block 308. Block 308 determines whether or not a page has to be created. If block
308 determines that a page does not have to be created the program goes back to
the input of block 300. If block 308 determines that a page has to be created the
program goes to block 309 to get page buffer, render variable data for the page from

the variable heap. Then the program goes back to the input of block 300.

[0044]  Decision block 320 receives an input from host 31 (Fig. 2B) after a user
has loaded a new job. Block 320 determines whether or not there are new page
objects. If decision block 320 determines that are no new page objects the program
goes back to the input to block 320. If block 320 determines that it are new page
objects the program goes to block 321 to store page objects on static and variable
heaps. Then the program goes to block 322 to send to host stored page objects.
Next the program goes to decision block 323. Block 323 renders static objects to
next overlay buffer. Then the program goes to the block 324 to free the static heap.
Then the program goes to block 325 to send page rendered notification to host. At
this point the program goes to decision block 326. Block 326 determines whether or

not it is time to switch jobs. If block 326 determines that it is not time to switch jobs

11
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the program goes back to the input of block 326. If block 326 determines that it is
time to switch jobs the program goes to block 327 to switch active page counter for
incoming pages. Then the program goes back to the input of block 320.

[0045] Decision block 340 receives an input from host 31 or sensor 41. Block
340 determines whether or not this is a new page. [f decision block 340 determines
that it is not a new page the program goes back to the input to block 340. If block
340 determines that it is a new page the program goes to block 341 to increment
page counter for incoming pages. Then the program goes to decision block 342.
Block 342 determines whether or not a new page has to be created. If decision
block 342 determines that a new page does not have to be created the program
goes back to the input of block 340. If block 342 determines that a new page has to
be created the program goes to block 343 to get page buffer, render variable data for
the page from the variable heap. Then the program goes back to the input of block
340.

[0046] The above specification describes a new and improved method for method
for printing information on packages. It is realized that the above description may
indicate to those skilled in the art additional ways in which the principles of this
invention may be used without departing from the spirit. Therefore, it is intended that

this invention be limited only by the scope of the appended claims.

12
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What is claimed is:

1. A method for printing information on packages, comprising the steps of:
placing a plurality of packages on a continuously moving conveyor,
printing information by a plurality of printers comprising font, font size, font
character and graphic on the packages as the packages move on the conveyor, and
changing the information printed by the plurality of printers on the packages
as the conveyor continues to move so that the information printed on the packages
will be correct when the printers switch from printing a type of the information on a

first job to a different type of the information on a second job.

2. The method claimed in claim 1, wherein the packages have varying sizes.
3. The method claimed in claim 1, wherein the packages have varying shapes.
4. The method claimed in claim 1, wherein the changing step further comprises:

placing static information from a first print job in a static heap;

rendering static information from the static heap to a first overlay print buffer;

freeing the static heap;

determining the package presence on the conveyor in the proximity of a print
head;

parsing variable objects in the first print job to a first variable heap for the first
print job;

placing the variable objects in a print buffer;

placing buffer data in the first overlay print buffer and data in the print buffer in
a print head buffer;

printing information for the first print job;

placing static information from a second print job in the static heap;

rendering static information from the static heap to a second overlay print
buffer;

freeing the static heap;

determining the package presence on the conveyor in the proximity of a print
head;

parsing variable objects in the second print job to a second variable heap for
the second print job;

13
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placing the variable objects in the print buffer;

placing buffer data in the second overlay print buffer and data in the print
buffer in a print head buffer; and

printing information for the second print job.

5. The method claimed in claim 1, wherein information is printed on X number of
packages before printing information on Y number of packages, wherein X and Y are

numbers greater than or equal to one.

6. The method claimed in claim 2, wherein the changing step comprises:

placing static information from a first print job in a static heap;

rendering static information from the static heap to a first overlay print buffer;

freeing the static heap;

determining the package presence on the conveyor in the proximity of a print
head;

parsing variable objects in the first print job to a first variable heap for the first
print job;

placing the variable objects in a print buffer;

placing buffer data in the first overlay print buffer and data in the print buffer in
a print head buffer;

setting a counter for the number of packages to be printed for the first print
job;

printing information for the first print job;

decrementing the counter as the packages for the first print job are printed;

placing static information from a second print job in the static heap;

rendering static information from the static heap to a second overlay print
buffer;

freeing the static heap;

determining the package presence on the conveyor in the proximity of a print
head;

parsing variable objects in the second print job to a second variable heap for
the second print job;

placing the variable objects in the print buffer;

placing buffer data in the second overlay print buffer and data in the print

buffer in a print head buffer;

14
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setting the counter for the number of packages to be printed for the second
print job;

switching from the first print job to the second print job when the first print job
count has a count of zero

and

printing information for the second print job.

7. The method claimed in claim 1, wherein images are printed on media.

8. The method claimed in claim 7, wherein images are printed on the media in a

desired order.

9. The method claimed in claim 8, images are printed on the media in a desired

order for a precise predefined number of media items.
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