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(57) Hauptanspruch: Umgebungsiiberwachvorrichtung,
die fir ein Fahrzeug (50) angewendet wird, mit einer Abbil-
devorrichtung (21), die zum Aufnehmen eines Bildes der
Umgebung des Fahrzeugs (50) ausgebildet ist, und einer
Vielzahl von Distanzmesssensoren (22), in denen die Viel-
zahl von Distanzmesssensoren (22) einen ersten Sensor
(22a), der Sondenwellen aussendet und reflektierte Wellen
als direkte Wellen empfangt, und einen zweiten Sensor
(22b) aufweist, der zu dem ersten Sensor (22a) unter-
schiedlich ist, der die Sondenwellen aussendet, und reflek-
tierte Wellen als indirekte Wellen empfangt, wobei die
Umgebungsliberwachvorrichtung aufweist:

eine Informationserlangeinheit (31), die zum Erlangen
einer Distanzinformation, einer Richtungsinformation und
einer Objektbreiteninformation eines Objekts (52 bis 55)
ausgebildet ist, das in der Nahe des Fahrzeugs (50) vor-
handen ist, als eine Erfassungsinformation des Objekts
(52 bis 55), die durch die Vielzahl von Distanzmesssenso-
ren (22)bereitgestellt wird,

eine Gebietfestlegeinheit (32), die zum Festlegen eines
Bildverarbeitungsgebiets (61) ausgebildet ist, fur das eine
Bildverarbeitung in dem Bild, das durch die Abbildevorrich-
tung (21) aufgenommen wird, auf Grundlage der Distanz-
information, der Richtungsinformation und der Objektbrei-
teninformation  durchgefiihrt wird, die durch die
Informationserlangeinheit (31) erlangt werden, und

eine Objekterkennungseinheit (33), die zum Durchfiihren

der Bildverarbeitung flr das Bildverarbeitungsgebiet (61)
ausgebildet ist, das durch die Gebietfestlegeinheit (32)
festgelegt wird, um das Objekt (52 bis 55) zu erkennen,
eine Schnittpunkt-Berechnungseinheit (30), die zum
Berechnen eines Schnittpunkts (X) einer geraden Linie
ausgebildet ist, die durch den ersten Sensor (22a) und
einen direkten Reflexionspunkt (P) lauft, ...
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Beschreibung

QUERVERWEISE AUF VERWANDTE
ANMELDUNGEN

[0001] Die vorliegende Anmeldung basiert auf der
am 29. August 2016 eingereichten Japanischen
Anmeldung Nr. 2016-167182; die Inhalte davon sind
hierin durch Bezugnahme aufgenommen.

TECHNISCHES GEBIET

[0002] Die vorliegende Erfindung betrifft eine Umge-
bungsiberwachvorrichtung und ein Umgebungs-
Uberwachverfahren und insbesondere eine Umge-
bungsuberwachvorrichtung und ein
Umgebungsiiberwachverfahren, die fir ein Fahrzeug
angewendet werden, mit einem Distanzmesssensor
und einer Abbildevorrichtung.

STAND DER TECHNIK

[0003] Im Stand der Technik ist ein Fahrzeug-Umge-
bungsiiberwachsystem bekannt, das eine Abbilde-
vorrichtung und einen Distanzmesssensor verwen-
det, um ein Objekt zu erfassen, das nahe am
Fahrzeugs vorhanden ist bzw. existiert, um es auf
einer fahrzeugeigenen Displayvorrichtung anzuzei-
gen und/oder eine Warnung auszugeben, um einen
Kontakt mit dem Objekt zu vermeiden (siehe zum
Beispiel JP 2005 318 541 A). Die
JP 2005 - 318 541 A offenbart ein Festlegen, in
einem blickpunktkonvertiertem Bild, das durch Kon-
vertieren des Blickpunkts eines Bildes erhalten wird,
das durch eine Abbildevorrichtung aufgenommen
wird, des Bereichs zwischen der Position, die auf
Grundlage der erfassten Distanz des Hindernisses
bestimmt wird, das durch einen Ultraschallsensor
erfasst wird, und der Position, an der die Erfassung
abgeschlossen ist, die auf Grundlage der Héhe der
Abbildevorrichtung und der vorlaufigen Hohe des
Hindernisses als das Bildverarbeitungsgebiet
berechnet wird, und ein Durchflhren einer Bildverar-
beitung fir das Bildverarbeitungsgebiet, um die
Hohe des Hindernisses zu erlangen.

[0004] Der nachstliegende Stand der Technik ist in
der DE 43 44 485 A1 gezeigt. Dort ist ein Fahrumge-
bungs-Uberwachungsgeréat offenbart, die bereitge-
stellt wird, um einen Bereich zu bestimmten, in dem
ein Hindernis vorhanden ist, abhangig von einem
Azimut, der von einer Hinderniserfassungseinheit
erfasst wird, um ein zweidimensionales Bild entspre-
chend dem bestimmten Bereich von einer Bilderfas-
sungseinheit abzuleiten, und um ein Hindernis aus
dem zweidimensionalen Bild so zu extrahieren,
dass ein GroRRenindex des Hindernisses berechnet
wird, wodurch ein relativer Abstand oder der Azimut
von einem Fahrzeug zu dem Hindernis mit hoher
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Genauigkeit und mit hoher Geschwindigkeit erfasst
werden.

[0005] Die DE 60 2005 002 783 T2 zeigt ein Hinder-
niserkennungssystem und ein Hinderniserkennungs-
verfahren. Ein Radar erfasst das Vorhandensein
eines Objekts um ein Fahrzeug herum, eine Kamera
nimmt ein Bild des Objekts um das Fahrzeug herum
auf. Ein Bestimmungsschwellenwert wird auf einen
niedrigen Wert festgelegt, wenn er basierend auf
Bildinformationen des Bildes bestimmt, dass eine
Wahrscheinlichkeit des Vorhandenseins eines Hin-
dernisses hoch ist, wobei der Bestimmungsschwel-
lenwert auf einen hohen Wert festgelegt wird, wenn
bestimmt wird, dass die Wahrscheinlichkeit des Vor-
handenseins des Hindernisses gering ist. Diese
Bestimmungsschwellenwerte werden verwendet,
um das Hindernis fir die Fahrt des Fahrzeugs auf
der Grundlage der Ausgabe des Radars zu erfassen.

[0006] In der DE 10 2006 020 192 A1 ist eine Kolli-
sionsvorhersagevorrichtung gezeigt, die mehrere
Sensoren hat, um durch verschiedene Mechanismen
ein Objekt vor einem Fahrzeug zu bestimmen. Eine
Steuereinheit ist vorgesehen, um einen fiir einen
bestimmten Zustand geeigneten Sensor auszuwah-
len, und sagt auf der Grundlage von Informationen,
die von dem ausgewahlten Sensor erlangt werden,
eine Kollision zwischen dem Fahrzeug und dem
Objekt vor dem Fahrzeug voher.

[0007] Ein Hinderniserfassungssystem fiir ein Kraft-
fahrzeug ist in der DE 195 18 978 A1 gezeigt. Das
Hinderniserfassungssystem kann nicht nur den
Abstand zu einem Hindernis vor dem Fahrzeug und
dessen Breite, sondern auch dessen Hohe erfassen,
um zu ermoglichen, dass eine Kraftfahrzeugsteue-
rung noch besser mit hoher Zuverlassigkeit arbeiten
kann.

ZUSAMMENFASSUNG DER ERFINDUNG

[0008] Es ist ein Bedenken vorhanden, dass es zu
viel Zeit bendtigt, das Bild zu verarbeiten, wenn eine
Bildverarbeitung fur einen Teil des Bildes zur Objekt-
erkennung durchgefiihrt wird, falls das Bildverarbei-
tungsgebiet zu grol} ist, und die zeitliche Verzdge-
rung zwischen der tatséchlichen Umgebung, die
das Fahrzeug umgibt, und der Information, die dem
Fahrer zum Warnen bereitgestellt wird, gro® wird.
Falls andererseits die GroRe des Bildverarbeitungs-
gebiets zu klein ist, ist ein Bedenken vorhanden,
dass das Objekt im festgelegten Bildverarbeitungs-
gebiet nicht ausreichend vorhanden ist und die
Erkennungsgenauigkeit des Objekts verschlechtert
sein kann.

[0009] Die vorliegende Erfindung wurde in Hinblick
auf die obigen Probleme gemacht und es ist eine Auf-
gabe davon, eine Umgebungsiberwachvorrichtung
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und ein Umgebungsiberwachverfahren bereitzustel-
len, die imstande sind, eine Information eines
Objekts, das nahe an einem Fahrzeug vorhanden
ist, so schnell wie mdglich genau zu erkennen.
Diese Aufgabe wird durch die Umgebungsiberwach-
vorrichtung gemaf dem Anspruch 1 und dem Umge-
bungsiberwachverfahren gemald dem Anspruch 5
gelost. ErfindungsgemalRe Weiterbildungen sind
Gegenstand der Unteranspriche.

[0010] Um die obigen Probleme zu lésen, verwen-
det die vorliegende Erfindung die folgenden Einhei-
ten bzw. Mittel.

[0011] Die vorliegende Erfindung betrifft eine Umge-
bungsiberwachvorrichtung, die flir ein Fahrzeug
angewendet wird, mit einem Distanzmesssensor
zum Aussenden einer Sondenwelle und Empfangen
einer reflektierten Welle der Sondenwelle, und einer
Abbildevorrichtung zum Aufnehmen eines Bilds der
Umgebung des Fahrzeugs. Eine Umgebungsiber-
wachvorrichtung gemaf einem Aspekt der vorliegen-
den Erfindung weist auf: eine Informationserlangein-
heit zum Erlangen einer Distanzinformation, einer
Richtungsinformation und einer Objektbreiteninfor-
mation eines Objekts, das in der Nahe des Fahr-
zeugs vorhanden ist, als Erfassungsinformation des
Objekts, die durch den Distanzmesssensor bereitge-
stellt wird; eine Gebietfestlegeinheit zum Festlegen
eines Bildverarbeitungsgebiets, flir das eine Bildver-
arbeitung im Bild, das durch die Abbildevorrichtung
aufgenommen wird, auf Grundlage der Distanzinfor-
mation, der Richtungsinformation und der Objekt-
breiteninformation durchgefiihrt wird, die durch die
Informationserlangeinheit erlangt werden; und eine
Objekterkennungseinheit zum Durchfiihren der Bild-
verarbeitung fir das Bildverarbeitungsgebiet, das
durch die Gebietfestlegeinheit festgelegt wird, um
das Objekt zu erkennen. Die Informationserlangein-
heit erlangt die Objektbreiteninformation auf Grund-
lage einer Reflexionsflacheninformation des Objekts,
die durch den Distanzmesssensor erfasst wird, und
die Gebietsfestlegeinheit legt das Bildverarbeitungs-
gebiet unter Verwendung der Objektbreiteninforma-
tion fest, die auf Grundlage der Reflexionsflachenin-
formation erlangt wird.

[0012] In der obigen Konfiguration wird ein Bildver-
arbeitungsgebiet im Bild, das durch die Abbildevor-
richtung aufgenommen wird, auf Grundlage der
Erfassungsinformation des Objekts festgelegt, die
durch den Distanzmesssensor bereitgestellt wird.
Zu dieser Zeit weist die Erfassungsinformation des
Objekts, die verwendet wird, um das Bildverarbei-
tungsgebiet festzulegen, nicht nur die Distanzinfor-
mation, sondern auch die Richtungsinformation und
die Objektbreiteninformation des Objekts auf. Es ist
somit moglich, ein Bildverarbeitungsgebiet festzule-
gen, das eine Grofle, die der Objektbreite eines
jeden Objekts entspricht, Uber ein Gebiet, das der
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der Position entspricht, an der das Objekt vorhanden
ist, aufweist. Wenn in diesem Fall eine Objekterken-
nung durch Bildverarbeitung durchgefihrt wird,
unterliegt der Teil, der dem Objekt im Bild entspricht,
der Bildverarbeitung und es ist somit mdglich, eine
unnétige Bildverarbeitung in den Teilen zu reduzie-
ren, in denen kein Objekt vorhanden ist, und folglich
kann die Verarbeitungslast reduziert werden. Folg-
lich ist es gemal der obigen Konfiguration moglich,
die Information Uber ein Objekt, das nahe am Fahr-
zeug vorhanden ist, so bald wie mdglich mit hoher
Genauigkeit zu erkennen.

KURZBESCHREIBUNG DER FIGUREN

[0013] Die obigen und andere Objekte, Merkmale
und Vorteile der vorliegenden Erfindung werden mit
der folgenden detaillierten Beschreibung unter
Bezugnahme auf die beigefiigten Figuren deutlicher.
Es zeigen:

Fig. 1 ein Diagramm, das die allgemeine Konfi-
guration eines Fahrzeug-Umgebungsuiber-
wachsystems zeigt,

Fig. 2 ein Diagramm zum Erklaren der Art und
Weise des Erlangens der Richtungsinformation
eines Objekts,

Fig. 3 ein Diagramm, das einen spezifischen
Modus des Vorgangs zum Festlegen des Bild-
verarbeitungsgebiets zeigt,

Fig. 4 ein Diagramm zum Erklaren der Art und
Weise zum Erlangen der Reflexionsflachenin-
formation eines Objekts,

Fig. 5 ein Ablaufdiagramm, das die Prozeduren
der Bildverarbeitung zeigt,

Fig. 6 ein Diagramm, das einen spezifischen
Modus der Verarbeitung zum Festlegen des
Bildverarbeitungsgebiets unter Verwendung
der Ausrichtungsinformation eines Objekts
zeigt, und

Fig. 7 ein Diagramm, das einen spezifischen
Modus der Verarbeitung zum Festlegen des
Bildverarbeitungsgebiets unter Verwendung
der Ausrichtungsinformation eines Objekts
zeigt.

BESCHREIBUNG DER AUSFUHRUNGSFORMEN

[0014] Ausflihrungsformen werden nachstehend mit
Bezug auf die Figuren beschrieben. Den selben oder
aquivalenten Teilen in den Ausfihrungsformen, die
nachstehend beschrieben werden, wird in den Figu-
ren dasselbe Bezugszeichen zugewiesen und eine
frihere Erklarung sollte auf diese Teile bezogen wer-
den, die dasselbe Bezugszeichen wie andere Teile
aufweisen.
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[0015] Als erstes wird ein Fahrzeug-Umgebungs-
Uberwachsystem 20 der vorliegenden Ausfiihrungs-
form mit Bezug auf Fig. 1 beschrieben. Das Fahr-
zeug-Umgebungsiiberwachsystem 20 dieser
Ausfuhrungsform ist an einem Fahrzeug (nachfol-
gend als ein ,Eigenfahrzeug 50“ bezeichnet) ange-
bracht und weist, wie in Fig. 1 gezeigt, eine fahrzeu-
geigene Kamera 21 als eine Abbildevorrichtung,
einen Ultraschallsensor 22 als einen Distanzmess-
sensor und eine Uberwach-ECU 30 als eine Umge-
bungsiberwachvorrichtung auf.

[0016] Die fahrzeugeigene Kamera 21 weist zum
Beispiel eine monokulare Kamera oder eine Stereo-
kamera, wie etwa eine CCD-Kamera, einen CMOS-
Bildesensor, eine Nahinfrarot-Kamera, auf. Die fahr-
zeugeigene Kamera 21 ist an einem vorderen Teil
des Eigenfahrzeugs 50 im Zentrum in der Fahrzeug-
breitenrichtung und in einer bestimmten Héhe (zum
Beispiel oberhalb der vorderen Stofl3stange) ange-
bracht und nimmt ein Bild eines Gebiets auf, das
sich in einem vorgegebenen Winkel vor dem Fahr-
zeugs ausbreitet.

[0017] Der Ultraschallsensor 22 ist ein Sensor, der
die Distanz zu einem Hindernis erfasst, das nahe am
Eigenfahrzeug 50 vorhanden ist. In der vorliegenden
Ausfliihrungsform ist eine Vielzahl von Sensoren an
der vorderen und der hinteren Stolistange des
Eigenfahrzeugs 50 angebracht, so dass sie in der
Fahrzeugbreitenrichtung mit bestimmten Licken
bzw. Abstdnden zwischen einander angeordnet
sind. Der Ultraschallsensor 22, der an der vorderen
Stofstange bereitgestellt ist, weist zwei Zentrums-
sensoren 23, 24, die zum Beispiel nahe an der Zent-
rumslinie 51 der Fahrzeugbreite und symmetrisch
zur Zentrumslinie 51 befestigt sind, zwei Ecksenso-
ren 25, 26, die an der linken Ecke und der rechten
Ecke des Fahrzeugs 50 befestigt sind, und laterale
Sensoren 27, 28, die an der linken Seite und der
rechten Seite des Fahrzeugs 50 befestigt sind, auf.

[0018] Fig. 1 zeigt ein Abbildegebiet E der fahrzeu-
geigenen Kamera 21 und ein Erfassungsgebiet F des
Ultraschallsensors 22. In Fig. 1 werden zum Zweck
der Vereinfachung nur die Erfassungsgebiete der
Zentrumssensoren 23 und 24 fir den Ultraschallsen-
sor 22 gezeigt. In der vorliegenden Ausflihrungsform
ist die Erfassungsdistanz eines jeden Ultraschallsen-
sors 22 kirzer als die Abbildedistanz der fahrzeugei-
genen Kamera 21 (zum Beispiel mehrere zehn Zenti-
meter bis 1 oder 2 Metern).

[0019] Verschiedene Sensoren, wie etwa ein Fahr-
zeuggeschwindigkeitssensor 34 zum Erfassen der
Fahrzeuggeschwindigkeit und ein Lenkwinkelsensor
35 zum Erfassen des Lenkwinkels, sind im Eigen-
fahrzeug 50 zusatzlich zur fahrzeugeigenen Kamera
21 und zum Ultraschallsensor 22 bereitgestellt.
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[0020] Die Uberwach-ECU 30 ist ein Computer, der
CPU, ROM, RAM, I/O und dergleichen aufweist. Die
CPU fihrt Programme aus, die im ROM installiert
sind, um Funktionen zum Unterstirzen eines Fah-
rens des Eigenfahrzeugs 50 auf Grundlage der
Objekterfassungsergebnisse der fahrzeugeigenen
Kamera 21 und des Ultraschallsensors 22 durchzu-
fiihren. Die Uberwach-ECU 30 zeigt insbesondere
die Umgebung des Fahrzeugs 50 auf der fahrzeugei-
genen Displayvorrichtung 36 und/oder sie aktiviert
die Alarmvorrichtung 37, um den Fahrer zu warnen,
wenn das Fahrzeug 50 ein Objekt kontaktieren bzw.
berUhren kann, das in der Nahe des Fahrzeugs 50
vorhanden ist. Sie kann alternativ die erkannte
Objekterfassungsinformation an die Fahrunterstitz-
vorrichtung ausgeben, und die Fahrunterstitzvor-
richtung kann verschiedene Steuerungen, wie etwa
eine Bremssteuerung und eine Lenksteuerung, aus-
fuhren, um einen Kontakt mit dem Objekt zu vermei-
den.

[0021] Wenn sie ein Bild auf der Displayvorrichtung
36 anzeigt, fiihrt die Uberwach-ECU 30 eine Steue-
rung zum Konvertieren des aufgenommen Bildes,
das durch die fahrzeugeigene Kamera 21 aufgenom-
men wird, in ein Vogelperspektivenbild, wie es von
einem oberhalb dem Eigenfahrzeug 50 festgelegten
virtuellen Blickpunkt in Richtung der StraRenflache
betrachtet wird, aus und zeigt es auf der Displayvor-
richtung 36 an. Die Displayvorrichtung 36 ist an einer
Position (z.B. einer Instrumententafel) bereitgestellt,
die fur den Fahrer sichtbar ist. Das aufgenommene
Bild kann auf der Displayvorrichtung 36 angezeigt
werden.

[0022] Als nachstes wird eine Objekterfassung
durch den Ultraschallsensor 22 beschrieben. Die
Uberwach-ECU 30 gibt ein Steuersignal an den Ult-
raschallsensor 22 aus und weist den Ultraschallsen-
sor 22 an, eine Ultraschallwelle in einem vorgegeben
Transmissionszyklus (zum Beispiel in Intervallen von
mehreren hundert Millisekunden) auszugeben.
Zusatzlich wird die Distanz zu dem Objekt auf Grund-
lage der reflektierten Wellenzeit berechnet, die die
Zeit von der Transmission bis zum Empfang einer
Welle durch den Ultraschallsensor 22 ist.

[0023] Der Ultraschallsensor 22 empfangt insbeson-
dere die reflektierte Welle der Sondenwelle, die
selbst als eine direkte Welle ausgesendet wird, und
erlangt die reflektierte Wellenzeit als die Distanzinfor-
mation. Zusatzlich wird die reflektierte Welle einer
Sondenwelle, die durch einen Sensor ausgesendet
wird, der zu dem Sensor unterschiedlich ist, der die
Sondenwelle ausgesendet hat, als eine indirekte
Welle empfangen, und die reflektierte Wellenzeit
wird als die Distanzinformation erlangt. Die Uber-
wach-ECU 30 verwendet das Triangulationsprinzip
mit der Distanzinformation, die von der direkten
Welle erlangt wird, und der Distanzinformation, die
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von der indirekten Welle erlangt wird, um die Koordi-
naten (x, y) zu berechnen, die die relative Position
des Objekts mit Bezug auf das Eigenfahrzeug 50
als die Richtungsinformation des Objekts darstellt,
das in der Nahe des Eigenfahrzeugs 50 vorhanden
ist.

[0024] Das Verfahren zum Berechnen der Rich-
tungsinformation des Objekts 40 wird mit Bezug auf
Fig. 2 beschrieben. In Fig. 2 sind der erste Sensor
22a und der zweite Sensor 22b, die zwei benach-
barte Ultraschallsensoren 22 sind, und das Objekt
55, das vor dem Eigenfahrzeug 50 vorhanden ist, in
einer Ebenenansicht gezeigt. In Fig. 2 ist der erste
Sensor 22a ein direkter Erfassungssensor, der eine
Sondenwelle aussendet und eine direkte Welle emp-
fangt, und der zweite Sensor 22b ist ein indirekter
Erfassungssensor, der eine reflektierte Welle (indi-
rekte Welle) einer Ultraschallwelle empfangt, die
durch einen anderen Sensor ausgesendet wird. Der
direkte Erfassungssensor und der indirekte Erfas-
sungssensor sind zwei Sensoren, die eine Triangula-
tion durchfihren (dasselbe gilt fur Fig. 4).

[0025] In Fig. 2 wird auf Grundlage der direkten
Welle, die durch den ersten Sensor 22a empfangen
wird, die Rundlaufdistanz (2A0) bzw. Roundtripdis-
tanz zwischen der Position A des ersten Sensors
22a und dem Reflexionspunkt O des Objekts 55 als
L1 berechnet. Zusatzlich wird auf Grundlage der indi-
rekten Welle, die durch den zweiten Sensor 22b
empfangen wird, die Distanz (AO + OB) der Position
A, der Reflexionspunkt O und die Position B des
zweiten Sensors 22b als L2 berechnet. Es kann
gemal der direkten Welle, wie in Fig. 2 gezeigt,
erkannt werden, dass das Objekt 55 auf dem Kreis
S1 vorhanden ist, der an der Position A zentriert ist
und das Liniensegment AO als den Radius aufweist,
und es kann gemal der indirekten Welle erkannt
werden, dass das Objekt 55 auf der Ellipse S2 vor-
handen ist, auf der AO + OB konstant ist. In diesem
Fall kann erkannt werden, dass der Reflexionspunkt
O des Objekts 55 am Schnittpunkt des Kreises S1
und der Ellipse S2 vorhanden ist. Folglich kann die
relative Position des Objekts 55 durch Erhalten der
Koordinaten (x, y) des Reflexionspunkts O berechnet
werden.

[0026] Als nachstes wird ein Vorgang zum Erkennen
eines Objekts, das nahe am Eigenfahrzeug 50 vor-
handen ist, unter Verwendung eines Bildes, das
durch die fahrzeugeigene Kamera 21 aufgenommen
wird, im Detail beschrieben. In der vorliegenden Aus-
fuhrungsform fiihrt die Uberwach-ECU 30 eine Bild-
verarbeitung fiir das Gebiet des durch die fahrzeu-
geigene Kamera 21 aufgenommenen Bildes, das
mit der Objekterfassungsinformation zusammen-
passt, die durch den Ultraschallsensor 22 bereitge-
stellt wird, als den Objekterkennungsvorgang durch
und erhalt dadurch die detaillierte Information tber
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das Objekt (zum Beispiel den Typ des Objekts, die
Hoheninformation des Objekts etc.).

[0027] Die Uberwach-ECU 30 weist insbesondere,
wie in Fig. 1 gezeigt, eine Informationserlangeinheit
31, eine Gebietfestlegeinheit 32 und eine Objekter-
kennungseinheit 33 auf. Die Informationserlangein-
heit 31 erlangt ein Bild, das durch die fahrzeugeigene
Kamera 21 aufgenommen wird, und eine Erfas-
sungsinformation eines Objekts, die durch den Ultra-
schallsensor 22 erfasst wird. Die Gebietfestlegein-
heit 32 gibt die Erfassungsinformation des Objekts,
die durch den Ultraschallsensor 22 bereitgestellt
wird, von der Informationserlangeinheit 31 ein bzw.
liest diese ein und legt auf Grundlage der eingege-
benen Erfassungsinformation ein Teilgebiet des auf-
genommenen Bildes, das durch die fahrzeugeigene
Kamera 21 aufgenommen wird, als das Gebiet fest,
fur das eine Bildverarbeitung durchgefiihrt werden
soll (nachfolgend als ,Bildverarbeitungsgebiet
bezeichnet). Ein Teilgebiet des aufgenommen Bildes
wird zum Beispiel auf Grundlage der Distanzinforma-
tion, die von der reflektierten Welle des Ultraschall-
sensors 22 erlangt wird, als das Bildverarbeitungsge-
biet festgelegt. Die Objekterkennungseinheit 33 flihrt
eine Bildverarbeitung fir das Bildverarbeitungsge-
biet des aufgenommenen Bildes durch, das durch
die Gebietfestlegeinheit 32 festgelegt wird.

[0028] Auf Grundlage der Information Uber das
Objekt, das durch eine derartige Bildverarbeitung
erlangt wird, zeigt die Uberwach-ECU 30 ein Objekt,
das nahe am Eigenfahrzeug 50 vorhanden ist, auf
der Displayvorrichtung 36 an oder aktiviert die Alarm-
vorrichtung 37, um eine Warnung auszugeben, wenn
bestimmt wird, dass das Fahrzeug 50 mit dem Objekt
in Kontakt kommen kann. Da die Objekterkennungs-
verarbeitung eine Bildverarbeitung fir ein Teilgebiet
des aufgenommenen Bildes durchfiihrt, kann in die-
sem Fall die Verarbeitungslast der Bildverarbeitung
verglichen mit dem Fall, in dem die Bildverarbeitung
fur das gesamte Gebiet des aufgenommenen Bildes
durchgefiihrt wird, reduziert werden. Es ist somit das
Ziel, eine Information Gber die gegenwartige umlie-
gende Umgebung des Eigenfahrzeugs 50 unverzig-
lich bzw. sofort fiir den Fahrer bereitzustellen.

[0029] Falls hier das Bildverarbeitungsgebiet vergli-
chen mit der Grofte des Objekts im Bild zu grof ist,
wird zu viel Zeit fur die Bildverarbeitung bendtigt, und
die Zeitverzdégerung zwischen der gegenwartigen
umliegenden Umgebung des Eigenfahrzeugs 50
und der Information, die fiir den Fahrer bereitgestellt
wird, kann sich erhéhen. Falls die Gré3e des Bildver-
arbeitungsgebiets andererseits verglichen mit der
Grole des Objekts im Bild zu klein ist, ist ein Beden-
ken vorhanden, dass das Objekt im festgelegten
Bildverarbeitungsgebiet nicht ausreichend vorhan-
den ist, und die Erkennungsgenauigkeit des Objekts
kann verschlechtert sein.
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[0030] Folglich verwendet die Gebietfestlegeinheit
32 in der vorliegenden Ausflhrungsform die Distanz-
information, die Richtungsinformation und die
Objektbreiteninformation des Objekts als die Objek-
terfassungsinformation, die durch die Ultraschallsen-
sor 22 bereitgestellt wird, und legt das Bildverarbei-
tungsgebiet auf Grundlage der Distanzinformation,
der Richtungsinformation und der Objektbreiteninfor-
mation fest. Es ist das Ziel, ein Bildverarbeitungsge-
biet mit einer Position und einer Grofe bereitzustel-
len, die der Position und der Objektbreite des Objekts
im aufgenommenen Bild entsprechen. Es ist anzu-
merken, dass eine Uberwach-ECU 30 als die Infor-
mationserlangeinheit 31, die Gebietfestlegeinheit 32
und die Objekterkennungseinheit 33 fungiert bzw.
arbeitet.

[0031] Fig. 3 zeigt ein Diagramm, das ein spezifi-
sches Beispiel des Bildverarbeitungsgebiets 61
(61a bis 61c) zeigt, das im aufgenommen Bild 60
festgelegt wird. Fig. 3(a) zeigt einen Fall, in dem ein
anderes Fahrzeug 52 und ein Zeichen 53 vor dem
Eigenfahrzeug 50 vorhanden sind, und Fig. 3(b)
zeigt einen Fall, in dem ein anderes Fahrzeug 52
und ein stehendes Zeichenbrett 54 bzw. stehendes
Schild (zum Beispiel ein Baustellenzeichenbrett, ein
Parkplatzeichenbrett etc.) vor dem Eigenfahrzeug 50
vorhanden ist. Es wird in Fig. 3 angenommen, dass
diese Objekte 52 bis 54 durch den Ultraschallsensor
22 erfasst werden.

[0032] Die Uberwach-ECU 30 legt das Bildverarbei-
tungsgebiet 61 im aufgenommenen Bild 60 auf
Grundlage der Distanzinformation, der Richtungsin-
formation und der Objektbreiteninformation des
Objekts fest, die durch den Ultraschallsensor 22
erlangt werden. In der vorliegenden Ausfiihrungs-
form wird eine Referenzposition (zum Beispiel die
Zentrumsposition) des Bildverarbeitungsgebiets 61
von der Distanzinformation und der Richtungsinfor-
mation des Objekts festgelegt, die durch den Ultra-
schallsensor 22 erlangt werden, und das Bildverar-
beitungsgebiet 61, das eine Grofle, die der
Objektbreiteninformation und der Distanzinformation
entspricht, wird Uber ein Gebiet festgelegt, das den
festgelegten Referenzpunkt aufweist. In der vorlie-
genden Ausfihrungsform wird die Objektbreitenin-
formation auf Grundlage der Information Uber die
Reflexionsflache des Objekts (nachfolgend als
.Reflexionsflacheninformation bezeichnet) zu dem
Zeitpunkt festgelegt, an dem die vom Ultraschallsen-
sor 22 ausgesendete Sondenwelle reflektiert und als
eine reflektierte Welle empfangen wird. Die Refle-
xionsflacheninformation wird spater beschrieben.

[0033] In der vorliegenden Ausfliihrungsform wird
das Bildverarbeitungsgebiet 61 als ein rechteckiges
Gebiet festgelegt, das eine laterale Breite, die zur
Fahrzeugbreitenrichtung (laterale Richtung) des
Eigenfahrzeugs 50 parallel ist, und eine vertikale
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Hohe, die zur Fahrzeugbreitenrichtung senkrecht
ist, aufweist. In dem Fall von Fig. 3 wird das Bildver-
arbeitungsgebiet 61a, das die laterale Breite W1 und
die vertikale Hohe H1 aufweist, fir das andere Fahr-
zeug 52 festgelegt, und das Bildverarbeitungsgebiet
61b, das die laterale Breite W2 und die vertikale
Hoéhe H2 aufweist, wird fur das Zeichen 53 festge-
legt. FUr das stehende Zeichenbrett 54, wird das
Bildverarbeitungsgebiet 61 c, das die laterale Breite
W3 und die vertikale Hohe H3 aufweist, festgelegt.

[0034] Im aufgenommenen Bild 60 von Fig. 3 wer-
den die lateralen Breiten W1 bis W3 gemaR der
Objektbreite und der Erfassungsdistanz eines jeden
Objekts festgelegt, das durch den Ultraschallsensor
22 erlangt wird. Insbesondere ist die laterale Breite
gréRer, je groRer die Objektbreite ist. Ferner ist die
laterale Breite groRer, je kleiner die Erfassungsdis-
tanz ist. Die vertikalen Héhen H1 bis H3 kénnen vor-
gegebene Werte sein oder kbnnen gemaf der Erfas-
sungsdistanz bestimmt werden. Ferner kénnen sie
Werte sein, die der H6he des Objekts entsprechen,
das durch die Kanten des aufgenommenen Bildes
erkannt wird. In dem Fall eines Festlegens der ver-
tikalen Hohe auf Grundlage der Erfassungsdistanz
ist es vorzuziehen, die vertikale Hohe so festzulegen,
dass die Erfassungsdistanz kurzer ist, je groRer die
vertikale Hohe ist.

[0035] Als nachstes wird die Reflexionsflacheninfor-
mation des Objekts beschrieben. Um die Refle-
xionsflacheninformation des Objekts unter Verwen-
dung des Distanzmessergebnisses des
Ultraschallsensors 22 zu erlangen, wird ein Flachen-
modell zum Erfassen von Flachenkomponenten von
einer Vielzahl von Reflexionspunkten auf der Objekt-
flache unter der Voraussetzung verwendet, dass die
direkten Reflexionspunkte und die indirekten Refle-
xionspunkte in derselben Ebene vorhanden sind.

[0036] Fig. 4 zeigt ein Diagramm zum Erklaren
eines Berechnungsmodells zum Erlangen einer
Reflexionspunktinformation. In Fig. 4 wird das Objekt
55, das vor dem Fahrzeug vorhanden ist, durch den
ersten Sensor 22a und den zweiten Sensor 22b
erfasst, und der direkte Reflexionspunkt P und der
indirekte Reflexionspunkt Q sind auf der auferen
Flache des Objekts 55 vorhanden.

[0037] Die direkte Welle, die durch den ersten Sen-
sor 22a empfangen wird, wird so reflektiert, das sie
der kiirzesten Distanz mit Bezug auf das Objekt 55
folgt, das heil’t, senkrecht zum Objekt 55 ist. X stellt
in Fig. 4 den Schnittpunkt einer geraden Linie, die
durch den erster Sensor 22a, der die reflektierte
Welle als eine direkte Welle empfangt, und den direk-
ten Reflexionspunkt P 1auft, und einer geraden Linie,
die durch den zweiten Sensor 22b, der die reflektierte
Welle als die indirekte Welle empfangt, und den indi-
rekten Reflexionspunkt Q lauft, dar. Der Mittelpunkt
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zwischen dem ersten Sensor 22a und dem Schnitt-
punkt X wird der Reflexionspunkt P sein, und der
Schnittpunkt der Linie, die durch den direkten Refle-
xionspunkt P [duft und senkrecht zu AX ist, mit BX,
wird der indirekte Reflexionspunkt Q sein. Die Refle-
xionspunkte P und Q sind zwei Punkte, die Seite an
Seite auf der aulReren Flache des Objekts 55 ange-
ordnet sind. Durch Erhalten der Koordinaten dieser
zwei Reflexionspunkte P und Q ist es moglich, PQ
zu erhalten, was ein Reflexionsflachen-Linienseg-
ment ist.

[0038] Um das Reflexionsflachensegment PQ auf
Grundlage des Ergebnisses der Distanzmessung
von der direkten Welle und dem Ergebnis der Dis-
tanzmessung von der indirekten Welle zu erhalten,
findet die Uberwach-ECU 30 zuerst den Schnittpunkt
X auf Grundlage der gemessenen Distanz L1 von der
direkten Welle und der gemessenen Distanz L2 von
der indirekten Welle (Schnittpunkt-Berechnungsein-
heit), und berechnet dann den direkten Reflexions-
punkt P auf Grundlage des Schnittpunkts X (Refle-
xionspunkt-Berechnungseinheit). Das
Reflexionsflachensegment PQ, das durch den direk-
ten Reflexionspunkt P tritt und sich in eine Richtung
ausdehnt, die die gerade Linie scheidet, die den
direkten Reflexionspunkt P und den ersten Sensor
22a verbindet, wird ferner als die Reflexionsflachen-
information erhalten (Informationserlangeinheit).

[0039] Die Uberwach-ECU 30 erhalt ferner eine
Vielzahl von Reflexionsflachen-Liniensegmenten an
Positionen, die in der Fahrzeugbreitenrichtung unter-
schiedlich sind, durch Andern der Kombination der
Ultraschallsensoren 22. Wenn dann auf Grundlage
der Endpunktkoordinaten und den Neigungen der
Reflexionsflachen-Liniensegmente bestimmt wird,
dass eine benachbarte Vielzahl von Reflexionsfla-
chen-Liniensegmenten zum selben Objekt gehort,
wird die Vielzahl von Reflexionsflachen-Linienseg-
menten kombiniert. Als ein Ergbnis kann eine Infor-
mation Uber das Objekt 55, das nahe dem Eigenfahr-
zeug 50 vorhanden ist, das heifdt, seine Grole in der
Fahrzeugbreitenrichtung des Eigenfahrzeugs 50
(Objektbreiteninformation) und seine Neigung mit
Bezug auf das Fahrzeug mit einer Richtung (Ausrich-
tungsinformation) auf Grundlage der Reflexionsfla-
cheninformation erhalten werden.

[0040] Das oben beschriebene Flachenmodell ist
insbesondere effektiv, wenn das Objekt eine relativ
grofRe Flache aufweist und die Flache als die Refle-
xionsflache dient. In dem Fall, in dem die Objekt-
breite nicht durch das Flachenmodell geschatzt wer-
den kann, wird die Objektbreite zum Beispiel auf
Grundlage der Kanten geschatzt, die vom aufgenom-
menen Bild extrahiert werden, und es wird ein Bild-
verarbeitungsgebiet mit einer Groflie festgelegt, die
der geschatzten Objektbreite entspricht.
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[0041] Als nachstes werden die spezifischen Proze-
duren der Bildverarbeitung dieser Ausfiihrungsform
mit Bezug auf das Ablaufdiagramm von Fig. 5
beschrieben. Dieser Vorgang wird durch die Uber-
wach-ECU 30 in vorgegebenen Intervallen aus-
gefihrt.

[0042] In Schritt S11 in Fig. 5 wird ein aufgenomme-
nes Bild erlangt, das durch die fahrzeugeigene
Kamera 21 fotografiert wird. Im folgenden Schritt
S12 werden die Distanzinformation, die Richtungsin-
formation und die Objektbreiteninformation des
Objekts als die Objekterfassungsinformation erlangt,
die durch den Ultraschallsensor 22 bereitgestellt wird
(Informationserlangeinheit). Zu dieser Zeit wird die
Objektbreiteninformation von der Reflexionsflachen-
information erlangt, und wenn die Reflexionsflachen-
information nicht erhalten werden kann, wird die
Objektbreite unter Verwendung der Bildkanten
erfasst.

[0043] Im folgenden Schritt S13 wird das Bildverar-
beitungsgebiet 61 im aufgenommen Bild auf Grund-
lage der Distanzinformation, der Richtungsinforma-
tion und der Objektbreiteninformation des Objekts
festgelegt, die in Schritt S12 erlangt werden. Zu die-
ser Zeit ist die festgelegte Breite des Bildverarbei-
tungsgebiets 61 in der lateralen Richtung grof3er, je
gréRer die Objektbreite oder je kirzer die Erfas-
sungsdistanz ist.

[0044] Im folgenden Schritt S14 wird eine Bildverar-
beitung fiir das Bildverarbeitungsgebiet ausgefiihrt,
das in Schritt S13 festgelegt wird, und eine Objekter-
kennung wird durchgefiihrt (Objekterkennungsein-
heit). Bei dieser Bildverarbeitung werden eine detail-
lierte Information Uber das Objekt, wie etwa der Typ
des Objekts (zum Beispiel ein Fahrzeug, ein Fullgan-
ger, ein zweiradriges Fahrzeug etc.) und die Hbhe
des Objekts erlangt. Der Typ des Objekts wird zum
Beispiel durch Durchflihren einer Mustererkennung
fur die Merkmalspunkte erfasst, die von dem Teil
des Bildes des Bildverarbeitungsgebiets extrahiert
werden. Die Hohe des Objekts wird durch Konvertie-
ren des Teils des Bildes des Bildverarbeitungsge-
biets in ein Vogelperspektivenbild und Erfassen der
Hohe des Objekts vom konvertierten Vogelperspekti-
venbild bestimmt. Nach Abschluss der Verarbeitung
von Schritt S14 wird diese Routine beendet.

[0045] Es ist anzumerken, dass das Bildverarbei-
tungsgebiet 61, das in Schritt S13 festgelegt wird,
gemal der Bewegung des Eigenfahrzeugs 50 ver-
folgt werden kann. Das Bildverarbeitungsgebiet 61
kann alternativ jedes Mal auf Grundlage der Objek-
terfassungsinformation aktualisiert werden, die durch
den Ultraschallsensor 22 neu erhalten wird.
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[0046] Gemal} der oben beschriebenen vorliegen-
den Ausflhrungsform kénnen die folgenden vorteil-
haften Effekte erhalten werden.

[0047] Wenn das Bildverarbeitungsgebiet 61 im
Bild, das durch die fahrzeugeigene Kamera 21 auf-
genommen wird, auf Grundlage der Erfassungsinfor-
mation des Objekts 55, die durch den Ultraschallsen-
sor 22 bereitgestellt werden, festgelegt wird, wird das
Bildverarbeitungsgebiet 61 unter Verwendung einer
Erfassungsinformation ber das Objekt 55 festge-
legt, die nicht nur die Distanzinformation, sondern
auch die Richtungsinformation und die Objektbrei-
teninformation des Objekts 55 aufweist. Mit einer
derartigen Konfiguration ist es mdglich, ein Bildver-
arbeitungsgebiet, das eine GroRe aufweist, die der
Objektbreite entspricht, in dem Gebiet, das der Posi-
tion des Objekts 55 entspricht, festzulegen. Wenn
eine Objekterkennung durch Bildverarbeitung durch-
gefihrt wird, ist es somit mdglich, eine Bildverarbei-
tung fir den Teil ausreichend durchzufihren, der
dem Objekt entspricht und eine unnétige Bildverar-
beitung fir die Teile zu reduzieren, in denen kein
Objekt vorhanden ist (zum Beispiel den Hintergrund),
und folglich kann die Verarbeitungslast reduziert wer-
den. Folglich ist es gemal der obigen Konfiguration
mdglich, das Objekt 55, das nahe dem Eigenfahr-
zeug 50 vorhanden ist, mit hoher Genauigkeit und
so bald wie moglich zu erkennen.

[0048] Die Objektbreiteninformation wird auf Grund-
lage der Reflexionsflacheninformation des Objekts
55 erlangt, die durch Ultraschallsensor 22 erfasst
wird, und das Bildverarbeitungsgebiet 61 wird unter
Verwendung der Objektbreiteninformation festge-
legt. Die Uberwach-ECU 30 berechnet insbesondere
den Schnittpunkt X einer geraden Linie, die durch
den ersten Sensor 22a und den direkten Reflexions-
punkt P lauft, und einer geraden Linie, die durch den
zweiten Sensor 22b und den indirekten Reflexions-
punkt Q lauft, um den direkten Reflexionspunkt P
auf Grundlage des Schnittpunkts X zu berechnen,
und erlangt ferner eine schneidende gerade Linie,
die durch den direkten Reflexionspunkt P lauft und
sich in eine Richtung ausdehnt, die eine gerade
Linie scheidet, die den direkten Reflexionspunkt P
und den erster Sensor 22a in einem bestimmten Win-
kel schneidet, als die Reflexionsflacheninformation
des Objekts 55. Unter Verwendung der Reflexionsf-
lacheninformation des Objekts 55, die durch den Ult-
raschallsensor 22 erlangt wird, ist es moglich eine
Objektbreite, die der Ausrichtung und der GroRe
des Objekts 55 entspricht, genau zu erhalten.

[0049] Die Richtungsinformation und die Objektbrei-
teninformation des Objekts werden mit der Vielzahl
von Ultraschallsensoren 22 unter Verwendung der
direkten Welle und der indirekten Welle erlangt. In
diesem Fall ist es unter Verwendung des Triangula-
tionsprinzips moglich, die Richtungsinformation und
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die Reflexionsflacheninformation des Objekts genau
zu erhalten. Es ist ferner gemaR der Reflexionsfla-
cheninformation des Objekts maoglich, die Ausrich-
tung und die GroBe der Ebenenkomponente der
Objektflache auf Grundlage des Erfassungsergeb-
nisses des Ultraschallsensors 22 zu bestimmen.

[0050] Der Ultraschallsensor 22 tendiert dazu, auf
ein Objekte zu antworten bzw. zu reagieren, fur das
kein Alarm ausgegebene werden muss, wie etwa
Gras, Gebusch, Gerdll und Prellbdcke, und es kann
ein Alarm an den Fahrer ausgegeben werden, sogar
falls die Fahrsituation tatsachlich sicher ist. Das
Erfassungsgebiet des Ultraschallsensors 22 ist
zusatzlich relativ nahe am Fahrzeug vorhanden,
und wenn ein Objekt durch den Ultraschallsensor
22 erfasst wird, sollen die Objekterkennung und der
Alarm an den Fahrer schnell ausgefihrt werden. In
dieser Hinsicht wird das Bildverarbeitungsgebiet 61
in einem System, das den Ultraschallsensor 22 als
den Distanzmesssensor aufweist, auf Grundlage
der Distanzinformation, der Richtungsinformation
und der Objektbreiteninformation des Objekts festge-
legt. Folglich kann eine detaillierte Information tber
ein Objekt, das um das Fahrzeug herum vorhanden
ist, unter Verwendung eines Bildes mit einer redu-
zierten Verarbeitungslast genau erkannt werden. Da
zusatzlich die Information Uber das Objekt auf
Grundlage dieser Information schnell und genau
erkannt wird, ist es mdglich, den Fahrer zu einem
angemessenen Timings vor einem Objekt zu alar-
mieren bzw. zu warnen, flr das ein Alarm ausgege-
ben werden soll, wahrend ein Ausgeben von unnéti-
gen Alarmen fir Objekte, mit denen das Fahrzeug
wahrscheinlich nicht in Kontakt kommt, vermieden
wird.

(Andere Ausfihrungsformen)

[0051] Die vorliegende Erfindung ist nicht auf die
obigen Ausfiihrungsformen begrenzt und sie kann
zum Beispiel wie folgt implementiert werden.

[0052] In der obigen Ausfuhrungsform kann das
Bildverarbeitungsgebiet 61 unter Verwendung der
Ausrichtungsinformation des Objekts, die auf Grund-
lage der Reflexionsflacheninformation des Objekts
erhalten wird, festgelegt werden. Wenn das Bildver-
arbeitungsgebiet 61 unter Berlcksichtigung der Aus-
richtung des Objekts mit Bezug auf die Fahrzeugbrei-
tenrichtung des Eigenfahrzeugs 50 festgelegt wird,
ist es moglich, das das Objekt im Gebiet ausreichend
vorhanden ist und es ist zur selben Zeit mdglich, die
GroRe des Bildverarbeitungsgebiets 61 final so klein
wie moglich einzustellen. Insbesondere fiir ein
Objekt 55, das in einem Winkel 6 mit Bezug auf die
Fahrzeugbreitenrichtung des Eigenfahrzeugs 50
geneigt ist (siehe Fig. 6(b)), wird die laterale Breite
des Bildverarbeitungsgebiets 61 kleiner (W5 < W4)
als in dem Fall eines Objekts 55 festgelegt, das
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zum Eigenfahrzeug 50 ausgerichtet ist (Fig. 6(a)). Zu
dieser Zeit ist die festgelegte laterale Breite kleiner, je
grélRer der Winkel 8 ist, das heildt, je grof3er die Nei-
gung mit Bezug auf die Fahrzeugbreitenrichtung ist.
Die vertikale Hohe kann gemal dem bestimmten
Winkel 8 variabl festgelegt werden. Insbesondere
ist die festgelegte vertikale Ho6he zum Beispiel gro-
Rer, je groler der Winkel 8 ist.

[0053] Die Konfiguration zum Festlegen des Bildver-
arbeitungsgebiets 61 unter Verwendung der Ausrich-
tungsinformation des Objekts kann so sein, dass, wie
in Fig. 7 gezeigt, die Richtung, in der sich die laterale
Breite des Bildverarbeitungsgebiets 61 ausdehnt,
gemal der Ausrichtung des Objekts bestimmt wird,
die auf Grundlage der Reflexionsflacheninformation
erlangt wird. Mit einer derartigen Konfiguration ist es
moglich, das Bildverarbeitungsgebiet 61, das eine
angemessene Position und Grof3e aufweist, gemal
der Ausrichtung des Objekts 55 festzulegen. Wenn
insbesondere die Reflexionsflache 55a des Objekts
55 direkt zum Eigenfahrzeug 50 gerichtet ist, wird,
wie in Fig. 7(a) gezeigt, ein Gebiet, in dem sich die
linke und die rechte Grenzlinie 62a und die obere und
die untere Grenzlinie 62b in rechten Winkeln schnei-
den, als das Bildverarbeitungsgebiet 61 festgelegt.
Wenn andererseits die Reflexionsflache 55a des
Objekts 55 nicht direkt zum Eigenfahrzeug 50 gerich-
tet und mit Bezug auf die Fahrzeugbreitenrichtung
des Eigenfahrzeugs 50 geneigt ist, wird, wie in
Fig. 7(b) gezeigt, ein Gebiet, das von der linken und
die rechten Grenzlinie 62a, die in einem bestimmten
Winkel 6 geneigt sind, und der oberen und der unte-
ren Grenzlinie 62b umgeben ist, als das Bildverarbei-
tungsgebiet 61 festgelegt.

[0054] In der obigen Ausfiihrungsform wird eine
Vielzahl von Ultraschallsensoren 22 verwendet, um
die Distanzinformation von der direkten Welle und
die Distanzinformation der indirekten Welle zu erhal-
ten, und die Ausrichtungsinformation und die Objekt-
breiteninformation des Objekts werden auf Grund-
lage des Triangulationsprinzips erlangt. Es ist
alternativ mdglich, einen einzigen Ultraschallsensor
22 zu verwenden und die Ausrichtungsinformation
und die Objektbreiteninformation des Objekts auf
Grundlage einer Historie von Reflexionspunkten zu
erlangen, die erhalten wird, wahrend sich das Fahr-
zeug 50 bewegt. In anderen Worten, die Ausrich-
tungsinformation und die Objektbreiteninformation
des Objekts konnen auf Grundlage des Prinzips
einer bewegten Triangulation unter Verwendung der
Distanzinformation, die durch einen einzigen Ultra-
schallsensor 22 bereitgestellt wird, und einer Fahr-
zeuginformation (zum Beispiel einer Fahrzeugge-
schwindigkeit, eines Lenkwinkels etc.) erhalten
werden.

[0055] In der oben beschriebenen Ausfiihrungsform
wird die Objektbreiteninformation auf Grundlage der

Reflexionsflacheninformation des Objekts erlangt,
die durch den Ultraschallsensor 22 erlangt wird,
aber die Art und Weise zum Erlangen der Objektbrei-
teninformation durch den Ultraschallsensor 22 ist
nicht darauf begrenzt. Die Objektbreiteninformation
des Objekts 55 kann zum Beispiel auf Grundlage
einer Punktsequenz erlangt werden, die durch Ultra-
schallsensor 22 erfasst wird.

[0056] In der obigen Ausfihrungsform wird das Bild-
verarbeitungsgebiet 61 im aufgenommenen Bild fest-
gelegt, das durch die fahrzeugeigene Kamera 21 auf-
genommen wird. Es ist jedoch mdglich, die
Konfiguration der vorliegenden Erfindung in dem
Fall anzuwenden, in dem das Bildverarbeitungsge-
biet im Vogelperspektivenbild festgelegt wird, das
durch Konvertieren des aufgenommenen Bild in den
Vogelperspektivenblickpunkt erhalten wird.

[0057] Ob ein Objekt, das durch den Ultraschallsen-
sor 22 erfasst wird, mit dem Eigenfahrzeug 50 wahr-
scheinlich in Kontakt kommen wird oder nicht, wird
auf Grundlage einer Information tber den Fahrzu-
stand des Eigenfahrzeugs 50 bestimmt. Wenn dann
bestimmt wird, dass das Objekt mit dem Eigenfahr-
zeug 50 wahrscheinlich nicht in Kontakt kommen
wird, kann das Bildverarbeitungsgebiet 61 im Bild,
das durch die fahrzeugeigene Kamera 21 aufgenom-
men wird, nicht festgelegt werden, und wenn
bestimmt wird, dass sie in Kontakt kommen werden,
kann das Bildverarbeitungsgebiet 61 flir ein derarti-
ges Objekt festgelegt werden. Mit einer derartigen
Konfiguration ist es maoglich, die Verarbeitungslast
einer Bildverarbeitung so weit wie mdglich zu vermin-
dern und zur selben Zeit den Fahrer eines Objekts,
das mit dem Fahrzeug 50 in Kontakt kommt, genau
zu alarmieren. Die Information tUber den Fahrzustand
des Eigenfahrzeugs 50 weist zum Beispiel die Fahr-
zeuggeschwindigkeit, den Lenkwinkel und derglei-
chen auf. In diesem Fall dient die Uberwach-ECU
30 als eine Kontaktbeurteilungseinheit. In Fig. 3
wird das Bildverarbeitungsgebiet 61 zum Beispiel
fir das Zeichen 53 und das stehende Zeichenbrett
54 unter den Objekten, die durch den Ultraschallsen-
sor 22 erfasst werden, nicht festgelegt, wenn der
Fahrer des Eigenfahrzeugs 50 nach rechts lenkt,
aber das Bildverarbeitungsgebiet 61 wird flr ein
anderes Fahrzeug 52 festgelegt.

[0058] Das Bildverarbeitungsgebiet 61 kann nur fir
ein Gebiet im durch die fahrzeugeigene Kamera 21
aufgenommen Bild festgelegt werden, fir das auf
Grundlage der Information Uber den Fahrzustand
des Fahrzeugs 50 erkannt wird, dass ein Kontakt
zwischen dem Eigenfahrzeug 50 und dem Objekt
vorhanden sein kann.

[0059] In dem Fall, in dem die Erfassungsinforma-
tion einer Vielzahl von Objekten durch den Ultra-
schallsensor 22 erlangt wird und die Objekte inner-
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halb eines vorgegebenen Nahbereichs im Bild vor-
handen sind, kann ein einziges Bildverarbeitungsge-
biet festgelegt werden, das die Objekte innerhalb des
Nahbereichs aufweist. Sogar wenn eine Vielzahl von
separaten Objekten erkannt wird, kdnnen sie mitei-
nander im Bild in Abhangigkeit des Ultraschallsen-
sors 22 Uberlappen und als ein Objekt auftauchen.
Es ist durch Ubernehmen der obigen Konfiguration
unter Bericksichtigung eines derartigen Falls mog-
lich, eine Bildverarbeitung fur Uberlappende Bildziele
kollektiv durchzuflihren und somit die Verarbeitungs-
last zu reduzieren.

[0060] Falls ein Objekt vorhanden ist, dessen Refle-
xionsgrad unter der Objekterfassungsinformation,
die durch den Ultraschallsensor 22 erlangt wird,
stark variiert, kann das Bildverarbeitungsgebiet, das
fur das Objekt einmalig festgelegt wird, fur eine vor-
gegebene Zeit gehalten werden. Es ist durch Uber-
nehmen einer derartigen Konfiguration mdglich, ein
Weglassen bzw. Auslassen einer Erfassung des
Objekts durch Hinzufligen des Bildverarbeitungsge-
biets zu vermeiden, sogar wenn ein Schwingen beim
Ergebnis der Objekterfassung auftritt.

[0061] In der obigen Ausflihrungsform ist die fahr-
zeugeigene Kamera 21 an einem vorderen Teil des
Fahrzeugs 50 befestigt. Die Position und Anzahl der
fahrzeugeigenen Kamera 21 sind nicht besonders
begrenzt und das vorliegende Verfahren kann fir
eine fahrzeugeigene Kamera 21 angewendet wer-
den, die an einem hinteren oder einem lateralen Teil
des Eigenfahrzeugs 50 befestigt ist.

[0062] In der obigen Ausfiihrungsform ist ein Dis-
tanzmesssensor als der Ultraschallsensor 22 bereit-
gestellt. Das vorliegende Verfahren kann jedoch
auch fur eine Konfiguration angewendet werden,
die ein Millimeterwellenradar, ein Laserradar oder
dergleichen aufweist.

[0063] Die oben beschriebenen bildenden Elemente
sind konzeptionell und nicht auf diese der obigen
Ausfihrungsformen begrenzt. Die Funktion eines
bildenden Elements kann zum Beispiel auf eine Viel-
zahl von bildenden Elementen Ubertragen werden,
oder die Funktionen einer Vielzahl von bildenden
Elementen kann in ein bildendes Element integriert
werden.

[0064] Obwonhl die vorliegende Erfindung auf Grund-
lage von Beispielen beschrieben wird, sollte es ver-
standen werden, dass die vorliegende Erfindung
nicht auf die Beispiele und Strukturen begrenzt ist.
Die vorliegende Erfindung umfasst verschiedene
Modifikationen und Variationen innerhalb des
Umfangs der Aquivalenz. Zusatzlich weisen der
Umfang der vorliegenden Erfindung und der Geist
andere Kombinationen und Ausfiihrungsformen, die
nur eine Komponente davon aufweisen, und andere

Kombinationen und Ausflihrungsformen, die mehr
als dieses oder weniger als dieses aufweisen, auf.

Patentanspriiche

1. Umgebungstberwachvorrichtung, die fur ein
Fahrzeug (50) angewendet wird, mit einer Abbilde-
vorrichtung (21), die zum Aufnehmen eines Bildes
der Umgebung des Fahrzeugs (50) ausgebildet ist,
und einer Vielzahl von Distanzmesssensoren (22),
in denen die Vielzahl von Distanzmesssensoren
(22) einen ersten Sensor (22a), der Sondenwellen
aussendet und reflektierte Wellen als direkte Wellen
empfangt, und einen zweiten Sensor (22b) aufweist,
der zu dem ersten Sensor (22a) unterschiedlich ist,
der die Sondenwellen aussendet, und reflektierte
Wellen als indirekte Wellen empféngt, wobei die
Umgebungsiberwachvorrichtung aufweist:
eine Informationserlangeinheit (31), die zum Erlan-
gen einer Distanzinformation, einer Richtungsinfor-
mation und einer Objektbreiteninformation eines
Objekts (52 bis 55) ausgebildet ist, das in der
Nahe des Fahrzeugs (50) vorhanden ist, als eine
Erfassungsinformation des Objekts (52 bis 55), die
durch die Vielzahl von Distanzmesssensoren (22)
bereitgestellt wird,
eine Gebietfestlegeinheit (32), die zum Festlegen
eines Bildverarbeitungsgebiets (61) ausgebildet ist,
fur das eine Bildverarbeitung in dem Bild, das durch
die Abbildevorrichtung (21) aufgenommen wird, auf
Grundlage der Distanzinformation, der Richtungsin-
formation und der Objektbreiteninformation durch-
geflhrt wird, die durch die Informationserlangeinheit
(31) erlangt werden, und
eine Objekterkennungseinheit (33), die zum Durch-
fuhren der Bildverarbeitung fur das Bildverarbei-
tungsgebiet (61) ausgebildet ist, das durch die
Gebietfestlegeinheit (32) festgelegt wird, um das
Objekt (52 bis 55) zu erkennen,
eine Schnittpunkt-Berechnungseinheit (30), die zum
Berechnen eines Schnittpunkts (X) einer geraden
Linie ausgebildet ist, die durch den ersten Sensor
(22a) und einen direkten Reflexionspunkt (P) lauft,
der ein Reflexionspunkt der direkten Welle ist, und
einer geraden Linie, die durch den zweiten Sensor
(22b) und einen indirekten Reflexionspunkt (Q) lauft,
der ein Reflexionspunkt der indirekten Welle ist; und
eine Reflexionspunkt-Berechnungseinheit (30), die
zum Berechnen des direkten Reflexionspunkts (P)
auf Grundlage des Schnittpunkts (X) ausgebildet
ist, wobei
die Informationserlangeinheit (31) eine schneidende
gerade Linie erlangt, die durch den direkten Refle-
xionspunkt (P) lauft und sich in eine Richtung aus-
dehnt, die eine gerade Linie scheidet, die den direk-
ten Reflexionspunkt (P) und den ersten Sensor
(22a) in einem bestimmten Winkel verbindet, als
die Reflexionsflacheninformation des Objekts (52
bis 55), und die Objektbreiteninformation und eine
Ausrichtungsinformation des Objekts (52 bis 55)
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auf Grundlage der Reflexionsflacheninformation des
Objekts erlangt, die durch die Vielzahl von Distanz-
messsensoren (22)erfasst wird, und

die Gebietfestlegeinheit (32) das Bildverarbeitungs-
gebiet (61) unter Verwendung der Objektbreitenin-
formation und der Ausrichtungsinformation des
Objekts (52 bis 55) festlegt, die auf Grundlage der
Reflexionsflacheninformation erlangt werden, als
Antwort auf die Ausrichtungsinformation des Objekts
(52 bis 55), die auf Grundlage der Reflexionsfla-
cheninformation erlangt wird, die eine Ausrichtung
ist, die in einem bestimmten Winkel (8) mit Bezug
auf eine Fahrzeugbreitenrichtung geneigt ist, wobei
ein Gebiet, das von einer linken und einer rechten
Grenzlinie (62a) und einer oberen und einer unteren
Grenzlinie (62b), die in einem bestimmten Winkel (0)
geneigt sind, umgeben ist, als das Bildverarbei-
tungsgebiet (61) festgelegt wird.

2. Umgebungsiberwachvorrichtung
Anspruch 1, wobei
die Informationserlangeinheit (31) eine Ausrich-
tungsinformation des Objekts (52 bis 55) auf Grund-
lage einer Reflexionsflacheninformation erlangt, und
die Gebietfestlegeinheit (32) das Bildverarbeitungs-
gebiet (61) unter Verwendung der Ausrichtungsin-
formation festlegt, die auf Grundlage der Refle-
xionsflacheninformation erlangt wird.

geman

3. Umgebungsiberwachvorrichtung
Anspruch 1 oder 2, die ferner aufweist:
eine Kontaktbeurteilungseinheit, die zum Beurteilen
auf Grundlage einer Information eines Fahrzustands
des Fahrzeugs (50) ausgebildet ist, ob das Fahr-
zeug (50) mit dem Objekt(52 bis 55), das durch die
Vielzahl von Distanzmesssensoren (22)erfasst wird,
wahrscheinlich in Kontakt kommen wird oder nicht,
wobei
die Gebietfestlegeinheit (32) kein Bildverarbeitungs-
gebiet (61) im Bild, das durch die Abbildevorrichtung
(21) aufgenommen wird, fir ein Objekt (52 bis 55)
festlegt, fur das durch die Kontaktbeurteilungsein-
heit beurteilt wird, dass es mit dem Fahrzeug (50)
wahrscheinlich nicht in Kontakt kommt.

gemaf

4. Umgebungsuberwachvorrichtung gemaf
einem der Anspriche 1, 2 und 3, wobei die Vielzahl
von Distanzmesssensoren (22)einen Ultraschallsen-
sor enthalt.

5. Umgebungsiberwachverfahren, das fir ein
Fahrzeug (50) angewendet wird, mit einer Abbilde-
vorrichtung (21), die zum Aufnehmen eines Bildes
der Umgebung des Fahrzeugs (50) ausgebildet ist,
und einer Vielzahl von Distanzmesssensoren (22),
in denen die Vielzahl von Distanzmesssensoren
(22) einen ersten Sensor (22a), der Sondenwellen
aussendet und reflektierte Wellen als direkte Wellen
empfangt, und einen zweiten Sensor (22b) aufweist,
der zu dem ersten Sensor (22a) unterschiedlich ist,

der die Sondenwellen aussendet, und reflektierte
Wellen als indirekte Wellen empfangt, wobei das
Umgebungsiberwachverfahren aufweist:

Erlangen einer Distanzinformation, einer Richtungs-
information und einer Objektbreiteninformation
eines Objekts (52 bis 55), das in der Nahe des Fahr-
zeugs (50) vorhanden ist, als eine Erfassungsinfor-
mation des Objekts (52 bis 55), die durch die Viel-
zahl von Distanzmesssensoren (22)bereitgestellt
wird,

Festlegen eines Bildverarbeitungsgebiets (61), fur
das eine Bildverarbeitung in dem Bild, das durch
die Abbildevorrichtung (21) aufgenommen wird, auf
Grundlage der erlangten Distanzinformation, Rich-
tungsinformation und  Objektbreiteninformation
durchgefiihrt wird, und

Durchfliihren der Bildverarbeitung fiir das festgelegte
Bildverarbeitungsgebiet (61), um das Objekt (52 bis
55) zu erkennen, und

Berechnen eines Schnittpunkts (X) einer geraden
Linie, die durch den ersten Sensor (22a) und den
direkten Reflexionspunkt (P) lauft, der ein Refle-
xionspunkt der direkten Welle ist, und einer geraden
Linie, die durch den zweiten Sensor (22b) und einen
indirekten Reflexionspunkt (Q) lauft, der ein Refle-
xionspunkt der indirekten Welle ist; und

Berechnen des direkten Reflexionspunkts (P) auf
Grundlage des Schnittpunkts (X), wobei

eine schneidende gerade Linie erlangt wird, bei der
die schneidende gerade Linie durch den direkten
Reflexionspunkt (P) lauft, und sich in eine Richtung
ausdehnt, die eine gerade Linie scheidet, die den
direkten Reflexionspunkt (P) und den ersten Sensor
(22a) in einem bestimmten Winkel verbindet, als die
Reflexionsflacheninformation des Objekts (52 bis
53);

die Objektbreiteninformation und eine Ausrichtungs-
information des Objekts (52 bis 55) auf Grundlage
einer Reflexionsflacheninformation des Objekts (52
bis 55) erlangt wird, die durch die Vielzahl von Dis-
tanzmesssensoren (22)erfasst wird, und

das Bildverarbeitungsgebiet (61) unter Verwendung
der Objektbreiteninformation und der Ausrichtungs-
information des Objekts (52 bis 55) festlegt wird, die
auf Grundlage der Reflexionsflacheninformation
erlangt werden, als als Antwort auf die Ausrich-
tungsinformation des Objekts (52 bis 55), die auf
Grundlage der Reflexionsflacheninformation erlangt
wird, die eine Ausrichtung ist, die in einem bestimm-
ten Winkel (8) mit Bezug auf eine Fahrzeugbreiten-
richtung geneigt ist, wobei ein Gebiet, das von einer
linken und einer rechten Grenzlinie (62a) und einer
oberen und einer unteren Grenzlinie (62b), die in
einem bestimmten Winkel (8) geneigt sind, umge-
ben ist, als das Bildverarbeitungsgebiet (61) festge-
legt wird.

Es folgen 4 Seiten Zeichnungen
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Anhéangende Zeichnungen
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FIG.7
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