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ABSTRACT 

Embodiments of the present invention disclose a quick screen splitting method, apparatus, and 

electronic device, a display UI, and a storage medium, and relate to the electronic field. The method 

includes: when a touch gesture acting on a touch-sensitive surface is detected, determining whether 

5 the touch gesture matches a preset gesture; and when it is determined that the touch gesture matches 

the preset gesture, splitting a display UI of a display into at least two display areas in response to 

the touch gesture.
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QUICK SCREEN SPLITTING METHOD, APPARATUS, AND 

ELECTRONIC DEVICE, DISPLAY UI, AND STORAGE MEDIUM 

TECHNICAL FIELD 

[0001] Embodiments of the present invention relate to a quick screen splitting method, 

5 apparatus, and electronic device, a display UI, and a storage medium, and in particular, to a method 

for splitting a display UI of a display having a touch-sensitive surface into at least two display areas 

by using a touch gesture.  

BACKGROUND 

[0002] In recent years, with rapid development of communications technologies and the 

0 electronic industry, a new service that is based on data, voice, and video rapidly develops. Rapid 

development of a microelectronic technology and a computer software and hardware technology 

enables a terminal to have more powerful functions. A user has an urgent requirement for a terminal 

device, and requires more powerful, more flexible, and more convenient functions of the terminal 

device, so as to provide more convenient user experience for the user.  

5 [0003] The terminal device has gradually become an indispensable article in people's daily life.  

To make it more convenient for people to use the terminal device and provide better visual 

experience for people, a size of a screen of the terminal device is continuously increased. With 

development of a large-screen touch terminal device that can support various applications, it 

becomes more urgently required that the terminal device can simultaneously process multiple tasks.  

20 [0004] However, to pursue better user experience, when requiring that the terminal device 

supports simultaneously processing the multiple tasks, the user further requires that display areas of 

multiple application programs are simultaneously presented on a same display UI. When an existing 

terminal device starts a screen splitting application, a screen splitting operation is performed with a 

need of triggering coordination between a screen splitting key or a virtual switch and a touch 

25 gesture, and a size and a quantity of windows of a split screen area after screen splitting are fixed.  

Therefore, based on a current urgent requirement of the user for simultaneously presenting the 

display areas of the multiple application programs on the same display UI, and a disadvantage in 

complex steps of the current screen splitting operation, it is necessary to put forward corresponding 

technical solutions so as to flexibly split the display UI of the terminal device and make it 

30 convenient to run a new application program and simultaneously execute the multiple tasks.



SUMMARY 

[0004a] It is an object of the present invention to substantially overcome or at least ameliorate 

one or more of the above disadvantages.  

[0004b] According to an aspect of the present invention, there is provided a quick screen splitting 

5 method, comprises: detecting, by a portable electronic device, a knuckle touch gesture acting on a 

touch-sensitive surface of the portable electronic device; and splitting a display UI into at least two 

display areas in response to the knuckle touch gesture; wherein the knuckle touch gesture comprises 

a knuckle touch action, and determining a touch action is the knuckle touch action when: a 

touch-sensitive surface grid capacitance generated by the touch action acting on the touch-sensitive 

0 surface is within a first preset capacitance range, a quantity of non-zero capacitance grids is less 

than a preset value, and a Z-axis direction acceleration signal is within a first preset acceleration 

range; and wherein the splitting of a display UI into at least two display areas in response to the 

knuckle touch gesture comprises: when a running UI of a first application program is displayed on 

the display UI, reducing a size of the running UI of the first application program, displaying, in a 

5 first display area, a reduced running UI of the first application program, generating, in a display 

area except the first display area, at least one display area, and displaying, in the generated display 

area, an identifier of one or more application programs related to the first application program.  

[0004c] According to another aspect of the present invention, there is provided a portable 

electronic device for quick screen splitting, wherein the portable electronic device comprises a 

0 display, a memory, an acceleration sensor, and a processor; the display has a touch-sensitive surface, 

the touch-sensitive surface is used to receive a touch gesture, and the display is further configured 

to display a UI; the memory is configured to store an instruction; the acceleration sensor is 

configured to obtain a Z-axis direction acceleration signal and transfer the obtained acceleration 

signal to the processor; and the processor invokes the instruction stored in the memory to 

25 implement: detecting a knuckle touch gesture acting on the touch-sensitive surface, and splitting a 

display UI into at least two display areas in response to the knuckle touch gesture; wherein the 

knuckle touch gesture comprises a knuckle touch action, and determining a touch action is the 

knuckle touch action when: a touch-sensitive surface grid capacitance generated by the touch action 

performed on the touch-sensitive surface is within a first preset capacitance range, a quantity of 

30 non-zero capacitance grids is less than a preset value, and a Z-axis direction acceleration signal is 

within a first preset acceleration range; and wherein the splitting of a display UI into at least two 

display areas in response to the knuckle touch gesture comprises: when a running UI of a first 

application program is displayed on the display UI, reducing a size of the running UI of the first 
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application program, displaying, in a first display area, a reduced running UI of the first application 

program, generating, in a display area except the first display area, at least one display area, and 

displaying, in the generated display area, an identifier of one or more application programs related 

to the first application program.  

5 [0004d] According to another aspect of the present invention, there is provided a quick screen 

splitting apparatus, wherein the apparatus comprises a detection unit, a determining unit and a 

screen splitting unit; the detection unit is configured to detect a knuckle touch gesture acting on a 

touch-sensitive surface; and the screen splitting unit is configured to split a display UI of a display 

into at least two display areas in response to the knuckle touch gesture; wherein the knuckle touch 

0 gesture comprises a knuckle touch action, and the determining unit is configured to determine a 

touch action is the knuckle touch action when: a touch-sensitive surface grid capacitance generated 

by the touch action acting on the touch-sensitive surface is within a first preset capacitance range, a 

quantity of non-zero capacitance grids is less than a preset value, and a Z-axis direction acceleration 

signal is within a first preset acceleration range; and when a running UI of a first application 

5 program is displayed on the display U, reducing a size of the running UI of the first application 

program, displaying, in a first display area, a reduced running UI of the first application program, 

generating, in a display area except the first display area, at least one display area, and displaying, 

in the generated display area, an identifier of one or more application programs related to the first 

application program.  

0 [0005] To improve user experience in a screen splitting operation in the prior art, embodiments 

of the present invention provide a technical solution for quick screen splitting.  

[0006] According to a first aspect, a quick screen splitting method is provided, and applied to a 

portable electronic device, where the electronic device includes a display having a touch-sensitive 

surface, and the method includes: when detecting a knuckle touch gesture acting on the 

25 touch-sensitive surface, splitting a display UI of the display into at least two display areas in 

response to the knuckle touch gesture. By presetting the knuckle touch gesture for triggering screen 

splitting, a screen splitting operation is performed when the knuckle touch gesture acting on the 

touch-sensitive surface is detected. The screen splitting operation can be simply and quickly 

implemented by using a gesture. A screen splitting operation process in the prior art is optimized, 

30 operation steps of screen splitting are simplified, and user experience is improved.  

[0007] According to the first aspect, in a first possible implementation of the quick screen 

splitting, the knuckle touch gesture includes a knuckle touch action; and when a touch-sensitive 

surface grid capacitance generated by a touch action acting on the touch-sensitive surface is within 

a first preset capacitance range, a quantity of non-zero capacitance grids is less than a preset value, 
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and a Z-axis direction acceleration signal is within a first preset acceleration range, the touch action 

is the knuckle touch action, and a gesture that includes the knuckle touch action is the knuckle 

touch gesture. Because a definition of a finger touch gesture on an electronic device is relatively 

common, a quick screen splitting function is implemented by using the knuckle touch gesture, and a 

5 new gesture is developed; in addition, because a determining condition of the knuckle touch gesture 

is different from a determining condition of a finger touch gesture, it is not prone to entering a split 

screen UI due to misoperation. Therefore, the screen splitting operation is more convenient, and 

user experience is improved.  

[0008] According to an implementation of the first aspect, in a second possible implementation 

0 of the quick screen splitting, after the knuckle touch gesture acting on the touch-sensitive surface is 

detected, it is determined whether a movement distance of the knuckle touch gesture is greater than 

a preset distance threshold. By limiting a movement distance of a touch gesture for triggering the 

screen splitting operation, a probability of triggering the screen splitting operation due to 

misoperation is decreased, and user experience is improved.  

5 [0009] According to the implementation of the first aspect, in a third possible implementation of 

the quick screen splitting, after the knuckle touch gesture acting on the touch-sensitive surface is 

detected, it is determined whether a track of the knuckle touch gesture matches a preset track. By 

limiting a track of the touch gesture for triggering the screen splitting operation, a probability of 

triggering the screen splitting operation due to misoperation is decreased, and user experience is 

0 improved.  

[0010] According to the implementation of the first aspect, in a fourth possible implementation 

of the quick screen splitting, after the knuckle touch gesture acting on the touch-sensitive surface is 

detected, it is determined whether an angle of an included angle between a track of the knuckle 

touch gesture and a horizontal axis direction or a vertical axis direction is less than a preset angle.  

25 [0011] According to the implementation of the first aspect, in a fifth possible implementation of 

the quick screen splitting, the splitting a display UI of the display into at least two display areas 

includes: splitting the display UI of the display into the at least two display areas according to a 

preset boundary. According to a location of the preset boundary, a location of a boundary may be 

preset in a relatively proper location with reference to a size of the display.  

30 [0012] According to the implementation of the first aspect, in a sixth possible implementation 

of the quick screen splitting, the splitting a display UI of the display into at least two display areas 

includes: splitting the display UI of the display into the at least two display areas according to a 

track of the knuckle touch gesture. By using the track of the touch gesture as the boundary, the 

location of the boundary and a shape of the boundary may be flexibly adjusted according to the 
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track of the touch gesture of a user, thereby providing more flexible and more diverse split screen 

display Uls.  

[0013] According to the implementation of the first aspect, in a seventh possible 

implementation of the quick screen splitting, the splitting a display UI of the display into at least 

5 two display areas includes: splitting the display UI of the display into the at least two display areas 

according to a direction of the knuckle touch gesture and coordinates of a start location of the 

knuckle touch gesture. The location of the boundary is related to the coordinates of the start location 

of the touch gesture. Therefore, the user can purposefully adjust the start location of the touch 

gesture according to a running UI of an application program displayed before the screen splitting, 

0 and the user can determine the location of the boundary by adjusting the start location of the touch 

gesture and the direction of the touch gesture, so as to adjust locations and/or sizes of the at least 

two display areas according to the start location and the direction that are of the touch gesture. In 

this way, user experience in a screen splitting operation is improved.  

[0014] According to the first aspect or any possible implementation of the first aspect, in an 

5 eighth possible implementation of the quick screen splitting, the splitting a display UI of the display 

into at least two display areas includes: when a running UI of a first application program is 

displayed on the display UI of the display, reducing a size of the running UI of the first application 

program, displaying, in a first display area, a reduced running UI of the first application program, 

generating, in a display area except the first display area, at least one display area, and displaying, 

0 in the generated display area, an identifier of one or more application programs related to the first 

application program; or when a running UI of a first application program is displayed on the display 

UI of the display, reducing a size of the running UI of the first application program, displaying, in a 

first display area, a reduced running UI of the first application program, generating, in a display 

area except the first display area, at least one display area, and displaying, in the generated display 

25 area, a running UI of an application program related to the first application program; or when a 

running UI of a first application program is displayed on the display UI of the display, reducing a 

size of the running UI of the first application program, displaying, in a first display area, a reduced 

running UI of the first application program, generating, in a display area except the first display 

area, at least one display area, and displaying, in the generated display area, a main menu UI; or 

30 when a running UI of a first application program is displayed on the display UI of the display, 

reducing a size of the running UI of the first application program, displaying, in a first display area, 

a reduced running UI of the first application program, generating, in a display area except the first 

display area, at least one display area, and displaying, in the generated display area, a historical 

program identifier; or when a running UI of a first application program is displayed on the display 
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UI of the display, reducing a size of the running UI of the first application program, displaying, in a 

first display area, a reduced running UI of the first application program, generating, in a display 

area except the first display area, at least one display area, and displaying, in the generated display 

area, a thumbnail of a running UI of a historical program. The running UI of the first application 

5 program is displayed in a display area of the display UI after the screen splitting, and content 

displayed in a display area except the running UI of the first application program after the screen 

splitting improves convenience of a user operation. In this way, user experience is improved.  

[0015] According to the first aspect, in a ninth possible implementation of the quick screen 

splitting, when an operation instruction of moving an identifier displayed in the display area except 

0 the first display area to the first display area is detected, a running UI of an application program 

corresponding to the identifier is displayed in the first display area; or when an operation instruction 

of moving an identifier displayed in the display area except the first display area to the first display 

area is detected, the identifier is displayed in the first display area; or when an operation instruction 

of moving an identifier displayed in the display area except the first display area to the first display 

5 area is detected, the identifier is embedded into the reduced running UI of the first application 

program; or when an operation instruction of moving content displayed in the display area except 

the first display area to the first display area is detected, the moved content is embedded into the 

reduced running UI of the first application program. An interactive operation between display areas 

after the screen splitting makes an electronic device operation more convenient, and user experience 

0 is improved.  

[0016] In a possible design, the gesture for triggering the screen splitting operation may be 

further a pressure touch gesture. The pressure touch gesture brings people with 3D tactile 

experience and becomes more popular among people; in addition, compared with finger touch, the 

pressure touch gesture is not prone to being triggered by mistake. Operation steps of screen splitting 

25 are simplified, and operation experience in the screen splitting is improved.  

[0017] In a possible design, when it is determined that the touch gesture matches the preset 

gesture, it is determined whether a start location of the touch gesture is close to a predetermined 

area of a first edge of the touch-sensitive display unit, and/or whether an end location of the touch 

gesture is beyond the touch-sensitive display unit or is close to a predetermined area of a second 

30 edge of the touch-sensitive display unit. By limiting a determining condition for triggering the 

screen splitting operation, a probability of triggering the screen splitting operation due to 

misoperation is decreased, and user experience is improved.  

[0018] In a possible design, after the display UI of the display is split into the at least two 

display areas, the sizes and/or the locations of the at least two display areas are adjusted by 
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adjusting the location of the boundary between the at least two display areas. It is convenient for a 

user to adjust the size and/or the location of the display area after the screen splitting, and it is 

convenient for the user to adaptively adjust the size and/or the location of each display area 

according to display content of a display UI of each display area. In this way, user experience is 

5 improved.  

[0019] In a possible design, after the display UI of the display is split into the at least two 

display areas, when a touch gesture acting on the at least two display areas is detected, and a track 

of the touch gesture matches a preset graph track, locations or display content of the at least two 

display areas are interchanged. It is convenient for the user to adjust, by using the touch gesture, the 

0 display area to a display area that is easy to be controlled. Especially for an electronic device whose 

display size is relatively large, not all display areas of the display are easy to be touched and 

controlled. In this way, user experience is improved.  

[0020] In a possible design, after the display UI of the display is split into the at least two 

display areas, when a gesture for quitting the split screen is detected, the at least two display areas 

5 are combined into one display area. The at least two display areas after the screen splitting can be 

conveniently and quickly combined into one display area by using a gesture operation, an operation 

for quitting the split screen is convenient and quick, and user experience is improved.  

[0021] According to a second aspect, a portable electronic device for quick screen splitting is 

provided, where the electronic device has a corresponding function for implementing the foregoing 

0 method. The function may be implemented by hardware, or may be implemented by hardware by 

executing corresponding software. The hardware or the software includes one or more modules 

corresponding to the foregoing function. The portable electronic device includes a display, a 

memory, an acceleration sensor, and a processor; the display has a touch-sensitive surface; the 

touch-sensitive surface is used to receive a touch gesture; the display is further configured to 

25 display a UI; the memory is configured to store an instruction; the acceleration sensor is configured 

to obtain a Z-axis direction acceleration signal and transfer the obtained acceleration signal to the 

processor; and the processor invokes the instruction stored in the memory to implement the solution 

in the method design of the first aspect, and no repeated description is provided.  

[0022] According to a third aspect, a quick screen splitting apparatus is provided, where the 

30 apparatus includes: a detection unit, configured to detect a touch gesture acting on a touch-sensitive 

surface; a determining unit, configured to determine whether the touch gesture matches a preset 

gesture; and a screen splitting unit, configured to split a display UI of a display into at least two 

display areas when the touch gesture matches the preset gesture. Based on a same inventive 

concept, a problem-resolving principle of the apparatus is corresponding to the solution in the 
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method design of the first aspect. Therefore, for implementation of the apparatus, refer to 

implementation of the method, and no repeated description is provided.  

[0023] According to a fourth aspect, a display UI of a portable electronic device is provided, 

where the portable electronic device includes a display, a memory, an acceleration sensor, and a 

5 processor that is configured to execute an instruction stored in the memory; the display has a 

touch-sensitive surface; when a touch gesture acting on the touch-sensitive surface is detected, it is 

determined whether the touch gesture matches a preset gesture; when it is determined that the touch 

gesture matches the preset gesture, a display UI of the display is split into at least two display areas 

in response to the touch gesture; when the processor executes the instruction stored in the memory, 

0 the solution in the method design of the first aspect is implemented; and a display UI generated 

when the processor executes the solution is displayed on the display UI of the portable electronic 

device.  

[0024] According to a fifth aspect, a non-volatile computer readable storage medium for storing 

one or more programs is provided, where the one or more programs include an instruction, and 

5 when the instruction is executed by a portable electronic device that includes a display having a 

touch-sensitive surface, the instruction enables the portable electronic device to execute the solution 

in the method design of the first aspect, and no repeated description is provided.  

[0025] The embodiments of the present invention disclose a technical solution for splitting a 

display UI of a display into at least two display areas by using a knuckle touch gesture. When a user 

0 wants to perform a screen splitting operation in a process of using an electronic device with a 

touch-sensitive display unit, a screen splitting function can be triggered only by executing the 

knuckle touch gesture on the touch-sensitive display unit. Correspondingly, the electronic device 

may split a display UI of the electronic device into at least two display areas according to the 

detected knuckle touch gesture. Compared with that in the prior art, in the present invention, the 

25 user can more conveniently implement the screen splitting function by using the knuckle touch 

gesture, and different display Uls can be separately presented in a provided split screen area.  

Therefore, according to the technical solution of the screen splitting operation provided in the 

present invention, an operation process of screen splitting in the prior art is optimized, operation 

steps of the screen splitting are simplified, and user experience is improved.  

30 BRIEF DESCRIPTION OF DRAWINGS 

[0026] To more clearly describe the technical solutions in the embodiments of the present 

invention, the following briefly describes the accompanying drawings required for describing the 

embodiments. Apparently, the accompanying drawings in the following description show merely 
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some embodiments of the present invention, and persons of ordinary skill in the art may still derive 

other drawings from these accompanying drawings without creative efforts.  

[0027] FIG. 1 is a schematic diagram of an internal structure of a portable electronic device 100 

according to an embodiment of the present invention; 

5 [0028] FIG. 2 is a schematic diagram of an external structure of a portable electronic device 100 

according to an embodiment of the present invention; 

[0029] FIG. 3 is a schematic diagram of a display UI after screen splitting according to an 

embodiment of the present invention; 

[0030] FIG. 4 is an example of a display UI for screen splitting according to a touch gesture 

0 according to an embodiment of the present invention; 

[0031] FIG. 5 is an example of another display UI for screen splitting according to a touch 

gesture according to an embodiment of the present invention; 

[0032] FIG. 6 is an example of still another display UI for screen splitting according to a touch 

gesture according to an embodiment of the present invention; 

5 [0033] FIG. 7 is an example of yet another display UI for screen splitting according to a touch 

gesture according to an embodiment of the present invention; 

[0034] FIG. 8 is an example of a display UI for adjusting a location of a boundary according to 

a touch gesture according to an embodiment of the present invention; 

[0035] FIG. 9 is an example of a display UI for interchanging split screen display Us according 

0 to a touch gesture according to an embodiment of the present invention; and 

[0036] FIG. 10 is an example of a display UI for splitting a split screen UI into more display 

areas according to a touch gesture.  

DESCRIPTION OF EMBODIMENTS 

[0037] The following clearly and completely describes the technical solutions in the 

25 embodiments of the present invention with reference to the accompanying drawings in the 

embodiments of the present invention. Apparently, the described embodiments are merely some but 

not all of the embodiments of the present invention. All other embodiments obtained by persons of 

ordinary skill in the art based on the embodiments of the present invention without creative efforts 

shall fall within the protection scope of the present invention.  

30 [0038] For ease of description, a portable electronic device 100 with a touch-sensitive display 

unit is used as an example for description in the embodiments of the present invention. It may be 

understood by persons skilled in the art that the embodiments of the present invention are also 

applicable to another apparatus, such as a handheld device, an in-vehicle device, a wearable device, 

9



a computing device, user equipment (User Equipment, UE), a mobile station (Mobile station, MS), 

a terminal (terminal), or a terminal device (Terminal Equipment) of various forms.  

[0039] The electronic device 100 can support multiple applications, such as a multi-media 

application of video, audio, or the like, a text application (an email application, a blog application, a 

5 web browsing application, or the like), web browsing, or an instant messaging application. The 

touch-sensitive display unit of the electronic device 100 can intuitively present a display UI of the 

application. A user can execute various applications by using the touch-sensitive display unit of the 

electronic device 100.  

[0040] FIG. 1 is a schematic diagram of an internal structure of a portable electronic device 100 

0 according to an embodiment of the present invention. The electronic device 100 may include a 

component such as a touch-sensitive display unit 130, an acceleration sensor 151, a pressure sensor 

196, an optical proximity sensor 152, an ambient light sensor 153, a memory 120, a processor 190, 

a radio frequency unit 110, an audio frequency circuit 160, a speaker 161, a microphone 162, a WiFi 

(wireless fidelity, wireless fidelity) module 170, a Bluetooth module 180, a power supply 193, or an 

5 external interface 197.  

[0041] It may be understood by persons skilled in the art that FIG. 1 is only an example of a 

portable electronic device, and does not constitute a limitation on the portable electronic device.  

The portable electronic device may include more or fewer components than components shown in 

the figure, or may combine some components, or may have different components.  

0 [0042] For convenience, the touch-sensitive display unit 130 is sometimes referred to as a 

"touchscreen", or may be referred to as or called a touch-sensitive display system, or may be 

referred to as a display having a touch-sensitive surface (touch-sensitive surface). The display 

having the touch-sensitive surface includes the touch-sensitive surface and a display screen, and 

may display a screen UI, or may receive a touch action.  

25 [0043] The touch-sensitive display unit 130 provides an input interface and an output interface 

between a device and a user. The touch-sensitive display unit 130 may collect a touch operation of 

the user on or near the touch-sensitive display unit 130, such as an operation of the user on the 

touch-sensitive display unit 130 or near the touch-sensitive display unit 130 by using any 

appropriate object such as a finger 202, a knuckle 400, or a stylus. The touch-sensitive display unit 

30 130 may detect touch information and send the touch information to the processor 190. The touch 

information may include the touch action, a touch-sensitive surface grid capacitance, or touch point 

coordinates. The touch-sensitive display unit can receive and execute a command sent by the 

processor 190. The touch-sensitive display unit 130 displays visual output. The visual output may 

include a graph, a text, an identifier, a video, or any combination thereof (collectively referred to as 
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a "graph"). In some embodiments, some of the visual output or all of the visual output may be 

corresponding to a display UI object.  

[0044] The touch-sensitive display unit 130 may use an LCD (liquid crystal display) 

technology, an LPD (light emitting polymer display) technology, or an LED (light emitting diode) 

5 technology, but another display technology may be used in another embodiment. The 

touch-sensitive display unit 130 may detect touch and any movement or interruption thereof by 

using any technology of multiple touch sensing technologies that are already known or to be 

developed in the future, another proximity sensor array, or another element that is configured to 

determine one or more points that touch the touch-sensitive display unit 130. The multiple touch 

0 sensing technologies include but are not limited to capacitive, resistive, infrared, and surface 

acoustic wave technologies. For example, a projected mutual capacitance sensing technology is 

used in an embodiment.  

[0045] The user may touch the touch-sensitive display unit 130 by using any appropriate object 

or an annex such as a stylus, a finger, or a knuckle. In some embodiments, the display UI is 

5 designed as knuckle-based touch working together with a gesture. In some other embodiments, the 

display UI is designed as finger-based touch working together with a gesture. In some other 

embodiments, the display UI is designed as pressure-based touch working together with a gesture.  

In some embodiments, a device translates rough input of the touch into an accurate pointer/cursor 

location or a command so as to execute an action expected by the user.  

0 [0046] In some embodiments, in addition to the touch-sensitive display unit, the device 100 

may include a touch panel (not shown) that is configured to activate or deactivate a specific 

function. In some embodiments, the touch panel is a touch-sensitive area of the device. The touch 

panel is different from the touch-sensitive display unit. The touch panel does not display the visual 

output. The touch panel may be a touch-sensitive surface separated from the touch-sensitive display 

25 unit 130, or an extension part of a touch-sensitive surface formed by the touch-sensitive display 

unit.  

[0047] The acceleration sensor 151 may obtain a value of an acceleration in each direction 

(generally three axes). In addition, the acceleration sensor 151 may be further configured to detect a 

value and a direction of gravity when a terminal is still, or may be used in an application for 

30 identifying a mobile phone posture (such as landscape-to-portrait switch, a related game, and 

magnetometer posture calibration), a function related to vibration identification (such as a 

pedometer or a knock), or the like. In this embodiment of the present invention, the acceleration 

sensor 151 is configured to obtain a Z-axis direction gravity acceleration signal generated when a 

touch action of the user touches the touch-sensitive display unit.  
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[0048] The pressure sensor 196 may detect whether pressure is applied on the electronic device 

100, and may determine a magnitude of the pressure applied on the electronic device 100 and 

transfer a value of the detected pressure to the processor 190. The pressure sensor 193 may be 

installed in a part that is in the electronic device 100 and whose pressure needs to be detected. If the 

5 pressure sensor 196 is installed in a display module, touch input and a pressure touch action may be 

distinguished based on a signal that is output by the pressure sensor 196. The signal that is output 

by the pressure sensor 196 may further indicate pressure applied on the display. For example, if a 

magnitude of pressure applied on the display by the touch input is 1, pressure that is applied on the 

display and that is greater than 2 is identified as the pressure touch action.  

0 [0049] The electronic device 100 may further include one or more optical proximity sensors 

152, configured to close and disable a touch function of the touch-sensitive surface when the 

electronic device 100 is relatively close to the user (for example, the electronic device 100 is near 

an ear when the user is making a call), so as to avoid misoperation of the user on the touch-sensitive 

display unit. The electronic device 100 may further include one or more ambient light sensors 153, 

5 configured to keep the touch-sensitive display unit closed when the electronic device 100 is in a 

pocket of the user or another dark area, so as to avoid unnecessary battery power consumption or 

misoperation when the electronic device 100 is in a locked state. In some embodiments, the optical 

proximity sensor and the ambient light sensor may be integrated into one component, or may be 

used as two independent components. For the electronic device 100, another sensor such as a 

0 gyroscope, a barometer, a hygrometer, a thermometer, or an infrared sensor may be further 

configured, and details are not described herein. Although FIG. 1 shows the optical proximity sensor 

and the ambient light sensor, it may be understood that the optical proximity sensor and the ambient 

light sensor are not mandatory parts of the electronic device 100, and may be completely omitted 

according to a need without changing the essence of the present invention.  

25 [0050] The memory 120 may be configured to store an instruction and data. The memory 120 

may mainly include an instruction storage area and a data storage area. The data storage area may 

store preset track information, a characteristic of a preset boundary such as a location, a shape, or a 

color, correlativity between application programs, or the like. The instruction storage area may store 

an operating system, an instruction required by at least one function, or the like. The instruction 

30 may enable the processor 190 to execute the following method, where the method specifically 

includes: when a touch gesture acting on the touch-sensitive surface is detected, and it is determined 

that the touch gesture is a knuckle touch gesture, splitting a display UI of the display into at least 

two display areas in response to the knuckle touch gesture.  

[0051] The processor 190 is a control center of the electronic device 100. The processor 190 
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connects to various parts of an entire mobile phone by using various interfaces and lines, and 

executes various functions of the electronic device 100 and processing data by running or executing 

the instruction stored in the memory 120 and by invoking the data stored in the memory 120, so as 

to perform overall monitoring on the mobile phone. Optionally, the processor 190 may include one 

5 or more processing units. The processor 190 may integrate an application processor and a modem 

processor. The application processor mainly processes the operating system, the display UI, an 

application program, or the like, and the modem processor mainly processes wireless 

communications. It may be understood that the modem processor may not be integrated into the 

processor 190 either. In some embodiments, the processor and the memory may be implemented on 

0 a single chip. In some embodiments, the processor and the memory may be separately implemented 

on independent chips. In this embodiment of the present invention, the processor 190 is further 

configured to invoke the instruction in the memory to implement: when the touch gesture acting on 

the touch-sensitive surface is detected, and it is determined that the touch gesture is the knuckle 

touch gesture, splitting the display UI of the display into the at least two display areas in response to 

5 the knuckle touch gesture.  

[0052] The radio frequency unit 110 may be configured to receive and send a signal in an 

information receiving or sending process or in a call process. Particularly, after downlink 

information of a base station is received, the downlink information is transferred to the processor 

190 for processing. In addition, uplink data of the mobile phone is sent to the base station.  

0 Generally, an RF circuit includes but is not limited to an antenna, at least one amplifier, a 

transceiver, a coupler, a low noise amplifier (Low Noise Amplifier, LNA), a duplexer, or the like. In 

addition, the radio frequency unit 110 may further communicate with a network device and another 

device by means of wireless communications. The wireless communications may use any 

communications standard or protocol, which includes but is not limited to a Global System for 

25 Mobile Communications (Global System for Mobile communication, GSM), a general packet radio 

service (General Packet Radio Service, GPRS), Code Division Multiple Access (Code Division 

Multiple Access, CDMA), Wideband Code Division Multiple Access (Wideband Code Division 

Multiple Access, WCDMA), Long Term Evolution (Long Term Evolution, LTE), an email, a short 

messaging service (Short Messaging Service, SMS), or the like.  

30 [0053] The audio frequency circuit 160, the speaker 161, and the microphone 162 may provide 

an audio interface between the user and the electronic device 100. The audio frequency circuit 160 

may transmit an electrical signal to the speaker 161, where the electrical signal is a result of 

converting received audio data, and the speaker 161 converts the electrical signal into a sound 

signal for outputting. The microphone 162 converts a collected sound signal into an electrical 
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signal. The audio frequency circuit 160 receives and converts the electrical signal into audio data.  

After being output to the processor 190 for processing, the audio frequency data is sent to, for 

example, another terminal by using the radio frequency unit 110, or the audio frequency data is 

output to the memory 120 for further processing. The audio frequency circuit may further include a 

5 headset jack 163, configured to provide a connection interface between the audio frequency circuit 

and a headset.  

[0054] WiFi is a short-distance radio transmission technology. The electronic device 100 may 

use the WiFi module 170 to help the user receive and send an email, browse a web page, gain 

access to streaming media, or the like. The WiFi module 170 provides wireless broadband Internet 

0 access for the user. Although FIG. 1 shows the WiFi module 170, it may be understood that the WiFi 

module 170 is not a mandatory part of the electronic device 100, and may be completely omitted 

according to a need without changing the essence of the present invention.  

[0055] Bluetooth is a short-distance wireless communications technology. By using a Bluetooth 

technology, communication between mobile communications terminal devices such as a palmtop 

5 computer, a notebook computer, and a mobile phone can be effectively simplified, and 

communication between the foregoing devices and the Internet (Internet) can also be successfully 

simplified. The electronic device 100 makes data transmission between the electronic device 100 

and the Internet become faster and more efficient by using the Bluetooth module 180, and this 

paves the way for wireless communications. The Bluetooth technology is an open solution that can 

0 implement voice and data radio transmission. Although FIG. 1 shows the WiFi module 170, it may 

be understood that the WiFi module 170 is not a mandatory part of the electronic device 100, and 

may be completely omitted according to a need without changing the essence of the present 

invention.  

[0056] The electronic device 100 further includes the power supply 193 (such as a battery) that 

25 supplies power for various parts. The power supply may logically connect to the processor 190 by 

using a power management system 194, so as to implement functions of managing power charging, 

power discharging, power consumption, or the like by using the power management system 194.  

[0057] The electronic device 100 further includes an external interface 197, and the external 

interface may be a standard Micro USB interface, or may be a multi-pin connector. The external 

30 interface 197 may be configured to connect the electronic device 100 to another apparatus for 

communication, or may be configured to connect to a charger to charge the electronic device 100.  

[0058] The electronic device 100 may further include a camera, a flashlight, or the like, which 

is not shown though and is not described in detail herein.  

[0059] An electronic device 100 is used as an example in the following to describe a method for 
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implementing quick screen splitting.  

[0060] FIG. 2 is a schematic diagram of an appearance of an electronic device 100 according to 

an embodiment of the present invention, and the electronic device 100 includes a touch-sensitive 

display unit 130, an on/off button 133, and a volume control button 132. A location of each physical 

5 button in FIG. 2 is merely an example, and the location of the physical button in an actual product 

may randomly change. In this embodiment, the electronic device 100 may further include an 

acceleration sensor 151, a microphone 162, a speaker 161, an external interface 197, a headset jack 

163, or a pressure sensor 196. FIG. 2 shows a display UI 200 of the touch-sensitive display unit of 

the electronic device 100. As shown in FIG. 2, the display UI 200 may display information such as a 

0 virtual key, battery electric quantity, or time. It may be understood by persons skilled in the art that 

the display UI shown in FIG. 2 is merely an example display UI, other information may be further 

displayed, and this is not specifically limited in the present invention. An electronic device that 

carries an Android operating system is used as an example in FIG. 2, and the present invention may 

be further applied to an electronic device that carries another operating system such as iOS or 

5 Windows.  

[0061] In this embodiment, the touch-sensitive display unit 130 may receive touch input of a 

user. By using the touch-sensitive display unit 130 as a main input or control apparatus for 

operating the electronic device 100, a quantity of physical input or control apparatuses on the 

electronic device 100 may be reduced. As shown in FIG. 2, the display UI 200 may be presented by 

0 using the touch-sensitive display unit. In this embodiment, the touch-sensitive display unit may be 

referred to as a "menu button". In some other embodiments, the "menu button" may be a physical 

button or another physical input or control apparatus. The pressure sensor 196 may detect whether 

pressure is applied on the electronic device 100, and may determine a magnitude of the pressure 

applied on the electronic device 100. In some embodiments, the pressure sensor 196 may be 

25 integrated into a display in an overlapping form, or may be an independent component. Based on 

the pressure sensor 196, pressure applied on the display may be identified as finger touch input or a 

pressure touch action. The acceleration sensor 151 is configured to obtain a Z-axis gravity 

acceleration signal of a touch action of the user on the touch-sensitive display unit. A power supply 

of the electronic device 100 may be turned on or turned off by pressing and keeping the on/off 

30 button in a pressed state until a preset time interval ends. The electronic device 100 may be locked 

by pressing the on/off button and releasing the on/off button before the preset time interval. In 

another embodiment, voice input that is used to activate some functions may be received by using 

the microphone 162.  

[0062] FIG. 3 is a schematic diagram of a display UI after screen splitting according to an 
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embodiment of the present invention. A display UI 200 after screen splitting includes a boundary 

300, a first display area 301, and a second display area 302. The first display area 301 and the 

second display area 302 are respectively located on two sides of the boundary 300. It may be 

understood by persons skilled in the art that the first display area 301 and the second display area 

5 302 may be arranged from top to bottom, or may be arranged from left to right. A specific 

arrangement manner is not specifically limited in the present invention.  

[0063] A screen splitting method provided in this embodiment of the present invention may be 

executed on a portable electronic device (such as the electronic device 100 in FIG. 1 or FIG. 2). The 

electronic device 100 includes a touch-sensitive display unit. The touch-sensitive display unit is also 

0 referred to as a display having a touch-sensitive surface. In some embodiments, some operations in 

the method may be combined, and/or a sequence of some operations may be changed.  

[0064] This embodiment of the present invention provides a method for implementing quick 

screen splitting. The screen splitting may be splitting a display UI of the display into at least two 

display areas. This method helps a user to simply and quickly perform screen splitting on the 

5 display UI by using relatively few operation steps. Operation steps of the screen splitting are 

simplified, and user experience is improved.  

[0065] The method for implementing screen splitting provided in this embodiment of the 

present invention may include the following steps: 

[0066] Step 1: When a touch gesture acting on the touch-sensitive surface is detected, determine 

0 whether the touch gesture matches a preset gesture.  

[0067] Step 2: When it is determined that the touch gesture matches the preset gesture, split the 

display UI of the display into at least two display areas in response to the touch gesture.  

[0068] It may be understood by persons skilled in the art that the touch gesture may include a 

touch action. For example, a tap gesture includes two touch actions of pressing and lifting, and a 

25 sliding gesture includes three touch actions of pressing, moving, and lifting. After receiving a touch 

action performed on the touch-sensitive surface, the touch-sensitive display unit transfers touch 

information to a processor. The touch information may include touch point coordinates, 

touch-sensitive surface grid capacitance information, or one or more signals in the touch action. The 

touch action may include an action such as pressing, moving, or lifting. In an implementation, a 

30 terminal device periodically detects whether the touch action is performed on the touch-sensitive 

surface.  

[0069] The preset gesture may be a knuckle touch gesture, a multipoint touch gesture, or a 

pressure touch gesture. The preset gesture may be pre-stored in a memory 120.  

[0070] When the touch action performed on the touch-sensitive surface is detected, a touch 
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gesture including the detected touch action is compared with the preset gesture to determine 

whether the touch gesture matches the preset gesture (step 1).  

[0071] An implementation for determining whether the touch gesture matches the preset gesture 

is determining whether the touch gesture is the knuckle touch gesture. It may be determined, based 

5 on the touch information and a Z-axis direction acceleration signal generated by the touch action, 

whether the touch action is a knuckle touch action. A gesture including the knuckle touch action is 

the knuckle touch gesture. For example, a knuckle tap gesture includes two knuckle touch actions of 

pressing and lifting, and a knuckle sliding gesture includes three knuckle touch actions of pressing, 

moving, and lifting. A movement track between the pressing and the lifting is a track of the knuckle 

0 touch gesture.  

[0072] The following describes an implementation for determining whether the touch action is 

the knuckle touch action.  

[0073] When a touch-sensitive surface grid capacitance generated by the touch action 

performed on the touch-sensitive surface is within a first preset capacitance range, a quantity of 

5 non-zero capacitance grids is less than a preset value, and the Z-axis direction acceleration signal is 

within a first preset acceleration range in a preset time, it may be determined that the touch action is 

the knuckle touch action. When a touch-sensitive surface grid capacitance generated by the touch 

action performed on the touch-sensitive surface is within a second preset capacitance range, a 

quantity of non-zero capacitance grids is greater than or equal to a preset value, and the Z-axis 

0 direction acceleration signal is within a second preset acceleration range in a preset time, it may be 

determined that the touch action is a finger touch action.  

[0074] For example, when the touch-sensitive surface grid capacitance generated by the touch 

action performed on the touch-sensitive surface indicates that a maximum capacitance is within the 

first preset capacitance range (for example, less than or equal to 0.42 pF), a quantity of grids that 

25 are distributed with a non-zero capacitance is less than 7, and the Z-axis direction acceleration 

signal is within the first preset acceleration range in the preset time (for example, the acceleration 

signal is greater than 3 g in 5 ms), it may be determined that the touch action is the knuckle touch 

action. When the touch-sensitive surface grid capacitance generated by the touch action performed 

on the touch-sensitive surface indicates that a maximum capacitance is within the second preset 

30 capacitance range (for example, greater than 0.42 pF, and less than or equal to 0.46 pF), a quantity 

of grids that are distributed with a non-zero capacitance is greater than or equal to 7, and the Z-axis 

direction acceleration signal is within the second preset acceleration range in the preset time (for 

example, the acceleration signal is less than 2 g in 5 ms, where g is a gravity acceleration), it may 

be determined that the touch action is the finger touch action.  
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[0075] It may be understood that the finger touch action in this embodiment of the present 

invention is not necessarily triggered by a finger, and may be that another object touches the 

touch-sensitive display unit 130. Any action that meets a determining condition of the foregoing 

finger touch action may be referred to as the finger touch action in this embodiment of the present 

5 invention. The knuckle touch action in this embodiment of the present invention is not necessarily 

triggered by a knuckle, and may be that another object taps or touches the touch-sensitive display 

unit 130 at a high speed. Any action that meets the determining condition of the foregoing knuckle 

touch action may be referred to as the knuckle touch action in this embodiment of the present 

invention. A gesture including the knuckle touch action is the knuckle touch gesture.  

0 [0076] Another implementation for determining whether the touch gesture matches the preset 

gesture is determining whether the touch gesture is the pressure touch gesture. It may be 

determined, based on the touch information and pressure applied on the touch-sensitive display unit, 

whether the touch action is a pressure touch action. The touch gesture may include the touch action.  

In this embodiment of the present invention, the pressure touch gesture may include keeping a 

5 pressed state after a pressure touch pressing action, a finger touch movement action, and a touch 

lifting action, or may include keeping a pressed state after a pressure touch pressing action, a 

pressure touch movement action, and a touch lifting action. A movement track between pressing 

and lifting is a track of the pressure touch gesture.  

[0077] When a value of pressure applied by the touch action on the display is within a first 

0 preset pressure value range, it may be determined that the touch action is the pressure touch action.  

When a value of pressure applied by the touch action on the display is within a second preset 

pressure value range, it may be determined that the touch action is the finger touch action.  

[0078] In this embodiment, the value of pressure may represent a value of the pressure, or may 

represent a magnitude of the pressure.  

25 [0079] For example, if a magnitude of the pressure applied by the finger touch action on the 

display is 1, a touch action whose magnitude of pressure applied on the display is greater than or 

equal to 2 is identified as the pressure touch action.  

[0080] For example, a value of pressure applied by the finger touch action on the display is 

approximately 70 g, and a touch action whose value of pressure applied on the display is greater 

30 than 140 g is the pressure touch action. It may be understood that the value of pressure and a 

pressure magnitude relationship in this embodiment of the present invention are merely an 

implementation of this embodiment of the present invention, and the value of pressure and the 

pressure magnitude relationship may be properly adjusted according to a design requirement.  

[0081] Still another implementation for determining whether the touch gesture matches the 
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preset gesture may be determining, based on the touch information, whether the touch gesture is the 

multipoint touch gesture. One or more touch points that simultaneously or successively touch the 

touch-sensitive surface are identified based on the touch information, and it is further determined 

whether the touch gesture is the multipoint touch gesture. It may be understood by persons skilled 

5 in the art that the multi-point touch may be that two fingers, three fingers, four fingers, five fingers, 

or even more fingers simultaneously or successively touch the touch-sensitive surface. A track of 

the multipoint touch gesture may be a movement track that is of a central point of the multiple 

touch points simultaneously or successively touching the touch-sensitive surface and that is on the 

touch-sensitive surface.  

0 [0082] Optionally, when it is determined that the touch gesture matches the preset gesture, it is 

determined whether a movement distance of the touch gesture is greater than a preset distance 

threshold, and/or whether a track of the touch gesture matches a preset track. For example, the 

preset distance threshold may be 1/2 of a width of the display. The preset track may be a track of a 

straight line or approximate to a straight line, or may be a track of a curve or approximate to a curve 

5 that can be detected by an electronic device of any form, such as an S type, a Z type, or an X type.  

[0083] Optionally, when it is determined that the touch gesture matches the preset gesture, it is 

determined whether a start location of the touch gesture is close to a predetermined area of a first 

edge of the touch-sensitive display unit, and/or whether an end location of the touch gesture is 

beyond the touch-sensitive display unit or is close to a predetermined area of a second edge of the 

0 touch-sensitive display unit. The first edge and the second edge may be two different edges that are 

oppositely disposed, and are respectively located on two sides of the touch-sensitive display unit.  

For example, the first edge is a left edge of the touch-sensitive display unit, and the second edge is a 

right edge of the touch-sensitive display unit, or the first edge is a top edge of the touch-sensitive 

display unit, and the second edge is a bottom edge of the touch-sensitive display unit. The end 

25 location of the touch gesture being beyond a screen means that the track of the touch gesture slides 

in a direction beyond a valid area of the touch-sensitive display unit.  

[0084] Optionally, when it is determined that the touch gesture matches the preset gesture, it is 

determined whether an angle of an included angle between the track of the touch gesture and a 

horizontal axis direction or a vertical axis direction is less than a preset angle.  

30 [0085] When it is determined that the touch gesture matches the preset gesture, the display UI 

of the display is split into the at least two display areas in response to the touch gesture (step 2).  

[0086] The display UI of the display is split into the at least two display areas, and a running UI 

of a first application program that runs on the display UI before screen splitting is displayed in at 

least one of the display areas. It may be understood that a size of the running UI of the first 
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application program is reduced.  

[0087] For ease of description, splitting the display UI of the display into two display areas is 

used as an example in this embodiment of the present invention. The two display areas may be 

arranged from left to right, or may be arranged from top to bottom. It may be understood by persons 

5 skilled in the art that the display UI may be split into three, four, or more display areas according to 

the screen splitting method in this embodiment of the present invention, and this is not listed one by 

one herein.  

[0088] An implementation for splitting the display UI into the two display areas may be 

splitting the display UI into a first display area and a second display area according to a preset 

0 boundary. It may be understood that the size of the running UI of the first application program that 

runs on the display UI before the screen splitting is reduced according to a predetermined size. A 

characteristic such as a location, a shape, or a color of the preset boundary may be preset and stored 

in the memory 120. The preset boundary evenly splits the display UI of the display into the two 

display areas. The preset boundary may be a horizontal boundary, and evenly splits the display UI 

5 into two display areas with same areas, a top one and a bottom one. A display area above the 

boundary is the first display area, and a display area below the boundary is the second display area.  

The preset boundary may also be a vertical boundary, and evenly splits the display UI into two 

display areas with same areas, a left one and a right one. It may be understood by persons skilled in 

the art that a location of the preset boundary may be located in any location of the display UI, and 

0 this is not specifically limited in the present invention.  

[0089] Another implementation for splitting the display UI into the two display areas may be 

splitting the display UI into a first display area and a second display area according to the track of 

the touch gesture. The implementation includes splitting the display UI of the display into the first 

display area and the second display area by using the track of the touch gesture as the boundary. The 

25 track of the touch gesture may be a gesture track of a straight line or approximate to a straight line, 

or may be a gesture track of a curve or approximate to a curve that can be detected by an electronic 

device of any form, such as an S type, a Z type, or an X type. The track of the touch gesture is the 

straight line. A movement direction of the touch gesture may be a horizontal direction, a vertical 

direction, or a direction that can be detected by the electronic device of any form. When the track of 

30 the touch gesture is a straight line of the horizontal direction, the boundary is a straight line of the 

horizontal direction. A display area above the boundary is the first display area, and a display area 

below the boundary is the second display area. When the track of the touch gesture is a straight line 

of the vertical direction, the boundary is a straight line of the vertical direction. A display area on 

the left of the boundary is the first display area, and a display area on the right of the boundary is 
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the second display area.  

[0090] Still another implementation for splitting the display UI into the two display areas may 

be performing a screen splitting operation according to a direction of the touch gesture and 

coordinates of the start location of the touch gesture. The display UI is split into a first display area 

5 and a second display area according to the direction of the touch gesture and the coordinates of the 

start location of the touch gesture. The implementation includes using the movement direction of 

the touch gesture as a direction of the boundary, and determining coordinates of the boundary 

according to the coordinates of the start location of the touch gesture. For example, when the 

movement direction of the touch gesture is the horizontal direction, the direction of the boundary is 

0 the horizontal direction, and a y-axis coordinate value of the boundary is a y-axis coordinate value 

of the start location of the touch gesture. A display area above the boundary is the first display area, 

and a display area below the boundary is the second display area. When the movement direction of 

the touch gesture is the vertical direction, the direction of the boundary is the vertical direction, and 

an x-axis coordinate value of the boundary is an x-axis coordinate value of the start location of the 

5 touch gesture. A display area on the left of the boundary is the first display area, and a display area 

on the right of the boundary is the second display area.  

[0091] FIG. 4 to FIG. 7 show an example of a display UI for screen splitting according to a 

knuckle touch gesture. It may be understood by persons skilled in the art that the display UI shown 

in FIG. 4 to FIG. 7 may be further implemented according to a multi-point touch gesture and a 

0 pressure touch gesture. As shown in FIG. 4 to FIG. 7, a track of the knuckle touch gesture is used as 

a boundary. The boundary may also be a preset boundary, or the boundary may be determined 

according to a direction of the touch gesture and coordinates of a start location of the touch gesture.  

A direction of an arrow shown in the figure is a movement direction of the knuckle touch gesture, 

and a dashed line is a movement track of the knuckle touch gesture. A running UI of a first 

25 application program is displayed on the display UI before screen splitting. A manifestation of the 

display UI after the screen splitting is splitting the display UI into two display areas. The two 

display areas include a first display area and a second display area. The running UI of the first 

application program that runs before the screen splitting may be displayed in the first display area.  

It may be understood that a size of the running UI of the first application program before the screen 

30 splitting is reduced, and the second display area is generated in a display area except the reduced 

running UI of the first application program.  

[0092] An implementation for the display UI after the screen splitting is that an identifier of one 

or more application programs related to the first application program may be displayed in the 

second display area for a user to select. When it is detected that the user selects an identifier of a 
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second application program displayed in the second display area, the second application program is 

executed, and a running UI of the second application program is displayed in the second display 

area. Correlativity between the application programs may be preset and stored in a memory 120.  

[0093] In this embodiment of the present invention, the identifier of the application program 

5 may be an icon of the application program.  

[0094] FIG. 4 is an example of a display UI for screen splitting according to a touch gesture 

according to an embodiment of the present invention. As shown in FIG. 4, it is assumed that an 

"iBook", a "memo", a "dictionary", and "text editing" are preset as related applications, and 

correlativity between application programs is stored in a memory 120. A running UI of the "iBook" 

0 is displayed on a display UI before screen splitting. After the screen splitting, the running UI of the 

"iBook" is displayed in a first display area, and an identifier of an application related to the "iBook", 

such as the "memo", the "dictionary", or the "text editing", may be displayed in a second display 

area. It may be understood by persons skilled in the art that a display UI of the first display area 

reduces a size of the running UI of the "iBook" before the screen splitting. Optionally, a scroll bar 

5 400 is displayed on a right side of the first display area. It may be further understood by persons 

skilled in the art that when it is detected that a user selects any identifier of the "memo", the 

"dictionary", or the "text editing", an application program corresponding to the selected identifier is 

executed, and a running UI of the application program corresponding to the selected identifier is 

displayed in the second display area.  

0 [0095] Another implementation for the display UI after the screen splitting is: if there is only 

one second application program that is related to a first application program, a running UI of the 

first application program may be displayed in the first display area after the screen splitting, and a 

running UI of the second application program may be displayed in the second display area. That is, 

the second application program automatically runs and is displayed in the second display area after 

25 the screen splitting; therefore, a step of manually selecting the second application program by the 

user is omitted.  

[0096] FIG. 5 is an example of another display UI for screen splitting according to a touch 

gesture according to an embodiment of the present invention. As shown in FIG. 5, it is assumed that 

an "iBook" and a "memo" are preset as related applications. A running UI of the "iBook" is 

30 displayed on a display UI before screen splitting. After the screen splitting, the running UI of the 

"iBook" is displayed in a first display area, and a running UI of the "memo" is displayed in a second 

display area. In this way, it is convenient for a user to perform, in the running UI of the "memo", a 

related operation such as study notes on the "iBook".  

[0097] Another implementation for the display UI after the screen splitting is displaying a 
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running UI of a first application program in the first display area. A main menu UI such as a Home 

screen may be displayed in the second display area. An application program identifier is displayed 

on the main menu UI for the user to select. When it is detected that the user selects an identifier of a 

second application program displayed in the second display area, the second application program is 

5 executed, and a running UI of the second application program is displayed in the second display 

area.  

[0098] FIG. 6 is an example of still another display UI for screen splitting according to a touch 

gesture according to an embodiment of the present invention. As shown in FIG. 6, a running UI of 

an "iBook" is displayed on a display UI before screen splitting. After the screen splitting, the 

0 running UI of the "iBook" is displayed in a first display area, and a main menu UI is displayed in a 

second display area. The main menu UI includes an application program identifier for a user to 

select, for example, an identifier of an application program such as a "camera", a "message", or a 

"video". It may be understood that when it is detected that the user selects an identifier of any 

application program, the selected application program is executed, and a running UI of the selected 

5 application program is displayed in the second display area.  

[0099] Yet another implementation for the display UI after the screen splitting is that an 

identifier (referred to as a "historical program identifier" hereinafter) of an application program 

recently executed by the user may be displayed in the second display area for the user to select.  

When it is detected that the user selects the historical program identifier, the selected application 

0 program is executed, and a running UI of the selected application program is displayed in the 

second display area. It may be understood by persons skilled in the art that a thumbnail of a running 

UI of a historical program may be further displayed in the second display area.  

[0100] FIG. 7 is an example of yet another display UI for screen splitting according to a touch 

gesture according to an embodiment of the present invention. As shown in FIG. 7, a running UI of 

25 an "iBook" is displayed on a display UI before screen splitting. It is assumed that a user executes 

application programs of a "message", a "camera", an "album", and a "phone" before the screen 

splitting. After the screen splitting, the running UI of the "iBook" is displayed in a first display area, 

and identifiers of the application programs of the "message", the "camera", the "album", and the 

"phone" are displayed in a second display area for the user to select. It may be understood that when 

30 it is detected that the user selects an identifier of any application, an application program 

corresponding to the selected identifier is executed, and a running UI of the application program 

corresponding to the selected identifier is displayed in the second display area.  

[0101] Optionally, when an operation instruction of moving an identifier displayed in the 

second display area to the first display area is detected, the moved identifier or a running UI of an 
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application program corresponding to the moved identifier is displayed in the first display area. For 

example, when the running UI of the "iBook" is displayed in the first display area, an identifier of 

an application program such as the "camera", the "message", or a "video" is displayed in the second 

display area, and an operation instruction of moving an identifier of the "camera" to the first display 

5 area is detected, a running UI of the "camera" is displayed in the first display area to replace the 

running UI of the "iBook". When a main menu UI is displayed in the first display area, the identifier 

of the application program such as the "camera", the "message", or the "video" is displayed in the 

second display area, and the operation instruction of moving the identifier of the "camera" to the 

first display area is detected, the identifier of the "camera" is moved to the main menu UI.  

0 [0102] Optionally, when an operation instruction of moving content displayed in the second 

display area to the first display area is detected, the moved content is embedded into a running UI of 

a first application program. For example, when a running UI of "text editing" is displayed in the 

first display area, and an operation instruction of moving an identifier of an application program 

such as the "video" displayed in the second display area to the first display area is detected, a 

5 running UI or an identifier of the "video" is embedded into a running UI of the "text editing". When 

the running UI of the "text editing" is displayed in the first display area, and an operation instruction 

of moving a picture displayed in the second display area to the first display area is detected, the 

picture displayed in the second display area is embedded into the running UI of the "text editing".  

[0103] Further, a location of a boundary may be adjusted after the screen splitting. When the 

0 location of the boundary on a touch-sensitive display unit is changed, a size and/or a location of a 

display area after the screen splitting is accordingly changed. When it is detected that time for 

pressing and holding down the boundary exceeds predetermined time, the boundary prompts, in a 

highlighted manner, the user to adjust the location of the boundary. The user may adjust the location 

of the boundary by touching the touch-sensitive display unit and moving the boundary.  

25 [0104] FIG. 8 is an example of a display UI for adjusting a location of a boundary according to 

a touch gesture according to an embodiment of the present invention. As shown in FIG. 8, when it is 

detected that time for pressing and holding down a boundary exceeds predetermined time, the 

boundary is touched and moved so as to adjust a location of the boundary. It may be understood that 

when a touch gesture for adjusting the location of the boundary is moving from a first display area 

30 to a second display area, a size of a display UI of the first display area is increased and a size of a 

display UI of the second display area is reduced.  

[0105] Further, when a display UI is split into the first display area and the second display area, 

a touch gesture acting on the two display areas is detected, and a track of the touch gesture matches 

a preset graph track, locations or display content of the first display area and the second display area 
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are interchanged. The preset graph track may be a clockwise or an anti-clockwise arc rotation track 

or another track of any form that can be detected by an electronic device.  

[0106] FIG. 9 is an example of a display UI for interchanging split screen display Us according 

to a touch gesture according to an embodiment of the present invention. As shown in FIG. 9, when a 

5 touch gesture acting on a first display area and a second display area is detected, and a track of the 

touch gesture is an anti-clockwise arc rotation track that matches a preset graph track, display 

content of the first display area and the second display area is interchanged.  

[0107] Further, when a display UI is split into the first display area and the second display area, 

and a gesture for quitting a split screen UI is detected, the first display area and the second display 

0 area are combined into one display area, so as to quit the split screen UI. The quitting the split 

screen UI may be transferring a second application program in the second display area to be running 

in a background. After the second application program is transferred to be running in the 

background, if a user resumes a screen splitting operation, a running UI of the second application 

program may be displayed in a split screen area after screen splitting. An implementation for the 

5 gesture for quitting the split screen UI may be a touch gesture of sliding from the first display area 

to the second display area. A start location of a touch gesture for quitting the split screen UI may be 

in the first display area, and an end location of the touch gesture for quitting the split screen UI may 

be in the second display area. Another implementation for the gesture for quitting the split screen UI 

may be that two or more fingers simultaneously or successively touch a touch-sensitive display unit, 

0 and a distance between the fingers gradually decreases or increases after touching. A specific 

implementation for the quitting the split screen UI may be adaptively adjusted according to a 

specific design requirement, and is not specifically limited in the present invention.  

[0108] After the split screen UI is quitted, and the first display area and the second display area 

are combined into the one display area, and when a split screen resuming touch gesture acting on 

25 the combined display area is detected, the combined display area is split into a split screen area 

before combination to resume the split screen UI. The split screen resuming touch gesture may be a 

touch gesture acting on the combined display area. The split screen resuming touch gesture may be 

a knuckle touch gesture, a multi-point touch gesture, or a pressure touch gesture that matches a 

preset gesture, or may be another gesture that is set according to a design requirement. This is not 

30 specifically limited in the present invention.  

[0109] Further, when a touch gesture that matches the preset gesture and that acts on the split 

screen UI is detected, the split screen UI may be split into more display areas, such as a 

newly-added third display area. The split screen UI includes the first display area and the second 

display area. A main menu UI may be displayed in the third display area, or an identifier or a 
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running UI of an application program that is related to an application program displayed in the first 

display area and/or the second display area may be displayed. This is not specifically limited in the 

present invention.  

[0110] FIG. 10 is an example of a display UI for splitting a split screen UI into more display 

5 areas according to a touch gesture. As shown in FIG. 10, the split screen UI includes a first display 

area and a second display area. When it is detected that a knuckle touch gesture that matches a 

preset gesture acts on the second display area, the second display area is split, by using a track of 

the knuckle touch gesture as a boundary, into two display areas in response to the knuckle touch 

gesture. A display UI of the original second display area is displayed in a display area above the 

0 boundary, and it may be understood that a size of the display UI of the original second display area 

is reduced. A display area below the boundary is a third display area, and a main menu UI may be 

displayed.  

[0111] This embodiment of the present invention further provides an electronic device for 

implementing quick screen splitting.  

5 [0112] The electronic device includes a touch-sensitive display unit 130, a memory 120, an 

acceleration sensor 151, and a processor 190.  

[0113] The touch-sensitive display unit 130 may be a display having a touch-sensitive surface, 

and the touch-sensitive display unit 130 includes the touch-sensitive surface and a display screen.  

The touch-sensitive display unit 130 is configured to present a display UI, and is further configured 

0 to receive touch information acting on the touch-sensitive surface, and transfer the touch 

information to the processor 190. The touch information may include touch point coordinates, a 

touch-sensitive surface grid capacitance, or one or more signals in a touch action, and the touch 

action may include an action such as pressing, moving, or lifting.  

[0114] The memory 120 stores an instruction.  

25 [0115] The acceleration sensor is configured to obtain a Z-axis direction acceleration signal and 

transfer the obtained Z-axis direction acceleration signal to the processor 190.  

[0116] The processor 190 invokes the instruction stored in the memory 120 to implement a 

corresponding function in the foregoing method, for example, when a touch gesture acting on the 

touch-sensitive surface is detected, determining whether the touch gesture matches a preset gesture, 

30 and when it is determined that the touch gesture matches the preset gesture, splitting a display UI of 

a display into at least two display areas in response to the touch gesture, and/or a function 

corresponding to another method described in the present invention.  

[0117] In some embodiments, the electronic device further includes a pressure sensor 196, and 

the pressure sensor 196 is configured to detect pressure applied on the electronic device and transfer 
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a value of the detected pressure to the processor 190.  

[0118] Based on a same inventive concept, a problem-resolving principle of the electronic 

device is similar to the screen splitting method in the method embodiment of the present invention.  

Therefore, for implementation of the electronic device, refer to implementation of the method, and 

5 no repeated description is provided.  

[0119] This embodiment of the present invention further provides an apparatus for 

implementing quick screen splitting.  

[0120] The apparatus includes a detection unit, a determining unit, and a screen splitting unit.  

[0121] The detection unit is configured to detect a touch gesture acting on a touch-sensitive 

0 surface.  

[0122] The determining unit is configured to determine whether the touch gesture matches a 

preset gesture.  

[0123] The screen splitting unit is configured to split a display UI of a display into at least two 

display areas when the touch gesture matches the preset gesture.  

5 [0124] Based on a same inventive concept, a problem-resolving principle of the apparatus is 

similar to the screen splitting method in the method embodiment of the present invention. Therefore, 

for implementation of the apparatus, refer to implementation of the method, and no repeated 

description is provided.  

[0125] The technical solutions used in the quick screen splitting method, electronic device, and 

0 apparatus in this embodiment of the present invention disclose a method for splitting a display UI of 

a display into at least two display areas by using a touch gesture. In a process of using an electronic 

device with a touch-sensitive display unit by a user, when the user wants to perform a screen 

splitting operation, a screen splitting function can be triggered only by executing a preset touch 

gesture on the touch-sensitive display unit. Correspondingly, the electronic device may split a 

25 display UI of the electronic device into at least two display areas according to an identified touch 

gesture that matches a preset gesture. Compared with that in the prior art, in the present invention, 

the user can more conveniently implement the screen splitting function by using the touch gesture, 

and different display Uls can be separately presented in a provided split screen area. Therefore, 

according to the technical solution of the screen splitting operation provided in the present 

30 invention, the screen splitting operation can be conveniently and quickly performed. Operation 

steps of screen splitting are simplified, and user experience is improved.  

[0126] It should be noted that in an actual application, the screen splitting solution may use any 

solution combination of the foregoing solutions, and this is not specifically limited in this 

embodiment of the present invention.  

27



[0127] In the embodiments provided in this application, it may be understood by persons of 

ordinary skill in the art that all or some steps for implementing the foregoing embodiments are 

merely examples, and may be completed by using hardware, or may be completed by a program 

instructing relevant hardware, and when completed by a program instructing relevant hardware, the 

5 program may be stored in a non-volatile (non-transitory) computer readable storage medium. Based 

on such an understanding, the technical solutions of the present invention essentially, or the part 

contributing to the prior art, or all or some of the technical solutions may be implemented in the 

form of a software product. The software product is stored in a storage medium and includes several 

instructions for instructing a computer device (which may be a personal computer, a server, or a 

0 network device) to perform all or some of the steps of the methods described in the embodiments of 

the present invention. The foregoing storage medium includes: any medium that can store program 

code, such as a USB flash drive, a removable hard disk, a read-only memory (ROM, Read-Only 

Memory), a random access memory (RAM, Random Access Memory), a magnetic disk, or an 

optical disc.  

5 [0128] The foregoing embodiments are merely intended for describing the technical solutions of 

the present invention, but not for limiting the present invention. Although the present invention is 

described in detail with reference to the foregoing embodiments, persons of ordinary skill in the art 

should understand that they may still make modifications to the technical solutions described in the 

foregoing embodiments or make equivalent replacements to some technical features thereof, 

0 without departing from the spirit and scope of the technical solutions of the embodiments of the 

present invention.  

28



CLAIMS 

What is claimed is: 

1. A quick screen splitting method, comprises: 

detecting, by a portable electronic device, a knuckle touch gesture acting on a touch-sensitive 

5 surface of the portable electronic device; and 

splitting a display UI into at least two display areas in response to the knuckle touch gesture; 

wherein the knuckle touch gesture comprises a knuckle touch action, and determining a touch 

action is the knuckle touch action when: 

a touch-sensitive surface grid capacitance generated by the touch action acting on the 

0 touch-sensitive surface is within a first preset capacitance range, 

a quantity of non-zero capacitance grids is less than a preset value, and 

a Z-axis direction acceleration signal is within a first preset acceleration range; 

and wherein the splitting of a display UI into at least two display areas in response to the 

knuckle touch gesture comprises: 

5 when a running UI of a first application program is displayed on the display UI, reducing a 

size of the running UI of the first application program, displaying, in a first display area, a reduced 

running UI of the first application program, generating, in a display area except the first display area, 

at least one display area, and displaying, in the generated display area, an identifier of one or more 

application programs related to the first application program.  

0 2. The method according to claim 1, wherein the method further comprises: 

determining whether a movement distance of the knuckle touch gesture is greater than a preset 

distance threshold when the knuckle touch gesture acting on the touch-sensitive surface is detected; 

splitting the display UI into at least two display areas when determining that the movement 

distance of the knuckle touch gesture is greater than the preset distance threshold.  

25 3. The method according to claim 1, wherein the method further comprises: 

determining whether a track of the knuckle touch gesture matches a preset track when the 

knuckle touch gesture acting on the touch-sensitive surface is detected.  

4. The method according to claim 1, wherein the method further comprises: 

determining whether an angle of an included angle between a track of the knuckle touch 

30 gesture and a horizontal axis direction or a vertical axis direction is less than a preset angle when 

the knuckle touch gesture acting on the touch-sensitive surface is detected.  

5. The method according to claim 1, wherein the splitting a display UI into at least two display 

areas comprises: 
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splitting the display UI into the at least two display areas according to a preset boundary.  

6. The method according to claim 1, wherein the splitting a display UI into at least two display 

areas comprises: 

splitting the display UI into the at least two display areas according to a track of the knuckle 

5 touch gesture.  

7. The method according to claim 1, wherein the splitting a display UI into at least two display 

areas comprises: 

splitting the display UI into the at least two display areas according to a direction of the 

knuckle touch gesture and coordinates of a start location of the knuckle touch gesture.  

0 8. The method according to claim 7, wherein when an operation instruction of moving an 

identifier displayed in the display area except the first display area to the first display area is 

detected, a running UI of an application program corresponding to the identifier is displayed in the 

first display area; or 

when an operation instruction of moving an identifier displayed in the display area except the 

5 first display area to the first display area is detected, the identifier is displayed in the first display 

area; or 

when an operation instruction of moving an identifier displayed in the display area except the 

first display area to the first display area is detected, the identifier is embedded into the reduced 

running UI of the first application program; or 

0 when an operation instruction of moving content displayed in the display area except the first 

display area to the first display area is detected, the moved content is embedded into the reduced 

running UI of the first application program.  

9. A portable electronic device for quick screen splitting, wherein the portable electronic 

device comprises a display, a memory, an acceleration sensor, and a processor; 

25 the display has a touch-sensitive surface, the touch-sensitive surface is used to receive a touch 

gesture, and the display is further configured to display a UI; 

the memory is configured to store an instruction; 

the acceleration sensor is configured to obtain a Z-axis direction acceleration signal and 

transfer the obtained acceleration signal to the processor; and 

30 the processor invokes the instruction stored in the memory to implement: 

detecting a knuckle touch gesture acting on the touch-sensitive surface, and 

splitting a display UI into at least two display areas in response to the knuckle touch gesture; 

wherein the knuckle touch gesture comprises a knuckle touch action, and determining a touch 

action is the knuckle touch action when: 
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a touch-sensitive surface grid capacitance generated by the touch action performed on the 

touch-sensitive surface is within a first preset capacitance range, 

a quantity of non-zero capacitance grids is less than a preset value, and 

a Z-axis direction acceleration signal is within a first preset acceleration range; 

5 and wherein the splitting of a display UI into at least two display areas in response to the 

knuckle touch gesture comprises: 

when a running UI of a first application program is displayed on the display UI, reducing a 

size of the running UI of the first application program, displaying, in a first display area, a reduced 

running UI of the first application program, generating, in a display area except the first display area, 

0 at least one display area, and displaying, in the generated display area, an identifier of one or more 

application programs related to the first application program.  

10. The electronic device according to claim 9, wherein the processor further invokes the 

instruction stored in the memory to implement: 

determining whether a movement distance of the knuckle touch gesture is greater than a preset 

5 distance threshold when the knuckle touch gesture acting on the touch-sensitive surface is detected; 

splitting the display UI into at least two display areas when determining that the movement 

distance of the knuckle touch gesture is greater than the preset distance threshold.  

11. The electronic device according to claim 9, wherein the processor further invokes the 

instruction stored in the memory to implement: 

0 determining whether a track of the knuckle touch gesture matches a preset track when the 

knuckle touch gesture acting on the touch-sensitive surface is detected.  

12. The electronic device according to claim 9, wherein the processor further invokes the 

instruction stored in the memory to implement: 

determining whether an angle of an included angle between a track of the knuckle touch 

25 gesture and a horizontal axis direction or a vertical axis direction is less than a preset angle when 

the knuckle touch gesture acting on the touch-sensitive surface is detected.  

13. A quick screen splitting apparatus, wherein the apparatus comprises a detection unit, a 

determining unit and a screen splitting unit; 

the detection unit is configured to detect a knuckle touch gesture acting on a touch-sensitive 

30 surface; and 

the screen splitting unit is configured to split a display UI of a display into at least two display 

areas in response to the knuckle touch gesture; 

wherein the knuckle touch gesture comprises a knuckle touch action, and the determining unit 

is configured to determine a touch action is the knuckle touch action when: 

31



a touch-sensitive surface grid capacitance generated by the touch action acting on the 

touch-sensitive surface is within a first preset capacitance range, 

a quantity of non-zero capacitance grids is less than a preset value, and 

a Z-axis direction acceleration signal is within a first preset acceleration range; and 

5 when a running UI of a first application program is displayed on the display UI, reducing a 

size of the running UI of the first application program, displaying, in a first display area, a reduced 

running UI of the first application program, generating, in a display area except the first display area, 

at least one display area, and displaying, in the generated display area, an identifier of one or more 

application programs related to the first application program.  

0 14. A computer readable storage medium for storing one or more programs, wherein the one or 

more programs comprise an instruction, and when the instruction is executed by a portable 

electronic device that comprises a display having a touch-sensitive surface, the instruction enables 

the portable electronic device to execute the method according to any one of claims I to 8.  

5 Huawei Technologies Co., Ltd.  

Patent Attorneys for the Applicant/Nominated Person 

SPRUSON&FERGUSON 
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