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DISABLED MEMORY SECTIONS FOR DEGRADED
OPERATION OF A VECTOR SUPERCOMPUTER

Field of the Invention

The present invention pertains generally to the
field of multiprocessor supercomputer systems, and more
particularly to maintenance modes of operation designed
to reduce the down time of multiprocessor

supercomputers.

Background of the Invention

Many scientific data processing tasks involve
extensive arithmetic manipulation of ordered arrays of
data. Commonly, this type of manipulation or “vector”
processing involves performing the same operation
repetitively on each successive element of a set of
data. Most computers are organized With one central
processing unit (CPU) which can communicate with a
memory and with input-output (I/0). To perform an
arithmetic function, each of the operands must be
successively brought to the CPU from memory, the
functions must be performed, and the result returned to
memory. However, the CPU can usually process
instructions and data faster than they can be fetched
from the memory unit. This inherent memory latency
results in the CPU sitting idle much of the time waiting
for instructions or data to be retrieved from memory.
Machines utilizing this type of organization, i.e.
"scalar” machines, have therefore been found too slow
and hardware inefficient for practical use in large
scale vector processing tasks.

In order to increase processing speed and
hardware efficiency when dealing with ordered arrays of
data, ”vector” machines have been developed. A vector
machine is one which deals with ordered arrays of data
by virtue of its hardware organization, thus attaining a
higher speed of operation than scalar machines. One
such vector machine is disclosed in U.S. Patent No.
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4,128,880, issued December 5, 1978 to Cray, which patent
is incorporated herein by reference.

The vector processing machine of the Cray
patent is a single processor machine having three vector
functional units specifically designed for performing
vector operations. The Cray patent also provides a set
of eight vector registers. Because vector operations
can be performed using data directly from the vector
registers, a substantial reduction in memory access
requirements (and thus delay due to the inherent memory
latency) is achieved where repeated computation on the
same data is required.

The Cray patent also employs prefetching of
instructions and data as a means of hiding inherent
memory latencies. This technique, known as
"pipelining”, involves the prefetching of program
instructions and writing them into one end of an
instruction “pipe” of length n while previous
instructions are being executed. The corresponding data
necessary for execution of that instruction is also
fetched from memory and written into one end of a
separate data pipeline or “chain”. Thus, by the time an
instruction reaches the read end of the pipe, the data
necessary for execution which had to be retrieved from
memory is immediately available for processing from the
read end of the data chain. By pipelining instructions
and chaining the data, then, most of the execution time
can be overlapped with the memory fetch time. As a
result, processor idle time is greatly reduced, and
processing speed and efficiency in large scale vector
processing tasks is greatly increased.

Computer processing speed and efficiency in
both scalar and vector machines can be further increased
through the use of multiprocessing techniques.
Multiprocessing involves the use of two or more
processors sharing syétem resources, such as the main
memory. Independent tasks of different jobs or related
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tasks of a single job may be run on the multiple
processors. Each processor obeys its own set of
instructions, and the processors execute their
instructions simultaneously (”in parallel”). By
increasing the number of processors and operating them
in parallel, more work can be done in a shorter period
of time.

An example of a two-processor multiprocessing
vector machine is disclosed in U.S. Patent No.
4,636,942, issued January 13, 1987 to Chen et al., which
patent is incorporated herein by reference. Another
aspect of the two-processor machine of the Chen ’942
patent is disclosed in U.S. Patent No. 4,661,900, issued
April 28, 1987 to Chen et al., which patent is
incorporated herein by reference. A four-processor
multiprocessing vector machine is disclosed in U.S.
Patent No. 4,745,545, issued May 17, 1988 to
Schiffleger, and in U.S. Patent No. 4,754,398, issued
June 28, 1988 to Pribnow, both of which are incorporated
herein by reference. All of the above named patents are
assigned to Cray Research, Inc., the assignee of the
present invention.

Another multiprocessing vector machine from
Cray Research, Inc., the assignee of the present
invention, is the Y-MP vector supercomputer. A detailed
description of the Y-MP architecture can be found in the
co-pending and commonly assigned patent application
Serial No. 07/307,882, filed February 7, 1989, entitled
”MEMORY ACCESS CONFLICT RESOLUTION SYSTEM FOR THE Y-MP”,
which application is incorporated herein by reference.
In the Y-MP design, each vector processor has a single
pipeline for executing instructions. Each processor
accesses common memory in a completely connected
topology which leads to unavoidable collisions between
processors attempting to access the same areas of
memory. The Y-MP uses a collision avoidance system to

minimize the collisions and clear up conflicts as’




PCT/US91/07334

WO 92/09951

10

15

20

25

30

35

4

quickly as possible. The conflict resolution system
deactivates the processors involved and shuts down the
vectors while the conflict is being resolved.

Although the above-mentioned multiprocessor
vector supercomputing machines greatly increase
processing speed and efficiency on large scale vector
processing tasks, these machines cannot be run
continuously without the occurrence of hardware
failures. Therefore, periodic preventive maintenance
(”PM”) time is scheduled, during which the operating
system is shut down and diagnostics are run on the
machine in an effort to prevent hardware failures before
they occur. PM time, while reducing the number of
hardware failures which occur during run time of the
operating system and associated user tasks, also
decrease the amount of time the opefating system can be
up and running. Today many user processing tasks are so
large that the user simply cannot afford any PM time.
These users require that the system simply cannot go
down. As a result, machines must be run until they
break (i.e., a hardware failure occurs), and then the
operating system down time must be reduced to a minimum.
Those skilled in the art have therefore recognized the
need for a computing system which minimizes shut down
time such that the run time of the operating system can
be maximized.

Another problem facing multiprocessing system
designers is how to recover from a failure of a section
of shared memory. If one of the processors of a
multiprocessing system fails, that processor can simply
be shut down and the rest of the processors in the
system can continue running user tasks with only a
relatively small reduction in performance. However,
problems are encountered when a processor is removed
from the operating system. For example, any I/O
attached to that processor is also unavailable to the
operating system, and the entire multiprocessor systen
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must be brought down, reconfigured, and the I/O is
reassigned to the remaining processors such that all I/0
is available to the operating system.

In addition, if a portion of the shared memory
fails, shutting down a processor will not solve the
problem because the remaining processors will continue
to see the same memory errors. Previousiy, the only way
to recover from a shared memory failure was to shut down
the operating system and associated user tasks, and run
diagnostics to isolate the failure. Once the failure
was located, the machine was turned off completely, and
the defective module replaced.

Although the above described method can
effectively locate and repair failed hardware, it
significantly reduces the time that the operating system
is up and running. As stated previously herein, this is
an undesirable result for many users whose processing
tasks require almost continuous operation of their
multiprocessor systems. Those skilled in the art have
therefore recognized the need for a multiprocessor
computing system which has a minimum amount of PM time,
which can recover effectively from hardware failures on
both the processor side and the shared memory side, all
the while maximizing the time that the operating system

is up and running.

Summary of the Invention

To overcome limitations in the art described
above and to overcome other limitations that will become
apparent upon reading and understanding the present
specification, the present invention provides
multiprocessing vector computer system modes of
operation which allow diagnostics to run on the machine
while simultaneously allowing user tasks to run in a
degraded mode of operation. 1In this manner, the
diagnostics can isolate the problem without having to
completely shut down the user tasks while at the same
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time protecting the integrity of the operating system.
The system of the present invention therefore reduces PM
time, shuﬁ down time, can recover effectively from
hardware failures occurring on both the processor side
and the memory side of multiprocessor systems, resulting

in a corresponding increase in user task run time.

Brief Description of the Drawings
In the drawings, where like numerals refer to

like elements throughout the several views:

Figure 1 is a simplified block diagram of the
connection of the CPUs to memory in the multiprocessor
system of the type used in the present invention;

Figure 2 is a simplified block diagram of the
shared memory of the type used in the present invention
showing the upper and lower halves of memory;

Figure 3 is a block diagram of the
multiprocessor system of the type used in the present
invention connected to an operator workstation and a
maintenance workstation:;

Figure 4 shows a more detailed block diagram of
a portion of a processor of the type used in the present
invention;

Figure 5 is a more detailed block diagram of
output logic shown in Figure 4;

Figure 6 is a simplified block diagram of the
shared memory of the type used in the present invention
showing the location of the upper 256K words of memory.

Detailed Description of the Preferred Embodiment
The present invention relates to methods for
dividing a shared memory in a multiprocessor computing
system wherein diagnostics can be run in one part of the
memory while allowing the operating system (i.e., user
tasks) to be run in the other part. In particular, the

present invention provides two different but
complementary modes of operating a multiprocessor
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computing machine to accomplish this objective; the
half memory” mode and the ”upper 256K” mode.

An example of a CPU of the type of which the
present invention is adapted to interface to a memory
can be found in U.S. Patent No. 4,661,900 to Chen et
al., entitled ”FLEXIBLE CHAINING IN A VECTOR .PROCESSOR”,
which is incorporated herein by reference. The present
invention is also related in design to the memory
interface shown in U.S. Serial Number 07/307,882, filed
2/7/89, and entitled ”MEMORY CONFLICT RESOLUTION
SYSTEM,” the entire disclosure of which is incorporated
herein by reference.

As shown in Figure 1, the present invention is
specifically designed for a multiprocessor system 10
having sixteen CPU’s 11. It shall be understood,
however, that the principles of the invention can be
applied to multiprocessor systems having a greater or
lesser number of CPUs without departing from the scope
of the present invention.

Memory 12 of system 10 is organized into eight
memory sections 13. Each memory section 13 is further
divided into eight subsections (not shown in Figure 1),
which are further divided into sixteen banks of memory
(not shown in Figure 1). Each of the CPUs 11 is
connected to each memory section 13 through a memory
path 14.

The system 10 provides that one read or write
reference can be made every clock period on each path
14, for a total of 128 references per clock period.

In the preferred embodiment of the present
invention, shared memory 12 is interleaved to reduce
memory reference collisions between the processors. The
interleaving results in consecutively numbered memory
words being spread throughout the physical memory rather
than physically located next to each other. When
multiprocessor system 10 of the present invention is
fully operational the interleaving maps out as follows:
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Word Number (Octal)
Section 0: 0 10 20 . . . 1000 . . .
Section 1: 1 11 21 . . . 1001 .
Section 2: 2 12 22.. . . 1002 . . .
5 Section  3: 3 13 23 .. . 1003 . . .
Section 4: 4 14 24 . . . 1004 . . .
Section 5: 5 15 25 . . . 1005 . . .
Section 6: 6 16 26 . . . 1006 . . .
Section 7: 7 17 27 . . . 1007 . . .
10

15

20

25

30

35

Thus if a word number’s least significant digit
is a ”0”, that word is physically located in Section 0,
if a word’s least significant digit is a ”1” that word
is physically located in Section 1, etc. Those
skilled in the art will readily appreciate that this
memory interleaving greatly reduces ﬁemory contention
and blocking due to multiple processors referencing a
single shared memory.

A more detailed description of the manner in
which shared memory references are synchronized among
the processors and how memory reference collisions
between the processors are reduced and resolved can be
found in the copending and commonly assigned patent
application entitled ”METHOD AND APPARATUS FOR SHARING
MEMORY IN A MULTIPROCESSOR SYSTEM”, to Leedom et. al.,
S/N 07/531,861, filed June 1, 1990, which is

incorporated herein by reference.

Half Memory Mode
In the half memory mode of the present

invention, half of the eight memory sections are
reserved for use by diagnostics while the operating
system/user tasks are allowed to continue running in the
other half. Each processor can be assigned to either
half of memory to run diagnostics or user tasks
independent of any other processors. Thus, the
operating system might assign two processors to run

LY
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diagnostics while the remaining processors run user
tasks, or three processors on diagnostics, etc.
Generally, this result is accomplished by bit shifting
the appropriate bits in the memory address which
restricts the operating system to one half of the memory
and which remaps the entire memory into that half such
that the memory space remains contiquous. This mode is
especially suited to those hardware failures which the
error patterns indicate are located in shared memory.
Referring again to FIGURE 1, the operation of

the half memory mode will be explained. As stated
herein previously, each CPU 11 of system 10 is connected
to each of the eight memory sections 13 through a memory
path 14. Each path 14 consists of the following:

80 Bits Write Data

22 Bits Chip Address & Chip Select (Bits 10-

31 = 32 million word words)

Bit Write Reference
Bit Abort Reference (Address Range Error)
Bits Subsection (Bits 3-5)
Bits Bank (Bits 6-9)
Bit Go Section
80 Bits Read Data
3 Bits Subsection Read Select

I N R S

Each memory address is configured as follows:

Chip
Address Bank Subsection Section
Bits: /237210 Ny 2%2%2728 \ / 2%2%2% \  / 2%2%2° \

In the preferred embodiment of the present
invention, the memory sections are divided in terms of
"upper” and ”lower” memory. Those skilled in the art
will readily recognize that if bit 22 is a zero, the
section reference will be to one of sections 0-3
(referred to as ”lower” memory). Similarly, if bit 22 is
a one, the section reference will be to one of section

4-7 (referred to as ”upper” memory). Thus the general
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manner in which the preferred embodiment of the present
invention divides memory in half is by forcing bit 2% to
a 0 (if the failure is in the upper half of memory) or a
1 (if the failure is in the lower half of memory). In
this manner all references from the operating system are
rerouted to the “good” (i.e., failure free) half of
memory. Diagnostics are run simultaneously on the
failed half of memory in an effort to isolate the
location of the hardware failure. Thus the half memory
mode of the present invention allows the operating
system/user tasks to be run in a degraded mode of
performance in the good half of memory while diagnostics
are run on the failed half, as opposed to prior art
machines where it was necessary to completely shut down
the operating system/user tasks to run diagnostics.
FIGURE 2 shows a block diaéram of memory 12
divided into lower memory 16 and upper memory 18. When

“half memory mode of the present invention is activated,

it will be readily seen that the operating system
immediately loses half of its former addressable memory
space. Due to memory interleaving, the remaining memory
locations will not be consecutively numbered. To assure
proper operation of the multiprocessor system, memory 12
must remapped such that all locations exist and are
contiguous. Thus, in addition to forcing bit 2 to a
zero or a one, the former value of bit 2? is brought up
further into the memory address to accomplish the
address translation required for the memory remapping.
In the preferred embodiment of the present invention,
bit 2® is brought up into and replaces bit 2*!, while
bits 22! - 2* each shift up one bit position (where bit
2% is lost ”off the end”). This bit shifting scheme can
be seen as follows: (where “bit value” is either 0 or
1):

bit position: 2% 2% ., ., 2% 2% 2% 220 ¥ | | 23 2% 2! 20
bit value: Xy; Xag o o Xps Xpp X1 Xpg Xpg « -« X3 X, X; X
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Resulting in the following remapped memory address:
bit position: 23 23° [ | 22 222 2% 220 319 | 93 52 71 50
bit value: Xap Xog o« X5 X1 Xp Xpo X9« « XY X, X,

]
o

where Y {if failure occurred in upper memory}

]
)

or Y {if failure occurred in lower memory)
Thus, the memory addresses are now remapped
such that section 4 word addresses physically exist in
section 0, section 5 word addresses exist in section 1,
etc. Thus, the location of words in the physical memory
space in the half memory mode of the present invention
is as follows (assuming a failure occurred in upper
memory and therefore bit 22 is forced to a 0 value):

Word (Octal)

Section 0: 0 4 10 14 . . . 1000 1004 . . .
Section 1: 1 5 11 15 . . . 1001 1005 . . .
Section 2: 2 6 12 16 . . . 1002 1006 . . .
Section 3: 3 7 13 i7 . . . 1003 1007 . . .
Section 4: = e
Section 5: --- Diagnostics -- nonexistent --------
Section 6: --- to operating system ----——ceemeeaa_-
Section 7: @ —c—m—emee- e ————————

Those skilled in the art will readily recognize
that a similar result would have occurred had the
failure been in lower memory, in which case sections 0-3
would have been similarly remapped onto Sections 4-7,
and diagnostics would be run in Sections 0-3.

Although some processing efficiency is lost due
to the increased number of conflicts which occur with
only half of the memory available, those skilled in the
art will readily recognize that the bit shifting scheme
of the present invention, wherein bits 2% - 2?%° do not
shift, offers a great hardware speed advantage over
other bit translation schemes wherein all bits are
shifted.
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Although in the preferred embodiment of the
present invention bit 2? is brought up into bit 2%,
those skilled in the art will readily appreciate that 2°
could replace any other suitable bit, as long as the bit
chosen maps into the remaining addressable memory space
after the half memory mode of the present invention is
invoked. ‘

Figure 3 shows a block diagram of the
multiprocessor system 10 of the present invention
connected to a maintenance workstation 30 through a
maintenance channel 36 and an error channel 38. System
10 is also connected through an Input/Output Processor
(IOP) 34 to an operator’s workstation 32. A more
detailed description of the design and operation of IOP
34 can be found in U.S Patent Application Serial No.
07/390,722, to Robert J. Halforad et.ral. entitled,
"Modular I/O System for Supercomputers”, filed August 8,
1989, assigned to Cray Research, Inc., the assignee of
the present invention, which is incorporated herein by
reference.

Maintenance workstation 30 and operator
workstation 32 are comprised of small VME-based
workstations with color graphic CRT, disk drives, etc.
Those skilled in the art will readily appreciate that
any computer system could be substituted for the VME-
based workstation described above. Generally, operator
workstation 32 is used by system operators to run user
task software on multiprocessor system 10. Maintenance
workstation 30 is used by maintenance personnel for
running diagnostics on system 10 when hardware failures
occur. Essentially, operator workstation 32 can be
thought of as the ”“software connection” into system 10
and maintenance workstation 30 can be thought of as the
"hardware connection” into system 10.

When a memory failure occurs in memory 12 of
system 10, system 10 sends error codes along error

channel 38 to maintenance processor 30 to alert
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maintenance personnel that a portion of memory 12 has
failed. Maintenance personnel then bring down system 10
and invoke the half memory mode of the present invention
through maintenance processor 30. The maintenance
personnel then re-dead start system 10 to get the system
up and running. The maintenance personnel can also,
through maintenance workstation 30, set which half of
memory the operating system is to be restricted to, and
can assign any number of processors in system 10 to run
in the ”good” half of memory working on user tasks,
while the remaining number of processors can be assigned
to simultaneously run diagnostics in the ”bad” half of
memory. The number of processors assigned to each half
of memory is determined by maintenance personnel and is
dependent upon the nature of the hardware failure that
occurred.

Maintenance channel 36, in its simplest form,
is comprised of and has the same capabilities as a
standard lowspeed channel. 1In its most sophisticated
form, maintenance channel 36 has the ability to read and
write memory anywhere in system 10 without requiring the
dead start/dump procedure typically required with a
standard lowspeed channel. This form of maintenance
channel 36 also has the ability to control switches on
multiprocessor system 10. From maintenance workstation
30 through maintenance channel 36, then, the maintenance
personnel can set the half memory mode of the present
invention, force processors on and off, assign
processors to certain halves of memory, view error codes
on the maintenance workstation 30 CRT, etc., thereby
allowing them to determine what and where the failure
occurred.

Figure 4 shows a block diagram of a portion of
a processor of the type used in the present invention.
Each processor in system 10 has four ports to common
memory, port A 40a, port B 40b, port C 40c, and port D
40d. Ports A and B are read ports, port C is a write
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port, and port D is an I/O/fetch port. Control 42
contains all the registers and control circuitry
necessary to set up ports A-C and is connected to ports
A-C via lines 41la-c, respectively. I/O control 44 and
fetch control 46 control port D 404 via line 41d. I/O
control 44 and fetch control 46 share liqe 41d on a
multiplexed conflict scheme wherein fetch control 46 has
the highest priority.

Each port 40a-d is two words wide. Each port
can therefore make two word references per clock period
out of the processor for a total of eight references per
clock period per processor. The processor of the type
used with the present invention can therefore also be
thought of as an eight port machine, wherein Port A
includes references 0 and 1, Port B includes references
2 and 3, Port C includes references 4 and 5, and Port D
includes references 6 and 7.

In the fully operational mode of multiprocessor
system 10, outgoing port references travel along lines
43a-d to conflict resolution circuitry 50. Conflict
resolution circuitry 50 has eight outputs 52
corresponding to the eight port references coming in
along lines 43 (since each port is two words wide and
there are four ports, a total of eight port references
are possible on the output side of conflict resolution
circuitry). Conflict resolution circuitry 50 is an
interprocessor port reference arbitrator which resolves
conflicts which occur when two references simultaneously
attempt to access the same memory section.

Conflict resolution circuitry 50 also monitors
subsection busy flags received from memory along
connection 48. In the preferred embodiment of the
present invention, since each of the eight memory
sections is comprised of eight subsections, there are a
total of 64 (8 times 8) subsections, each having one
busy flag per processor. If a particular subsection
busy flag is set, conflict resolution circuitry 50 will
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not allow a reference that subsection until the busy
flag is turned off.

From address bits 2° - 2%, conflict resolution
circuitry 50 generates a select code corresponding to
which port reference wants access to which memory
section. Circuitry 50 sends this select code along line
53 to output logic 54. Circuitry 50 also sends, for
each port reference, 80 data bits and the remaining 29
address bits (bits 2° - 2*!) along lines 52 to output
logic 54. Output logic 54 contains crossbar circuitry
for routing the port references coming in on lines 52 to
the appropriate memory section output 68 according to
the information contained in select code line 53.

When the half memory mode of the present
invention is invoked from the maintenance workstation,
conflict resolution circuitry 50 receives, along line
49, information about what mode the system is in, which
half of memory went down, which half of memory the
operating system is to be restricted to, etc. At this
point, circuitry 50 knows that only four memory sections
are available. Circuitry 50 takes this into account
when generating the select code which it sends to output
logic 54 along line 53. Circuitry 50 also alerts output
logic 54 to perform the address translation described
above.

Figure 5 is a more detailed block diagram of
output logic 54. Output logic 54 performs the physical
bit shifting for the address translation which was
described above. Output logic 54 also contains the
crossbar circuitry for routing port references to the
appropriate memory section. Inside output logic 54,
address bits 2° - 2°! are broken into five bit groups.
Each five bit group is handled by a separate shift logic
60, except shift logic 60f, which handles only bits 2° -
2°. In the fully operational mode of the multiprocessor
system, no address translation is necessary and
therefore shift enables 72 on shift logic 60a-c are held
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at a logical low value. However, in the half memory
mode of the present invention, address translation is
required. Therefore, shift enable 72 is set to a
logical high value so that shift logic 60a 9 - C are
enabled. Since the value of bit 2% is placed into bit
position 2%, and bits 2?* - 2* each shift up one bit
position during the address translation of the half
memory mode of the present invention, bit 22 is fed into
shift logic 60c on line 71c, bit 2*' is fed into shift
logic 60b on line 71b, and bit 2% is fed into shift
logic 60a on line 7la. Shift logic 60a-c then perform
the physical bit shifting for half memory mode address
translation as described herein previously. Because
bits 2°® - 2%° do not shift, shift enables 72 for shift
logic 604~-f are kept tied to a logical low level
(ground). Those skilled in the art will recognize that
shift logic 60c contains extra logic such that bits 17-
20 do not shift.

In the preferred embodiment of the present
invention, the translated addresses next travel along
lines 62 to crossbar circuitry 64. Crossbar circuitry
64 routes for its five bit group, the port references to
the appropriate output 68. Those skilled in the art
will readily recognize and appreciate that output logic
54 need not be constructed precisely as described above.
For example, in an alternate preferred embodiment of the
present invention, crossbar circuitry 64 could precede
shift logic 60 without departing from the scope of the
present invention.

Finally, outputs 68a are loaded into the same
line such that all bits of one address (bits 23-2*!) are
sent to common memory 12 on memory section output 68 (as
shown in Figure 4).

Upper 256K Mode
The upper 256K mode of the present invention is

especially designed for those hardware failures which
occur internal to a processor or in processor dedicated
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logic. 1In this mode, the upper 256K words of memory are
reserved for use by a single processor and diagnostics
while the operating system/user tasks are allowed to
continue running in the remaining portion of memory.

Figure 6 shows a block diagram of shared memory
12 and its eight memory sections 13. Due to the memory
interleaving utilized in multiprocessor system 10, the
last 256K of addressable memory space is physically
located in the area of memory indicated by phantom line
80. Those skilled in the art will recognize that this
mode does not affect the memory interleaving, and that
hence no remapping of memory addresses is required. The
operating system need only be alerted that it has 256K
words less on the upper side of memory in which to
assign user tasks. ,

Those skilled in the art will readily recognize
that one problem which occurs when a processor is
removed from the operating system, is that the operating
system no longer has access to that processor’s I/O.

For example, if the processor is connected to IOPs, high
speed channels, etc., those I/O functions are no longer
available to the operating system. Thus, in the upper
256K mode of the present invention, two submodes are
available to minimize these effects. The first of these
two is the ”CPU only” submode. This submode forces port
A, B, C and port D fetch references to the upper 256K of
memory, such that the operating system retains access to
the I/0 of the processor which was removed from the
system. The second submode is the ”CPU + I/0” submode.
In this submode, when a processor is lost to the
operating system the I/O associated with that processor
is lost as well. Those skilled in the art will ready
appreciate that which of these modes is invoked depends
upon where the hardware failure may have occurred.

Referring again to Figure 5, the ”CPU + I/0”
submode of the preferred embodiment of the present
invention will be explained. When this submode is
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invoked through the maintenance processor, an associated
signal is sent along lines 74a-c to crossbar circuitry
64. Crossbar circuitry 64 contains force logic 66
which, when enabled by lines 74a-c, forces all the
corresponding bits for that crossbar circuit to a
logical 1. Since the processor being taken away from
the operating system is being forced into the upper 256K
words of memory, bits 18-31 are forced to a logical 1.
Thus, only crossbar circuitry 64a-c (which handle bits
18-31) can have its force logic 66 enabled in this
manner. Cross bar circuitry 64c, in the preferred
embodiment of the present invention, requires extra
logic such that bit 17 doés not get forced. Crossbar
circuitry 64d-£, handling bits 3-16, have their
corresponding force enables 74d-f tied to ground, since
those bits are never forced. 1In the ”CPU + I/O” submode
of the preferred embodiment of the present invention,
the upper bits 18-31 are forced irrespective of what

port the reference came from. )
In the ”CPU only” submode of the preferred

embodiment of the present invention, because port
reference from ports A, B or C are simply read or write
references and therefore do not require I/O access, bits
18-31 on ports A, B, and C are all forced to 1 in the
same fashion as that described above for the ”CPU + I/0”
submode of the present invention. - In the ”CPU
only” submode of the present invention, to ensure that
the I/0 capabilities of the failed processor are
available to the rest of the system, bits 18-31 port D
are not forced to a logical 1 by circuitry 64a-c.
Rather, they are forced by fetch control 46. In this
manner, the I/0 for the processor which was removed from
the operating system is not forced into the upper 256K
words of memory, and therefore the I/O0 to that processor
is still available to the operating system. Those
skilled in the art will readily recognize and appreciate
that a great advantage of this scheme is that since the
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I/0 is not removed, the entire multiprocessor system
does not have to be reconfigured.

The following table is a summary of the upper
256K mode of the preferred embodiment of the present
invention, which shows each of the eight ports and in
which of the two submodes of the preferred embodiment of

the present invention bits 18-21 are forced to a 1:

Port Submode
CPU only (ports
A,B, C, and port CPU only (port CPU + I/0
D fetch) D I/0)

0
NOAUIdWNNREO
TN TR TR RN
S R e R e

where Y = forced to 1, and

N not forced.

Although a specific embodiment has been
illustrated and described herein, it will be appreciated
by those of ordinary skill in the art that any
arrangement which is calculated to achieve the same
purpose may be substituted for the specific embodiment
shown. For example, different address translation
methods, different logic designs, or different
multiprocessor systems could be used without departing
from the scope of the present invention. This

application is intended to cover any adaptations or
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manifestly intended that this invention be limited only

by the claims and the equivalents thereof.
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WHAT IS CLAIMED IS:

1. A method of operating a multiprocessing system in a
degraded performance mode while simultaneously running
programs and diagnostics, comprising the steps of:

(a) detecting a hardware failure in a portion of
memory shared by a plurality of processors:;

(b) determining an approximate location in the
shared memory where a hardware failure occurred;

(c) dividing the shared memory into a failed shared
memory portion and a failure free shared memory portion;
(d) determining how many of the processors are
required to diagnose the hardware failure, such that the
processors are divided between diagnostic processors and

operating system processors;

(e) restricting the diagnostic processors to the
failed shared memory portion;

(f) restricting the operating system processors to
the failure free shared memory portion;

(9) running the diagnostics on the diagnostic
processors on the failed shared memory portion; and

(h) simultaneously running the operating system on
the operating system processors in the failure free

shared memory portion.

2. The method according to claim 1 wherein restricting
step (e) further includes the step of performing an

address translation in the diagnostic processors such
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that memory references are remapped into the failed

shared memory portion.

3. The method according to claim 2 wherein restricting
step (e) further includes the step of performing an
address translation on the operating system processors
such that memory references are remapped into the

failure free shared memory portion.

4. The method according to claim 3 wherein the failed
shared memory portion is defined as one half of the
shared memory, and the failure free shared memory

portion is defined as the other half of the shared

memory.

5. The method according to claim 4 Wherein the two
halves of memory are divided in terms of upper memory

and lower memory.

6. The method according to claim 5, wherein the address
translation further comprises the steps of:

(a) shifting bits 2% through 2*! up one bit position
in the address;

(b) moving the value of bit 2% into bit position
2?'; and

(c) forcing the value of bit 2° to a logical high
value if the failed memory portion is contained in the

lower half of memory, or to a logical low value if the
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failed memory portion is contained in the upper half of

memory .

7. A method of operating a multiprocessing system in a
degraded performance mode while simultaneously running
programs and diagnostics, comprising the steps of:

(a) detecting a hardware failure in one of the
processors attached to memory shared by all processors;

(b) determining the size of a diagnostic portion of
the shared memory necessary to diagnose thé hardware
failure, such that the shared memory is separated into a
diagnostic memory portion and an operating system memory
portion;

(c) restricting the failed processor to the
diagnostic memory portion;

(d) restricting the operating system to the
operating system memory portion;

(e) running a diagnostic program on the failed
processor, utilizing the diagnostic memory portion;

(f) simultaneously running the operating system on
the remaining processors, utilizing the operating memory

portion.

8. The method according to claim 7 wherein the
restricting step (c) further comprises the step of
performing an address translation in the failed
processor such that all failed processor memory

references refer to the diagnostic memory portion.
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9. The method according to claim 7 wherein the
restricting

step (d) further comprises the step of performing an
address translation in the failure free processors such
that all the failure free processors memory references

refer to the operating system memory portion.

10. The method according to claim 8 further comprising
the step of forcing the number of upper address bits
corresponding to the size of the diagnostic memory

portion to a logical high value.

11. The method according to claim 7 wherein the
diagnostic memory portion is defined as the upper 256K

words of the shared memory.
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