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(57) Abstract

A mechanism and process for feathering a first image (24) and a second image (22) in a composite image (38) include defining an
original matte image (32). A portion of the original matte image is box filtered horizontally and vertically to generate an intermediate
matte image. At least a portion of the intermediate matte image is box filtered horizontally and vertically to generate a processed matte
image. An edge biasing function is applied to the processed matte image. Edge biasing includes further modifying pixel values on an edge
by changing the contrast and brightness of the matte image. A composite image including the first image and the second image is then
generated after applying the edge biasing function to the box—filtered processed matte image.
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APPARATUS AND METHODS FOR SELECTIVELY FEATHERING
THE MATTE IMAGE OF A COMPOSITE IMAGE

Field of The Invention
The present invention relates generally to image editing systems, and more particularly,
to techniques for feathering images such as for combining two images to produce a composite

image.

Background of The Invention

Producers of motion video programs use a variety of special effects to produce a final
product. A graphics editor performs the task of adding special effects to motion video segments
using a graphics workstation.

~ Feathering is a special effect that blurs one or more portions of a video image. Feathering
often is used when creating a composite video image from a foreground image and a background
image. The graphics editor feathers the border between the images thereby blending the images
together to create an effect that the two images are truly one image. For example, a composite
image including a foreground image of two people walking and a background image of a desert
scene, when feathered, provides an appearance of the two people walking in the desert.

The graphics editor generally manipulates a number of images to create a composite
image, as illustrated in Fig. 1. Typically, the graphics editor takes a foreground image 24 from a
first image 20. and a background image 26 from a second image 28, and combines them using a
matte image 32 to form a composite image 38. The matte image is a gray scale image used to
generate the composite image 38. In particular, the light area of the matte image indicates that
the area 24 of the first image 20 is to be used as the foreground image, and that the area 22 is to
be ignored. Similarly, the dark area 36 of the matte image indicates that the area 26 of the
second image 28 is to be the used as the background image.

Before generating the composite image 38, the graphics editor modifies the matte image
so that the graphics workstation generates a feathering effect between the foreground and
background images 24 and 26. In particular, the border area between the light and dark area of
the matte image is filtered. If the matte image uses a gray scale that ranges between 0 and 2535,
the dark area for the background is 0, the light area for the foreground is 255, and the border area
between the dark area and light area has values between 0 and 255 depending on the type of

filtering applied to the matte image. The degree of realism in the composite image 38 often
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depends on the type of filtering. When filtering is poor, the viewer may identify a border 36
between the foreground image and the background image so that the effect of interaction
between objects in the two images is diminished or lost.

One conventional filter is a box filter which is commonly implemented as a finite impulse
response filter (FIR). When a graphics editor filters a matte image through a box filter, the
graphics editor identifies a border area in the matte image, and applies the box filter to each pixel
of the border area. Fig. 2 illustrates a 3x1 box filter function. According to this box filtering
function, a presently processed pixel value P, is set equal to an average of pixel values P, ,, P,
and P,,,. Each pixel value is equally weighted as indicated by the flat slope of the box filtering
function.

Filtering may be applied in two dimensions. Fig. 3 illustrates a 3x3 box filtering
function. Here, the value of the center pixel is set to be the average of the values of the center
pixel and the eight surrounding pixels, and the value of each pixel is equally weighted.

Another type of filter is a Gaussian filter which is also commonly implemented as an FIR
filter. The Gaussian filter is defined by a Gaussian function, as illustrated in Fig. 4. The
Gaussian filter weights each pixel according to its proximity to the pixel being processed, i.e., the
center pixel. Fig. 4 shows a 3x1 Gaﬁssian filter that weights the pixel P, by more than the
adjacent pixels P, | and P,,,. A Gaussian filter may be implemented as a two-pass FIR filter: one
pass for the horizontal direction, and one pass for the vertical direction.

Producing composite images using such filtering techniques has certain drawbacks. In
particular, using a conventional box filtered matte image to create a feathered composite image
typically provides unsatisfactory results, i.e., the composite image does not provide a realistic
appearance of interaction between objects in the foreground and background images of the
composite image. Also, box filtering provides biased results when the width of the filter is
defined by an even number of pixels. For example, a typical 4x1 box filter processes the present
pixel, one pixel to the left of the present pixel, and two pixels to the right of the present pixel.
This unbalanced use of image data effectively shifts the results by half a pixel, and may be
noticeable to the viewer. In particular, when playing a sequence of images, portions of the video
image may appear to jitter due to box filtering using an even width box filter.

A composite image generated from a Gaussian filtered matte image generally provides
suitable results. That is, the composite image provides a realistic appearance that objects in the

foreground image are disposed within the background image. However, Gaussian filtering
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results in a substantial amount of processing time since each p_ixel value is multiplied by a
weighted coefficient. For example, a 32x32 Gaussian ﬁlter-operating on a 132 MHZ Power PC
available from Apple Computer of Cupertino, California, requires approximately 1.5 minutes to
filter completely a typical matte image having a dimension of 720x486 pixels. Accordingly,
Gaussian filtering is impractical for feathering image sequences of 100 images or even 1000
images as often desired in the movie and television industries. Furthermore, as the width of the
Gaussian filter increases, processing time increases. In particular, each pixel increase in the
width of a Gaussian filter adds one multiply operation per pass and one add operation per pass
for each pixel to be processed.

Using a matte image that has been filtered as described above also results in a composite
image which has equal amounts of feathering into the foreground image and feathering out into
the background image. However, in some cases, such a result creates artifacts in the image that
are unacceptable. For example, if a picture of a yellow ball is being combined with an image of
a grey sky background, feathering in of the grey sky into the yellow ball may produce
undesirable results, such as a halo image around the ball (a halo effect is shown in image 38, Fig.
1).

One way to avoid such an undesirable result is by changing an outline which
circumscribes a processing area of the image and reprocessing the image which results in
numerous additional calculations. In addition, if the outline does not carefuily circumscribe the
processing area, the resulting image may not be accurate. For example, the resulting image may

include overlapping portions or pinched corners.

Summary of the Invention

The drawbacks of other filters may be overcome by box filtering a matte image
horizontally with tail canceling, and vertically with tail canceling. A filtered image also may be
adjusted to control the amount of feathering in or out of an image by applying an edge biasing
function to the filtered image to create the matte image used to composite the image.

Accordingly, in one aspect a computer-implemented process for feathering a first image
and a second image in a composite image uses an original matte image. The matte image may be
defined in any manner but is typically defined according to a first and second image. A portion
of the original matte image is box filtered horizontally and vertically to generate an intermediate

matte image. At least a portion of the intermediate matte image is box filtered horizontally and
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vertically to generate a processed matte image. An edge biasing function is applied to the
processed matte image. A composite image including the first image and the second image is
then generated using the box-filtered processed matte image as modified by the edge biasing
function.

In another aspect, an apparatus feathers a first image and a second image in a composite
image using a matte image. The matte image may be defined according to either the first or
second image or both, or according to some other image. At least a portion of the original matte
image is box filtered horizontally and vertically to generate an intermediate matte image. At
least a portion of the intermediate matte image is box-filtered horizontally and vertically to
generate a processed matte image. An edge biasing function is applied to the processed matte
image. A composite image including the first image and the second image is then generated
based on the box-filtered processed matte image to which the edge biasing function has been
applied.

In another aspect, the original matte image and the intermediate matte image are filtered
using one dimensional (i.e., nx1 and 1xm) box filters.

In another aspect, a desired level of edge biasing is selected from a range of edge biasing
values and the edge biasing function is generated according to the desired level of edge biasing.
In another aspect, defining a desired direction of edge biasing includes specifying a desired level
of edge biasing representing proportionally more feathering in or feathering out or specifying
equal feathering. In another aspect, values in an edge biasing table are scaling factors
representing the desired level of edge biasing.

In another aspect, a composite image is produced by the process of selectively feathering
a matte image. The matte image is produced by filtering a matte image to produce a feathered
matte image. An edge biasing function is applied to the feathered matte image and the resuiting
selectively feathered matte image is used to produce the composite image.

In another aspect, a method includes generating a matte image for use in feathering a
composite image. A filtered matte image is received and an edge biasing function is applied to
the filtered matte image.

In another aspect, edge biasing involves adjusting contrast and brightness features of an

edge of a matte image.
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Brief Description of the Draw_ing

In the drawing, 7

Fig. 1 is a block diagram of a process for generating a feathered composite image;

Fig. 2 is a graph of a 3x1 box filter function;

Fig. 3 is a graph of a 3x3 box filter function;

Fig. 4 is a graph of a 3x1 Gaussian filter function;

Fig. 5 is a block diagram of a compositing system for generating a composite image in
one embodiment;

Fig. 6 is a flow diagram of a method according to one embodiment;

Fig. 7a is a graph of a horizontal filtering function according to one embodiment:

Fig. 7b is a graph of a vertical filtering function according to one embodiment;

. Fig. 8ais a graph of the result of feathering in edge biasing;
Fig. 8b is a graph of the result of equal edge biasing; and

Fig. 8c is a graph of the result of feathering out edge biasing.

Detailed Description

The present invention will be more completely understood through the following detailed
description which should be read in conjunction with the attached drawing.

One embodiment is directed to a system for selectively feathering two images in a
composite image and will be described in connection with Fig. 5. The operation of the modules
of Fig. 5 will be described below in connection with Fig. 6. The system shown in Fig. 5 may be
implemented as described below. One module of this system is a graphical user interface 52
which receives user input 50 and which outputs display data 54 to allow the user to input desired
characteristics for the image composition. Through user input 50 to the graphical user interface
module 52, a user may define feathering information 56. The feathering information 56 includes
information to determine what size and type filter to apply to the matte image 64 and may be
generated from a number of sources other than the graphical user interface, including a data file.

Another module is filter 58 which receives feathering information 56 and applies a
corresponding filter to matte image 64 to output a feathered matte image 70. An edge biasing
module 68 receives edge biasing data 66, which may be defined by user input 50 through the
graphical user interface module 52. The edge biasing module 68 also receives the feathered

matte image 70 which is output from the filter module 58. The edge biasing module 68 applies
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an edge biasing function according to the edge biasing data 66, to the feathered matte image 70
and outputs a selectively feathered matte image 72. Blender module 74 receives the selectively '
feathered matte image 72, along with image 60 and image 62 to produce a composite image 76.

An example computer system to implement the system shown in Fig. 5 typically includes
a main unit connected to both an output device which displays information to a user and an input
device which receives input from a user. The main unit generally includes a processor connected
to a memory system via an interconnection mechanism. The input device and output device also
are connected to the processor and memory system via the interconnection mechanism.

It should be understood that one or more output devices may be connected to the
computer system. Example output devices include a cathode ray tube (CRT) display, liquid
crystal displays (LCD), printers, communication devices such as a modem, and audio output. It
should also be understood that one or more input devices may be connected to the computer
system. Example input devices include a keyboard, keypad, track ball, mouse, pen and tablet,
communication device, and data input devices such as sensors. It should be understood the
system of Fig. 5 is not limited to the particular input or output devices used in combination with
the computer system or to those described herein.

The computer system may be a general purpose computer system which is programmable
using a high level computer programming language, such as “C”. The computer system may
also be specially programmed, special purpose hardware for performing functions of one or more
of the modules in Fig. 5. In a general purpose computer system, the processor is typically a
commercially available processor, of which the series x86 processors, available from Intel, and
similar devices from AMD and Cyrix, the 680X0 series microprocessors available from
Motorola, the PowerPC microprocessor from IBM and the Alpha-series processors from Digital
Equipment Corporation, are examples. Many other processors are available. Such a
microprocessor executes a program called an operating system, of which WindowsNT, UNIX,
DOS, VMS and OS8 are examples, which controls the execution of other computer programs
and provides scheduling, debugging, input/output control, accounting, compilation, storage
assignment, data management and memory management, and communication control and related
services. The processor and operating system define a computer platform for which application
programs in high-level programming languages are written.

A memory system typically includes a computer readable and writeable nonvolatile

recording medium, of which a magnetic disk, a flash memory and tape are examples. The disk
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may be removable, known as a floppy disk, or permanent, known as a hard drive. A disk has a
number of tracks in which signals are stored, typically in bihary form, i.e., a form interpreted asa
sequence of one and zeros. Such signals may define an application program to be executed by
the microprocessor, or information stored on the disk to be processed by the application program.
Typically, in operation, the processor causes data to be read from the nonvolatile recording
medium into an integrated circuit memory element, which is typically a volatile, random access
memory such as a dynamic random access memory (DRAM) or static memory (SRAM). The
integrated circuit memory element allows for faster access to the information by the processor
than does the disk. The processor generally manipulates the data within the integrated circuit
memory and then copies the data to the disk when processing is completed. A variety of
mechanisms are known for managing data movement between the disk and the integrated circuit
memory element, and the invention is not limited thereto. It should also be understood that the
system of Fig. 5 is not limited to a particular memory system.

It should be understood the system of Fig. 5 is not limited to a particular computer
platform, particular processor, or particular high-level programming language. Additionally, the
computer system may be a multiprocessor computer system or may include multiple computers
connected over a computer network.

The compositing of two streams of video data, may be performed by a computer program
executed on general purpose circuits, or may be performed by special purpose hardware
associated with the computer system, such as shown in U.S. patent 5,644,364 (Kurtze); which is
incorporated by reference.

The process of selectively feathering an image is shown in Fig. 6. In step 81, a matte
image having different gray scale values to indicate areas for a foreground image and a
background image is formed, for example, by using a graphics editor or other editing tool. In
general, each image is defined as a bit-mapped picture, in which each pixel has a value. The
value of each pixel represents a value on a scale of zero (0) to one (1), with zero corresponding to
a fully transparent color and one corresponding to a fully opaque color. In an 8-bit system the
gray scale ranges from 0-255, and the matte image uses 0 to indicate the area of the background
image (indicated by the dark region in the matte image 32), and 255 to indicate the area of the
foreground image (indicated by the light region 30). In step 82, a processing area is defined by a
bounding box and includes an area defined by the border between the foreground and

background image which is between the light and dark area, i.e., where the gray scale values
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transition from 0 to 255. The rectangular bounding box around the border area is extended in
each direction by n pixels to form the processing area. -

In step 84, the proc;essing area of the matte image is filtered. In one embodiment, the
matte image is filtered first horizontally with tail canceling, defined below, and then vertically
with tail canceling. Other kinds of filtering also may be used. In particular, each row of pixels in
the processing area is filtered using an nx1 horizontal box filter with tail canceling. Value n is
the size of the one dimensional box filter. After each row of pixels in the processing area has
been filtered horizontally, each column of pixels in the processing area is filtered using a 1xm
vertical box filter with tail canceling.

When filtering in the horizontal direction using an nx1 box filter, each row or horizontal
line is processed one at a time. In particular, a first pixel B, in a horizontal line is calculated by
computing an intermediate sum R, ;, according to the following equation, wherein A_, is an input

pixel of a source image:

Rip = Appiap Tt Aup T Aup H Asip + o + Aguuiyn (Eq. 1)

For pixel locations beyond the matte image edge, the box filter uses the value of the edge pixel of
the matte image. The intermediate sum R,, may be stored in a memory or may be stored locally
in a register of a processor. The value of the first output pixel B,, which is the result of

horizontal filtering is then set equal to the average pixel value using the following equation:

B,y = Ryp/n (Eq. 2)

Next, a value for a next pixel B,,,, is determined. The nx1 box filter determines a new
intermediate sum R,,,,. Rather than recalculating the intermediate sum R,,, , using Eq. (1), the
previously stored intermediate sum R, , is used to determine the new intermediate sum R, . In

particular, the new intermediate sum R,,, , is determined according to the following equation:

Ruip = Ryp - Aa-(n-l)/Z,b + Aa+((n-l)/2)+1,b (Eq. 3)

In Eq. (3), the value of the pixel that is no longer covered by the nx1 box filter is subtracted, and

adds the value of the new pixel covered by the nx1 box filter. This kind of filtering is called “tail
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canceling” because the value of the pixel that is no longer covered by the box filter is dropped
from the filter. This new intermediate sum R,,,,, is stored in memory and used to determine the
value for pixel B,,,, by dividing B,,,, by n. The tail canceling process is repeated when
determining a new intermediate value (e.g., R,.,;) and a new value for pixel (e.g., B,,,,,) until the
end of the horizontal line is reached. The process is then repeated for a next horizontal line
beginning with a determination of an initial intermediate value R, ., using a calculation similar
to that shown in Eq. (1). However, each subsequent determination of an intermediate value uses
a calculation similar to that shown in Eq. (3). The horizontal filtering step is finished when each
pixel in the processing area has been filtered.

Next, the processing area is vertically filtered with tail canceling using a 1xm vertical box
filter in a manner similar to that described above for horizontal filtering. In particular, each
column of the processing area is processed one at a time. The value of the first pixel C,, is

determined by generating an intermediate sum S, , according to the following equation:
S,p = Ba,b—(n-l)/Z,b T+t By + Byt Boper T Ba,b+(n-1)/2 (Eq. 4)
Then, the value of the pixel C,, is determined using the following equation:
Cop = Suy/n (Eqi )

After the value of the pixel C,;, has been determined, the vertical filter proceeds to process a new
pixel C, ., in the vertical direction. In particular, a new intermediate sum S, ., is determined

according to the following equation:

Sipit = Sap - Ba,b-(n-l)/2 + Ba,b+((n-1)/2)+l (Eq. 6)

The subtracted pixel value corresponds to the pixel that is no longer covered by the vertical box
filter after it is moved to process the next pixel C,;.;. Furthermore, the added pixel value
corresponds to the pixel that is newly covered by the vertical box filter after it is moved to
process the next pixel C,,,. Then, the value of the pixel C,., is determined using the following

equation:
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Cipt = Sppu/n (Eq. 7)

The result obtained by box filtering the processing area through an nx1 horizontal box
filter and a 1xm vertical box filter is mathematically equivalent to the result obtained by box
filtering the processing area through an nxm box filter. The end result is a ramped effect along
the border area between the light and dark area where the pixels along the border increase in
value linearly.

In step 86, the processing area is box filtered again horizontally with tail canceling and
vertically with tail canceling using the same nx1 and 1xm box filters, respectively to produce
pixel values P,,. The end result is that the pixels along the border area between the dark and light
areas increase in value parabolically. The second pass through the filters allows for a more
natural blending on the border between the dark and light areas. A similar mathematical effect
would be achieved if the processing area were processed through a triangle filter with twice the
width of the box filter. Such a triangular filter generally requires more processing time because
it involves more weight coefficient calculations.

The result of the filtering steps described above is a filtered matte image which is used to
create feathering of two images in a composite image. Feathering removes high frequencies in
the matte image and smooths the image by blurring the edges. However, it may be desirable to
selectively feather an image by specifying a direction of the feathering. The direction of
feathering means the amount of feathering which is to occur inside or outside an object in an
image. The amount may include the proportional amount of feathering into the object in the
image as compared to feathering outside the object or the proportional amount of feathering on
the border, also referred to as the edge, between the background and foreground images.
Therefore, the process as described above in steps 81-86 may be expanded further to include
edge biasing which includes a step of defining a direction of feathering. Edge biasing refers to
further modifying pixel values on the edge after feathering or blurring of the edge, by changing
the contrast and brightness of the matte image. The matte image is adjusted by changing values
of the pixels in the matte image and will be described further below.

In step 87, this selectable feathering generally may be represented by a mathematical
function. This function may be implemented in many ways, such as by direct calculation or by
defining and using a look up table. This function may be generated based on user input as

described below and may be used in a post-processing step which is performed on a feathered
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matte image after filtering of the matte image has been completed.

In one embodiment a look up table includes 256 scaiing values based on a selected
amount of edge biasing as applied to the edge biasing function. The number of values in the
table is related to the dynamic range of the system used for generating the composite image. As
stated above, an 8-bit system uses pixel values from 0-255, while a 10-bit system uses values
from 0-1023. The edge biasing corresponds to a desired level of feathering in or feathering out,
or to a ratio of the proportional amount of feathering in to feathering out along the edge of the
foreground and background images.

In one embodiment a user may select an amount of edge biasing by moving a slider
included in a graphical user interface. A selectable range of edge biasing may include, for
example values from -100 to 100. As a user selects smaller values, such as values closer to the
edge biasing value -100, the amount of feathering in increases, and therefore, a proportional
amount of feathering out decreases. This results in less of the foreground image being seen in
the resulting composite image as more of the background image is feathered into the foreground.

When a user selects larger edge biasing values, such as values closer to 100, the amount
of feathering out increases, and therefore, a proportional amount of feathering in decreases. This
results in less of the background image being seen in the resulting image as more of the
foreground image is feathered out to the background. An edge biasing value chosen in the center
of the range of selectable values, such as 0 in this example, results in equal amounts of feathering
in and out. The range of the selectable edge biasing values may be defined with any nﬁmbering
scheme which allows a user to identify one end of the range as resulting in more feathering out
and one end of the range resulting in more feathering in as applied to the composite image.

In one embodiment, there is a linear relationship between the user selected edge biasing
values and the scaling values to be applied to the pixel values. The relationship may be defined

as follows:
P, = bias (P, E) (Eq. 8)

The value E is the amount of edge biasing selected by a user. Edge biasing is applied to pixel P,
which is determined through the above filtering steps, based on the user input value E. P’ is
the value of a pixel in a resulting composite image which has been scaled according to the

selected edge biasing. In one embodiment, this relationship may be expressed as follows:
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If edge biasing value E = 0, then: _
Pu=Py (Eq.9)
If edge biasing value E < 0, then:
P, =(1.0+E/100)* P, +2.55*E (Eq. 10)
If edge biasing value E > 0, then:
P’ = (1.0 + E/100) * P, (Eq. 11)

with limits such that if P’,;, > 255, then P’ = 255 and if P*,, <0, then P’ ,, = 0.

After the filtered values of the pixels in the matte image have been determined, as
discussed above in steps 81-86, then the selected edge biasing is applied to the filtered pixel
values (P, ) in step 88, using the corresponding edge biasing function.

In one embodiment using a look up table, the value for each pixel in the processing area

of the matte image is applied to the look up table in step 88 according to the following equation:
P’y =LUT [Pyy) (Eq. 12)

Thus, a pixel P’,, is the value of a pixel in the resulting composite image which has been scaled
according to the selected desired edge biasing after the filtering process. Pixel P,, is determined
through the above filtering steps and is applied to the look up table to generate the value P,
representing the effect of the specified edge biasing. In this embodiment there is a linear
relationship between the user selected edge biasing values and the scaling values for the look up
table. Other linear and nonlinear relationships also may be defined.

For example, as shown in Fig 8a, the resulting values of P, are shown after taking into
account filtered pixel value P, and a look up table with 256 values representing a user selected
edge biasing value of -100. As discussed above, this results in an image with a greater amount of
feathering in characteristics as compared to feathering out. As shown in Fig. 8a, when an input

to the look up table is a value of 0 for P, which is edge biased for feathering in, the result is an
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output value of P’,, of 0. When the value of P,,,= 128, then the output value P’,, = 0 and when
P,, =255, then P',, = 255. ‘ '

Fig. 8b shows an example result of a user selecting an edge biasing value of 0, which in
this example indicates the user desires equal amounts of feathering in and out. As shown in Fig.
8b, when an input to the look up table is a value of 0 for P, , with an edge biasing value of 0, the
result is an output value of P’,, of 0. When the input value of P,, = 128, then the value of
P’,»=128 and when the input value of P, ;=255 the resulting output value of P’,, =255

Fig. 8c shows an example result of a user selecting an edge biasing value of 100, which in
this example indicates the user desires an image with greater feathering out characteristics as
compared to feathering in. According to this selection, when the input to the look up table is a
value of 0 for P, ,,, the output value of P’, =0. When the input value of P, =128, then the value
of P’,,=255 and when the input value of P ,,=255, the resulting output value of P, =255,

Referring again to Fig. 6, in step 90, the graphics editor may wish to incorporate
additional special effects such as color change effects or opacity effects. The graphics editor
may incorporate such effects by combining the box filtered matte image area with other matte
images using multiplication or minimization operations. In step 92, a feathered composite image
is generated using the selectively feathered matte image according to conventional methods.

An example will now be explained with reference to Figs. 7a and 7b. Fig. 7a illustrates
how a 5x1 horizontal box filter calculates a pixel B,,. The 5x1 horizontal box filter sets the
value of the pixel B, }, to be the average of A, its two neighbors to the left A, ,, and A‘a_,.b and its
two neighbors to the right A,,,, and A,,,,. Each pixel value is equally weighted. Then, the 5x1
box filter proceeds horizontally to process an adjacent pixel. When processing the adjacent
pixel, the value is determined using an intermediate value calculated using a tail canceling
operation. In particular, as described above, the pixel value of the pixel that is no longer covered
by the box filter is subtracted from the intermediate value, and adds the value of the newly
covered pixel to the intermediate value. Fig. 7b illustrates a 1x5 vertical box filter for calculating
apixel C,, in a similar manner.

Filtering the processing area through a 5x1 horizontal box filter with tail canceling and a
1x5 vertical box filter with tail canceling is equivalent to filtering the processing area through a
5x5 box filter. However, processing time is reduced by the tail canceling process so that the
majority of pixel value determinations only include one subtract operation, one add operation,

and one divide operation for each pass.
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Composite images generated using the process shown in Fig. 6 are generally. of
substantially higher quality than those that are processed only 6nce by a box filter. In particular,
results of the process of F1g 6 are difficult to distinguish from composite images generated using
a Gaussian filter. Furthermore, the time to box filter the processing area using the process shown
in Fig. 6 is substantially less than that by either a conventional box filter or a Gaussian filter.

Modifications and enhancements may be made to the above-described embodiments, and
are intended to be included within the scope of the invention. For example, the order of
horizontally filtering and vertically filtering may be reversed. According to an embodiment,
processing area is vertically filtered with tail canceling before being horizontally filtered with tail
canceling. The end result after box filtering the processing area first vertically, then horizontally,
is equivalent to filtering the processing area first horizontally, then vertically.

Additionally, the box filter may have an even filter width without biasing the image in a
particular direction. In particular, when filtering the processing area, the first pass through the
box filter should bias each pixel in one direction, e.g., to the left. The second pass through the
box filter should bias each pixel in the opposite direction, e.g., to the right. The end result is that
there is no overall biasing.

Also, it should be understood that the filter widths of the horizontal box filter and the
vertical box filter may be extended without significantly decreasing performance. In particular,
only the initial pixel value calculation is affected, i.e., the calculation includes one additional add
operation. Other additional operations are not required to extend filter width per pass.

Additionally, it should be understood that the filter width of the one dimensional
horizontal box filter and the filter width of the one dimensional vertical box filter do not need to
be the same. Different feathering effects are possible by using different filter widths for the
horizontal and vertical box filters, and by using different filter widths for the box filters when
processing the matte image for the first time, and subsequently processing the matte image for
the second time.

Furthermore, the embodiments are suitable for real time applications since processing
time is substantially reduced. Accordingly, foreground and background images may be blended
in real time.

Having now described a few embodiments of the invention, it should be apparent to those
skilled in the art that the foregoing is merely illustrative and not limiting, having been presented

by way of example only. Numerous modifications and other embodiments are within the scope



WO 98/46013 PCT/US98/06258

-15-

of one of ordinary skill in the art and are contemplated as falling within the scope of the

invention as defined by the appended claims and equivalenfs thereto.
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CLAIMS |
1. A method for feathe}'ing a first image and a second ifnage in a composite image using an
original matte image, comprising the steps of:

box filtering at least a portion of the original matte image horizontally and vertically to
generate an intermediate matte image;

box filtering at least a portion of the intermediate matte image horizontaily and vertically
to generate a processed matte image;

applying an edge biasing function to the processed matte image; and

generating the composite image including the first image and the second image according

to the box-filtered matte image as modified by the edge biasing function.

2. . The method of claim 1, wherein the step of applying an edge biasing function includes:
selecting a desired direction of edge biasing; and

generating edge biasing values according to the selected desired direction.

3. The method of claim 2, wherein the desired direction includes at least one of feathering

in, feathering out or equal feathering.

4. The method of claim 2, wherein the edge biasing function changes contrast and

brightness in the feathered matte image.

5. The method of claim 1, wherein each matte image includes a plurality of pixels, and
wherein at least one of the steps of box filtering includes a step of tail canceling so that a value of

a pixel of the tail canceled matte image is a result of a subtract operation.

6. The method of claim 1, wherein the step of box filtering the original matte image
includes a step of processing the original matte image through a first box filter having an even
filter width that is biased in a first direction; and wherein the step of box filtering the
intermediate matte image includes a step of processing the intermediate matte image through a
second box filter having an even filter width that is biased in a second direction that is opposite

the first direction.
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7. The method of claim 1, wherein at least one of the steps of box filtering includes a step of

processing a matte image through a one dimensional box filter.

8. The method of claim 1, wherein each matte image includes a plurality of rows of pixels,
and wherein the method further comprises a step of:

increasing a filter width of a box filter so that the box filter performs an extra add
operation when calculating a value of an initial pixel of a row of pixels of a matte image, while
maintaining the number of add operations when calculating values of other pixels in the row of

pixels of the matte image.

9. The method of claim 1, wherein at least one of the steps of box filtering includes steps of:
processing a matte image through a one dimensional vertical box filter having a first
width; and
processing the matte image through a one dimensional horizontal box filter having a

second width that is different than the first width.

10. The method of claim 1, wherein each step of box filtering and the step of generating is
performed in real time, and wherein the method further includes a step of:

displaying the composite image on a display device in real time.

11. An apparatus for feathering a first image and a second image in a composite image,
comprising:
a general purpose computer including:
a memory that stores a program; and
a processor that, when executing the program, receives an original matte
image, box filters at least a portion of the original matte image horizontally and
vertically to generate an intermediate matte image, box filters at least a portion of
the intermediate matte image horizontally and vertically to generate a processed
matte image, receives an edge biasing function, applies the edge biasing function
to the processed matte image, and generates a composite image including the first
image and the second image based on the box-filtered processed matte image as

modified by the edge biasing function.



10

15

20

25

30

WO 98/46013 PCT/US98/06258

-18-

12. The apparatus of claim 11, wherein each matte image includes a plurality of pixels, and
wherein the processor, when box filtering a matte image, tail cancels the matte image so that a

value of a pixel of the tail canceled matte image is a result of a subtract operation.

13.  The apparatus of claim 11, wherein the processor, when box filtering the original matte
image, processes the original matte image through a first box filter having an even filter width
that is biased in a first direction; and wherein the processor, when box filtering the intermediate
matte image, processes the intermediate matte image through a second box filter having an even

filter width that is biased in a second direction that is opposite the first direction.

14.  The apparatus of claim 11, wherein the processor box filters at least one of the matte

images using a one dimensional box filter.

15.  The apparatus of claim 11, wherein each matte image includes a plurality of rows of
pixels, and wherein the processor, when executing the program, increases a filter width of a box
filter by performing an extra add operation when calculating a value of an initial pixel of a row of
pixels of a matte image, while maintaining the number of add operations when calculating values

of other pixels in the row of pixels of the matte image.

16.  The apparatus of claim 11, wherein the processor, when box filtering a matte image,
processes the matte image through a one dimensional vertical box filter having a first width, and
processes the matte image through a one dimensional horizontal box filter having a second width

that is different than the first width.

17.  The apparatus of claim 11, wherein the processor executes the program in real time, and
wherein the general purpose computer further includes a display device that displays the

composite image in real time.

18. A composite image produced by the process of selectively feathering a matte image
produced by a process that includes the steps of:
filtering the matte image to produce a feathered matte image;

applying an edge biasing function to the feathered matte image; and
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using the resulting selectively feathered matte image to produce the composite image.

19. A composite image of claim 18, wherein the edge biasing function is generated according
to a desired level of edge biasing, wherein the desired level of edge biasing includes at least one

of feathering in, feathering out or equal feathering.

20. A composite image of claim 19, wherein the edge biasing function changes contrast and

brightness in the feathered matte image.

21. A method for generating a matte image for use in feathering a composite image using an
original matte image, including the steps of:
. recetving a filtered matte image; and

applying an edge biasing function to the filtered matte image.

22. The method of claim 21, wherein the filtered matte image is filtered in one pass

horizontally then filtered in one pass vertically, with each pass performed twice.

23. The method of claim 21, wherein the edge biasing function provides for at least one of

feathering in, feathering out or equal feathering of the filtered matte image.
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